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In this paper we report the results obtained by an implementation and application of the simulated annealing
optimization procedure to the exploration of the conformational space of small neutral and charged lithium
clusters (Lin

q, n ) 5, 6, 7; q ) 0, (1) and of the bimetallic lithium/sodium clusters (Li5Na) in their lowest
spin states. Our methodology eliminates the structure guessing procedure in the process of generating cluster
configurations. We evaluate the quantum energy, typically with the Hartree-Fock Hamiltonian, of randomly
generated points in the conformational space and use a modified Metropolis test in the annealing algorithm
to generate candidate structures for atomic clusters. The structures are further optimized by analytical methods
(gradient following) at the Møller-Plesset second order perturbation theory level (MP2), in conjunction with
basis sets including polarization functions with and without diffuse functions. High accuracy ab initio energies
at the coupled clusters level, with single, double, and triple substitutions from the Hartree-Fock determinant
(CCSD(T)), on the MP2 geometries were calculated and used to establish the relative stability of the isomers
within each potential energy surface. Various cluster properties were computed and compared to existing
values in order to validate our methods. Our results show excellent agreement with previous experimental
and theoretical reports. Even at these small sizes, evidence for 10 new structures never reported before for
the lithium clusters and four new structures for the bimetallic clusters is presented.

1. Introduction

Cluster science is an intensive subject of research in
experimental and theoretical chemistry, physics, engineering,
and material science, with implications in areas as diverse as
catalysis,1–3 molecular electronics,4–6 nanotechnology,7 hydrogen
bonding,8–12 and others. At a fundamental level, cluster proper-
ties and behavior represent a transition from atoms and
molecules to bulk matter.

It is common to find potential energy surfaces (PES) that
exhibit several local minima within a small range of energy
corresponding to distinct geometrical motifs. Li6 clusters are a
typical example: there are at least three structurally different
isomers lying so close in energy that computational methods
with modest treatment of electron correlation give conflicting
results regarding relative energies. Sophisticated CCSD(T)
calculations with large basis sets were needed to establish their
relative stabilities as stated by Temelso and Sherrill.13

Since the structure of clusters determine many of their
measurable properties, a good knowledge of the possible
conformations and their relative energies is of primordial
importance; however, structural issues are among the most
difficult to tackle in the study of clusters. For small size clusters,
systematic, intuition-guided construction of geometries until
exhaustion of possibilities seems to be the methodology of

choice. An alternative plan, employed by Miyake and Aida in
the study of small water clusters,14 is to construct all the
topologically distinct patterns for the system in question. In a
different approach, Zope and co-workers15 used known sodium
cluster geometries as a starting point to study lithium clusters.
The methods described above quickly become impracticable
because the number of stationary points in a given potential
energy surface (PES) increases dramatically as a function of
size.16,17

In general, sampling of conformational spaces to determine
equilibrium geometries is carried out by two different ap-
proaches: analytical (gradient following) and stochastic methods.
The decision to choose one over the other depends on factors
such as computational power, size of the system, and desired
level of accuracy. A few characteristics of both methods are
worth pointing out:16 analytical methods produce very good
quality stationary points with low frequency of evaluation of
the gradient and the energy function. However, analytical
methods can not jump over energy barriers, affording minima
that are initial-guess-dependent; thus, a previous knowledge of
the PES is required in order not to get trapped in undesired
local minima. These features make analytical methods suitable
for the treatment of small systems with high levels of theory.
A recent implementation of the Car-Parrinello molecular
dynamics (CPMD) by Iannuzzi and co-workers18 allows the
possibility of jumping over energy barriers; however, the authors
pointed out efficiency issues that are specific-problem-dependent
and concerns about the significant amount of information
required as input for a successful exploration of a given PES.
On the other hand, stochastic methods randomly search the
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conformational space to produce structures that often need
refinement to locate stationary points. Stochastic methods are
initial-guess-independent, can jump over energy barriers, and
so have the ability to sample several wells in the same run.
The random nature of the search implicitly carries the need for
repetitive evaluation of the energy function. Thus, stochastic
methods have traditionally been used to study large systems
with low levels of theory. The advances in technology that have
produced faster and more powerful computers have allowed the
recent implementation of stochastic methods with energy
evaluated via quantum Hamiltonians,19–23 which amounts to a
better treatment of electron interaction. This paper is an example
of such an approach with direct application to small lithium
and bimetallic lithium-sodium clusters.

Lithium clusters have been extensively studied from a
theoretical standpoint partially because lithium atoms, which
contain three electrons, are among the smallest atoms that can
form metallic clusters (hydrogen atom clusters exhibit metallic
character under extreme pressures). The large variety of methods
used to study lithium clusters includes, among others, several
flavors of DFT,21,24–28 configuration interaction,27,29–32 MP2,27,33

coupled clusters,13,21,27,34 CASSCF,27 generalized valence bond
theory,35–37 ab initio molecular dynamics,38 ab initio path integral
methods,27,39,40 variational quantum Monte Carlo methods,41 and
Gradient embedded genetic algorithms.21 Several works have
shown that electron correlation energy is an essential contribu-
tion to cluster stability.29,30,42–44 Boustani and Koutecký deter-
mined that geometries for anionic lithium clusters differ
appreciably from those of neutral and cationic clusters.45 From
molecular orbital analysis of the chemical bonding in lithium
clusters, Alexandrova and Boldyrev established that multiple
π and σ aromaticity play significant roles as major stabilizing
effects.21 Visser and co-workers46 reported that high-spin lithium
clusters, despite having no bonding electron pairs, exhibit rich
conformational spaces, with clusters being held together via
multiplet interactions. Regarding structural issues, for homo-
nuclear metallic clusters Mn, n ) 6 seems to be the transition
point from planar (n<6) to 3D (n>6) structural preference.13,47,48

In this work, we develop a strategy for generating local
minima candidate cluster structures; our procedure bypasses the
guessing process when locating stationary points within a given
PES. We use a locally implemented version of the simulated
annealing algorithm49–51 that evaluates the energy by quantum
methods at each randomly generated nuclear configuration (see
Computational Methods section for details). Each candidate is
then refined by analytical methods to locate the closest stationary
point upon which high-accuracy energies are calculated. Par-
ticular application to small charged and neutral lithium clusters
in their lowest spin states (Lin

q, n ) 5, 6, 7; q ) 0, (1), for
which extensive data exist in the literature, is used as a means
to validate our methods. The bimetallic Li5Na clusters are also
studied.

2. Computational Methods

We implemented an adapted version of the simulated an-
nealing (SA) optimization algorithm49–51 into the ASCEC
(Spanish acronym for annealing simulado con energı́a cuántica)
program.52 At present, the program is capable of simulating
atomic and molecular clusters.

2.1. The Annealing Procedure: A Brief Description of the
Workings of ASCEC. The system is allowed to evolve inside a
cubic box of user supplied length L, in agreement with the original
algorithm proposed by Metropolis et al.49 The ASCEC program
calls on the Gaussian 03 suite of programs53 to calculate the

quantum energy of every generated structure which is then the
subject of an acceptance test. If the structural change lowers
the energy (∆E < 0), then the move is accepted; when ∆E >
0, the new structure is accepted if Φ(∆E) < P(∆E), where
P(∆E) ) exp(-∆E/kBT) is the temperature-dependent Boltz-
mann’s probability distribution function and Φ(∆E) ) |∆E/Ej|,
j being the structure under evaluation. We found the latter
acceptance criterion to be more adequate in this line of problems
than the usual procedure of comparing P(∆E) to a randomly
generated number in the [0,1] range, where good structures can
be randomly rejected. If neither test is satisfied, the move is
not accepted and the structure that originated the change is
randomly modified again. To avoid a large number of meaning-
less energy evaluations, a maximum number of structures can
be generated at each temperature without satisfying either of
the two acceptance criteria; that number (MaxCyc) is reduced
every time it is reached. Atom positions of a particular structure
are simultaneously moved at random up to a maximum
displacement allowed. Only accepted structures are changed,
effectively constructing a Markov chain of points in the
conformational space.

A typical run of ASCEC requires the following user supplied
information: (a) a quenching route [initial and final temperatures
and a route connecting them; at present, a choice between linear
(decreasing T by a constant amount) and geometric (decreasing
T by a constant percentage) routes is available], (b) the initial
geometry in Cartesian coordinates, (c) a length for a cube in
which the system evolves, (d) the maximum initial number of
structures to be evaluated before going to the next temperature
(MaxCyc), (e) the maximum allowed atom displacements, and
(f) a combination of Hamiltonian/basis set for energy calcula-
tions. The entire process of input generation for the Gaussian
03 calculations and the processing of its outputs is completely
transparent to the user, so only ASCEC-related files are to be
manipulated. In this research, we found the HF/lanl2dz level
of theory to be a good compromise between speed and accuracy,
so unless otherwise indicated, it is the methodology of choice
for energy calculations during ASCEC runs. Lanl2dz comprises
an all-electron calculation for lithium atoms that includes
double-� plus polarization.54–57

2.2. Locating and Treating Stationary Points. A successful
ASCEC run generates a number of candidate structures; only
those typically lying up to about 0.02 hartree above the lowest
energy were selected to be optimized by analytical methods.
For computational efficiency, the BLYP functional in conjunc-
tion with the lanl2dz basis set was used to optimize the structures
generated by the ASCEC program. Because many initial
structures converged to the same equilibrium geometry, just a
few stationary points were found by this procedure. To have a
better treatment of electron correlation, the stationary points
located with BLYP/lanl2dz were further refined at the more
sophisticated MP2/6-311g(d) and MP2/6-311+g(d) levels.
Analytical harmonic second-derivative calculations at the same
MP2 levels were used to characterize stationary points as true
minima (no negative eigenvalues of the Hessian matrix) or
saddle points. As previously suggested,13,21,27,34 high-accuracy
CCSD(T) energy calculations were carried out in order to
establish the relative stability of the isomers. Exclusion of diffuse
functions is of no consequence in the study of small lithium
anionic clusters, as pointed out by Temelso and Sherrill.13

Following standard procedures (see, for example, ref 29)
binding energies per atom are calculated as BE/atom ) (nE1 -
En)/n for neutral clusters and BE/atom ) [(n - 1)E1 + E1

q -
En]/n for charged clusters. Adiabatic ionization potentials are



calculated as the difference in energy between the optimized
geometries for the lowest energy cationic and neutral clusters.
Vertical ionization potentials are calculated as the difference
between the energy of the neutral cluster and the energy of the
cation in the optimized neutral cluster geometry. Isomer
populations, xi, within a given cluster were estimated by58

xi )
gie

-Ei⁄kBT

∑
i

gie
-Ei⁄kBT

(1)

where gi is the symmetry number for isomer i (its degeneracy)
and Ei the corresponding CCSD(T)//MP2 energy. All geometry
optimizations, frequency, and energy calculations were carried
out using the Gaussian 0353 suite of programs.

3. Results and Discussion

3.1. ASCEC Results. Initial geometries for all ASCEC runs
were constructed with atoms located at the same position (this
procedure is dubbed the big bang approach), allowing them to
evolve under the annealing conditions within a cube of 7 Å of
length. The HF/lanl2dz formalism was used to calculate energies
of randomly generated cluster configurations. All runs used a
geometric quenching route with initial temperature of 500 K, a
constant decrease of 5%, and 50 total temperatures. Table 1
summarizes the details about ASCEC runs for lithium clusters.
It can be seen that most of the candidate structures were
generated after satisfying our modified Metropolis test [Φ(∆E)
< P(∆E)], while few structures were accepted after a random
move resulted in a lower energy configuration.

Figure 1 shows an energy profile for the ASCEC run of the
Li7

– clusters. The ability of the algorithm to jump over energy
barriers is clearly seen in the nonmonotonical decrease in energy
as the simulation proceeds. Most of the accepted structures
happen in early to intermediate stages of the annealing. As the
temperature lowers, the frequency of structure acceptance
decreases because satisfying either of the two criteria is
increasingly harder. In Figure 2 we plotted the energy of the
structures produced by the annealing as a function of their
temperature for the same Li7– clusters. The simulation runs down

to 40.5 K, with the last accepted configuration happening at
179.2 K. Structures lying above 0.02 hartree (above the upper
dashed line, Figure 2) of the lowest energy structure are
discarded for further optimization. It can be seen from both
Figures 1 and 2 that the lowest energy structure was not found
at the lowest simulation temperature. All the observations in
this paragraph are consistent with what is expected from a robust
and efficient implementation of the annealing algorithm.

3.2. Lithium Clusters. The MP2 equilibrium geometries
were generated following the procedure described in the
Methodology section. It is important to point out that all
geometry optimizations were carried out without imposing
symmetry constraints, as the candidate structures coming from
ASCEC are randomly generated and belong to the C1 point
group; however the stationary points reached from them have
higher symmetries.59 All lithium cluster geometries found in
this and other works are listed in Table 2 along with the most
representative references in each case.

3.2.1. Geometries. The several structural motifs for Li5q, Li6q,
and Li7q clusters are depicted in Figures 3, 4, and 5, respectively.
Their corresponding geometrical parameters are listed in Table
3. From Table 2, a total of 10 structures never before reported
have been predicted with our methodology, while two previously
reported conformations, found with different levels of theory,

TABLE 1: ASCEC Entry Parameters and Results

parameter Li5
+ Li5 Li5

– Li6
+ Li6 Li6

– Li7
+ Li7 Li7

–

MaxCyca 2000 2000 2000 2000 5000 2000 5000 5000 5000
generated structures 64 49 80 156 111 61 37 33 89
with ∆E < 0 7 14 10 11 10 10 12 8 14
with Φ(∆E) < P(∆E) 57 35 70 145 101 51 25 25 75
candidate structuresb 54 32 63 67 84 22 11 25 66
located minima 2 2 3 4 3 7 2 2 3

a See Annealing Procedure section. b Within 0.02 hartree of lowest energy.

Figure 1. Simulated annealing for Li7
– clusters. Figure 2. Candidate structures generated by the annealing. Only those

within 0.02 hartree (between dashed lines) of the lowest energy are
considered for optimization.

TABLE 2: Structural Motifs for Lithium Clustersa

cluster structures and references

Li5
+ D2d,21 D3h,21,29 D2h,29 c

Li5 C2V, a,21,29 C2V, b,b C2V, c,21,29 c,d D3h
c

Li5
– C2V, a,21,45 C2V, d,21 C4V

21

Li6
+ D2h, a,13,21,29 D2d, a,b D2d, b,b D3h, b

b

Li6 C5V,13,21,29,38 D3h, a,13,21,29,33,38 D4h
13,21,33

Li6
– D3h, a,45 D4h,13,21 Cs, a,b Cs, b,b D2h, b,b D3h, b,b D∞h

b

Li7
+ C3V, a,29 D5h

21,29

Li7 C3V, a,29 D5h
21,29

Li7
– C3V, a,b C3V, b,45 D5h

21,45

a See Figures 3, 4, and 5 for geometries. b Never before reported.
c Not found from the SA. d Located starting from the C2V, c geometry
in ref 29.



were not located. The D2h structure for the Li5+ cluster has been
reported only once in the literature;29 it was found at the HF
level using a minimal basis augmented with one p polarization
function. Efforts to locate a corresponding conformation within
the MP2 PESs afforded no stable minima (one structure was
found with the same symmetry having one imaginary fre-
quency). We located the missing C2V, c cluster for Li5 reported
in refs 21, 29 starting with a geometry that resembles the one
found in an earlier paper by Boustani et al.29

For Li5q clusters, a total of seven stationary points are located,
two for Li5

+, two for Li5, and three for Li5
–. Three are planar

and four are nonplanar. One new nonplanar structure (C2V, b in
Figure 3) is found for the neutral cluster. For Li6q clusters, 14
structures were found, four for Li6+, three for Li6, and seven
for Li6

–. Eight are planar and six are nonplanar. Three new
structures, one planar (D3h, b in Figure 4) and two nonplanar
(D2d, a and D2d, b in Figure 4), are found for the cationic cluster,
while five new planar structures (Cs, a, Cs, b, D2h, b, D3h, b, and
D∞h in Figure 4) are found for the anionic cluster. No new
structures were found for the neutral cluster. For Li7

q clusters,
There is no planarity in the seven structures predicted for the

clusters, two for Li7
+, two for Li7, and three for Li7

–. One new
structure (C3V, a in Figure 5) was found for Li7

–. These results
seem to agree with the nonplanarity structural preference for
homonuclear metallic clusters with more than six atoms.13,47,48

Our method predicts a number of unreported structures.
However, there are no significant differences between our
geometries and those reported previously by others. For instance,
in the most recent lithium clusters report by Alexandrova and
Boldyrev,21 they found for the Li5+, D3h structure atom distances
of 2.69, 2.77 Å for R1 and 3.15, 3.16 Å for R2 at the B3LYP/
6-311+g(d), CCSD(T)/6-311+g(d) levels, respectively, while
we found (Table 3, Figure 3) 2.76 and 3.21 Å for the same
variables using the MP2/6-311g(d) formalism. The anions show
a wider variety of structural possibilities than the neutral and
cationic clusters with the same number of atoms, an observation
already pointed out by Boustani and Koutecký.45 For clusters
with an equal number of atoms that exhibit the same structural
motifs for different charge numbers, some geometrical changes
are observed as a consequence of the cluster having to
accommodate a varying number of electrons. The most dramatic
case comes from the comparison between the D5h geometries
of the Li7+, Li7, and Li7– clusters (Table 3): the distance between
the two out of plane atoms increases from 2.52 to 2.85 to 3.55
Å, while the other distances change in a somewhat smoother
fashion. Similar behavior is observed when comparing the D4h

neutral and anionic Li6 clusters (Table 3) and in the C3V, a

geometries of the cationic, neutral, and anionic Li7 clusters
(Table 3).

Other methods for searching the potential energy surfaces of
the clusters under study yielded somewhat similar results.
Specifically, ab initio molecular dynamics performed on Li6

Figure 3. Geometrical motifs for neutral and charged Li5 clusters.

Figure 4. Geometrical motifs for neutral and charged Li6 clusters.

Figure 5. Geometrical motifs for neutral and charged Li7 clusters.

TABLE 3: Atom Distances (Å) for Lin
q Clustersa

cluster R1 R2 R3 R4 R5 R6

Li5
q

Li5
+, D3h 2.76 3.21

Li5
+, D2d 2.88 3.12

Li5, C2V, a 3.00 3.11 2.91 3.08
Li5, C2V, b 3.04 2.96 3.10 2.72
Li5

–, C2V, a 3.00 3.31 2.97 3.02
Li5

–, C4V 3.26 2.85
Li5

–, C2V, d 3.07 3.46 2.96

Li6
q

Li6
+, D2h, a 3.19 3.01 2.60

Li6
+, D2d, b 3.03 2.70 3.42 3.05 2.95

Li6
+, D2d, a 2.93 3.06 3.19

Li6
+, D3h, b 3.13 3.23

Li6, D4h 3.61 2.87 2.63
Li6, C5V 3.18 2.88
Li6, D3h, a 3.02 3.06
Li6

–, D4h 3.38 2.90 3.27
Li6

–, Cs, a 3.02 3.25 3.06 3.30 3.17 3.16
Li6

–, D3h, a 2.97 3.00
Li6

–, Ds, b 2.95 3.13 2.92 3.31 3.29 2.97
Li6

–, D∞h 2.93 3.26 3.15
Li6

–, D3h, b 2.90 3.33
Li6

–, D2h, b 3.25 2.97 3.11

Li7
q

Li7
+, D5h 3.26 3.04 2.52

Li7
+, C3V, a 3.09 3.31 3.27 2.78

Li7, D5h 3.09 3.00 2.85
Li7, C3V, a 3.17 3.07 2.97 2.75
Li7

–, D5h 2.93 3.06 3.55
Li7

–, C3V, b 2.94 3.15 2.95 3.13
Li7

–, C3V, a 3.09 2.96 2.80 3.05

a For variable definition, see Figures 3, 4, and 5.



clusters resulted in the same geometries reported here.38 Gradient
embedded genetic algorithms (GEGA) applied to the same Lin

q

of this study yielded fewer structures than our simulated
annealing procedure.21 To our knowledge, there are no other
reports on systematic searches of the PES for the title systems.

3.2.2. Energies and Other Properties. Calculated relative and
binding energies for all lithium clusters are listed in Table 4;
other predicted properties are included in Table 5. Li5 and Li5

–

clusters are the only instances in which MP2 and CCSD(T)//
MP2 do not predict the same global minimum. There is a

remarkable agreement between the two methods in the predic-
tion of the most stable isomer in every other case. From our
estimated populations, it can be seen that Li5, Li5

–, Li6, and
Li7

– exhibit nondominant cluster configurations; in all the other
cases, one isomer is predicted to be in abundances above 99%.
For such cases, the global minima predicted by us are in
agreement with previous reports,13,21 except for the case of Li5–,
where Alexandrova and Boldyrev21 predict the C4V structure to
be more stable than the C2V, a by 0.3 kcal/mol, while our results
give 0.45 kcal/mol in favor of the C2V, a isomer at the CCSD(T)/
6-311g(d)//MP2/6-311g(d) level. In this case, the differences
in energies are small enough to render the results inconclusive.

Some differences between the binding energies reported here
and those found in the literature are observed. For the Li6

+

cluster, the experimental binding energy per atom is 24.91 kcal/
mol;60 our CCSD(T)/6-311g(d)//MP2/6-311g(d) results predict
23.10 kcal/mol for the D2h, a isomer (the dominant configuration,
Table 4), while Temelso and Sherril’s value at the CCSD(T)/
cc-pCVDZ+diff level is 23.76 kcal/mol for a structure with C2V
symmetry.13 The very sophisticated study by Temelso and
Sherrill predicts binding energies per atom in the D4h symmetry
isomer of the Li6– clusters to be 20.69 kcal/mol, while our value
is 20.31 kcal/mol. Our results consistently underestimate the
BE/atom for neutral clusters (see Table 4). For Linq (n ) 5, 6,
7; q ) 0, (1), it is seen that cationic clusters have stronger
binding energies than their anionic and neutral counterparts.

In Table 5, the calculated vertical and adiabatic ionization
potentials and the dipole polarizabilities are displayed. It has
been reported that electron correlation does not play a major
role in the evaluation of polarizability in lithium clusters as
opposed to sodium and other types of clusters.63 Calculated
values are compared with the experimental values. One can see
that there is a noticeable difference between the vertical and
the adiabatic ionization potentials as a consequence of the
important geometrical distortion after ionization. The vertical
ionization potentials, with the exception of that of Li6, are in
fair agreement with the experimental values. Inclusion of a
diffuse function does not improve the quality of the calculated
vertical IPs. The dipole polarizabilities differ markedly of the
experimental values. This deviation has already been discussed
several times without a clear explanation until recently.64

3.3. Li5Na Clusters. As a more challenging case, we applied
the methodology described above to the study of bimetallic
Li5Na clusters in the lowest singlet spin states. In this problem,
the symmetry of the homonuclear clusters is broken by the
addition of the “impurity” (the sodium atom), making structure
prediction a more difficult task. We also investigate the effect
of adding diffuse functions, effectively using the 6-311g(d) and
6-311+g(d) basis sets.

3.3.1. Geometries. We obtained the three geometrical motifs
depicted in Figure 6: two distorted octahedral geometries with
the sodium atom occupying equatorial (C2V, a) or axial (C4V)
positions, two pentagonal-based pyramids with the sodium atom
sitting at the top (C5V) or on the plane (Cs), and two planar
structures with the sodium atom lying on the corner (C2V, b) or
on the side (C2V, c). In a previous work, Desphande and
co-workers65 reported the C4V and C5V structures in Figure 6,
obtained by means of ab initio molecular dynamics within the
framework of DFT using the simulated annealing strategy; in
the same paper, the existence of a planar pentagon with lithium
atoms in the corners surrounding an in-plane central sodium
atom is also mentioned, such structure is predicted not to be a
true minimum in the MP2 PESs, because of the presence of
one imaginary vibrational frequency. There are no differences

TABLE 4: Energies (kcal/mol) for Pure Li Clustersa

MP2 CCSD(T)//MP2

cluster ∆E BE/atom ∆E BE/atom popb (≈%)

Li5
q

Li5
+, D3h 0.00 19.30 0.00 22.78 99.77

Li5
+, D2d 2.07 18.89 3.64 22.05 0.23

Li5, C2V, c 0.78 11.25 0.00 16.53 76.25
Li5, C2V, a 0.00 11.41 0.70 16.39 23.74
Li5, C2V, b 3.03 10.80 5.62 15.41 0.01
Li5

–, C2V, a 1.33 14.88 0.00 18.03 67.85
Li5

–, C4V 0.00 15.15 0.45 17.94 32.05
Li5

–, C2V, d 6.34 13.88 3.91 17.25 0.10

Li6
q

Li6
+, D2h, a 0.00 19.57 0.00 23.10 100.00

Li6
+, D2d, b 13.40 17.33 12.92 20.95 0.00

Li6
+, D2d, a 15.04 17.06 14.11 20.75 0.00

Li6
+, D3h, b 29.25 14.69 36.03 17.09 0.00

Li6, D4h 0.00 15.14 0.00 18.50 73.86
Li6, C5V 4.59 14.37 0.68 18.38 23.94
Li6, D3h, a 7.16 13.94 2.10 18.15 2.21
Li6

–, D4h 0.00 17.32 0.00 20.31 100.00
Li6

–, Cs, a 26.91 12.84 15.86 17.66 0.00
Li6

–, D3h, a 21.21 13.78 17.31 17.42 0.00
Li6

–, Cs, b 26.19 12.96 21.00 16.81 0.00
Li6

–, D∞h 24.91 13.17 22.82 16.50 0.00
Li6

–, D3h, b 26.74 12.86 23.45 16.40 0.00
Li6

–, D2h, b 41.28 10.44 47.05 12.47 0.00

Li7
q

Li7
+, D5h 0.00 21.64 0.00 25.10 99.99

Li7
+, C3V, a 6.40 20.73 5.29 24.34 0.01

Li7, D5h 0.00 15.74 0.00 20.52 100.00
Li7, C3V, a 6.02 14.88 7.79 19.96 0.00
Li7

–, D5h 0.00 19.38 0.00 21.94 77.64
Li7

–, C3V, b 1.97 19.10 0.78 21.82 21.06
Li7

–, C3V, a 3.66 18.86 2.45 21.59 1.31

a All calculations with the 6-311g(d) basis set. Isomers are placed
in descending order according to their CCSD(T)//MP2 stabilities.
Experimental binding energies per atom are 24.21, 23.29, and 25.60
for Li5, Li6, and Li7 clusters, respectively.60 b Populations are
estimated by equation 1.

TABLE 5: MP2/6-311g(d) Calculated Properties for Pure Li
Clustersa

ionization potential polarizability

cluster adiabatic verticalb experimentalc calculated experimentalc

Li5, C2V, c 3.81 3.91 4.02 ( 0.0561 345.55 427.562

Li5, C2V, a 3.61 4.07 459.80
Li5, C2V, b 3.60 3.87 463.21
Li6, D4h 4.18 4.47 4.20 ( 0.0561 467.60 359.262

Li6, C5V 3.96 4.62 519.70
Li6, D3h, a 3.84 4.82 526.80
Li7, D5h 3.86 3.98 3.94 ( 0.0561 523.40 539.062

Li7, C3V, a 3.29 3.76 360.60

a All energies in eV. Polarizabilities in au. b Vertical IPs
calculated with the 6-311+g(d) basis set are 4.45 eV for Li5, C2V, c;
4.61 eV for Li6, D4h; and 4.01 eV for Li7, D5h. c Experimental
values are not for the particular isomer.



in the number nor in the conformations of the stationary points
located using the 6-311g(d) and 6-311+g(d) basis sets. The
geometrical distortion due to the presence of the sodium atom
is more apparent in the Li-Na distances, which range from
3.14 to 3.46 Å in the bimetallic clusters, as opposed to distances
no larger than 3.18 Å for the homonuclear clusters.

3.3.2. Energies and Other Properties. Table 6 summarizes
energy-related results for the Li5Na clusters. Our calculations
favor nonplanar configurations, predicting the C2V, a structure

to have the lowest energy, present in abundances above 99%,
the CCSD(T)//MP2 stability order being C2V, a > Cs > C2V, b >
C2V, c > C4V > C5V. This result is in sharp contrast with the DFT
findings of Desphande et al.,65 which predict the C4V and C5V to
be the most stable structures. It can be noticed by comparing
Tables 4 and 6 and Figures 4 and 6 that the most stable Li5Na
structures are lower symmetry versions of the most stable Li6
structures (C2V, a vs D4h and Cs vs C5V). Binding energies are up
to 2.5 kcal/mol smaller for the impure clusters (Tables 4 and
6), an observation already pointed out by Desphande.

The results listed in Tables 5 and 6, together with the
negligible differences between the MP2/6-311g(d) and MP2/
6-311+g(d) geometries for the bimetallic clusters, are in
excellent agreement with the observation by Temelso and
Sherrill13 that for the particular clusters under consideration,
inclusion of diffuse functions on the basis set has no practical
consequences.

4. Conclusions and Perspectives

We used an adapted version of the simulated annealing
algorithm with a modified Metropolis test to produce initial
guesses for structures in small Lin

q (n ) 5, 6, 7; q ) 0, (1)
and Li5Na clusters in their lowest spin states. The algorithm
calls an external program to calculate the quantum energy of
randomly generated points in the conformational space. Struc-
tures are only rejected if a particular move results in raising
the energy and in |∆E/Ej| being larger than Boltzmann’s
probability for ∆E. Even at these small sizes, a total of 10
structures never before reported in the literature were found for
the lithium clusters, and four new structures are reported for
the Li5Na clusters. Our CCSD(T)/6-311g(d)//MP2/6-311g(d)
approach locates the correct global minimum on each PES
except for those cases were the energy difference is too small.
The agreement between the relative and binding energies and
other properties reported here and those found elsewhere gives
us confidence that the ASCEC program is predicting high-
quality initial guesses for known cluster geometries, besides
producing a few extra unknown configurations. The good results
obtained also suggest that calculating the quantum energy during
the simulations is an adequate approach, as it gives a better
account of electron interaction than less accurate methods.
Application of the algorithm bypasses the process of structure
guessing when determining the stationary points within a given
PES.

The overall satisfactory results encourage us to use the
ASCEC program as a general tool to investigate other atomic
and molecular clusters; at present, data relative to Na, Cu, Ag,
and Au clusters are being processed in different documents to
be published elsewhere. We also used the ASCEC program to
study cooperative hydrogen-bond networks in water and metha-
nol clusters and in their mixtures.
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(44) Bonačić-Koutecký, V.; Boustani, I.; Guest., M.; Koutecký, J.
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(45) Boustani, I.; Koutecký, J. J. Chem. Phys. 1988, 89, 5657.
(46) Visser, S.; Alpert, Y.; Danovich, D.; Shaik, S. J. Phys. Chem. A

2000, 104, 11223.
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1992, 96, 1793.

(48) Dougord, P.; Blanc, J.; Bonačić-Koutecký, V.; Broyer, M.; Cheva-
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