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A practitioner’s guide to developing critical appraisal skills

What is the difference between clinical and statistical significance?

Romina Brignardello-Petersen, DDS, MSc; Alonso Carrasco-Labra, DDS, MSc; Prakeshkumar Shah, MSc, MBBS, MD, DCH, MRCP, FRCP(C); Amir Azarpazhooh, DDS, MSc, PhD

Investigators in a study published in 2010 compared the efficacy of nimesulide with that of meloxicam (two nonsteroidal anti-inflammatory drugs) in the control of postoperative pain, swelling and trismus after extraction of impacted mandibular third molars. Among their conclusions, the authors stated that “[nimesulide] was more effective than [meloxicam] in the control of swelling and trismus following the removal of impacted lower third molars.” This conclusion was supported by the results observed in their randomized clinical trial. The authors reported that after the third molar surgical extraction, patients experienced a reduction in mouth opening, but that this reduction was significantly larger at 72 hours after surgery when patients had received meloxicam than when patients had received nimesulide. The

ABSTRACT

Background. It is common to find published studies in which the authors claim to have found significant results. However, many times these results are only statistically significant with no meaningful impact in clinical settings.

Methods. The authors aim to clarify and differentiate the concepts of statistical and clinical significance, as well as to provide guidance on how to interpret research results to determine whether an observed difference is meaningful.

Results. Study results are considered to be statistically significant if statistical tests that examine the null hypothesis of no difference yield P values that are smaller than the significance level prespecified by the authors. In this way, researchers can use hypothesis testing to assess the possibility that observed results could have arisen by chance. However, hypothesis testing cannot establish the clinical implications of these results. Rather, clinical significance can be established once the magnitude of results is larger than the minimal clinically important difference. Clinical significance then would encompass not only statistical significance, but also the importance of the outcomes to patients, clinicians and policymakers.

Conclusion. The values for statistical significance alone cannot convey the complete picture of the effectiveness of an intervention or of a difference between two groups. Both clinical and statistical significance are important measures for interpretation of clinical research results and should complement each other.

Practical Implications. Any benefit in terms of improved health outcomes must be both clinically and statistically significant. If there is no benefit at the threshold of both clinical and statistical improvement, then the intervention should not be used for that purpose.
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authors reported a $P$ value of .03 for the difference in the mean reduced mouth opening of 1.39 centimeters in the nimesulide group versus 1.7 cm in the meloxicam group. This difference of 3.1 millimeters was the basis for the authors’ claim of the superiority of nimesulide. However, from a clinical perspective, this difference does not seem large. How can we know if these numbers show that the reduction in mouth opening is significantly larger when patients received meloxicam therapy, as the authors report? What do the authors mean when they use the expression “significantly larger”? Is a $P$ value < .05 sufficient to claim that there is a significant difference?

In this article, we aim to clarify and differentiate the concepts of statistical significance and clinical significance, as well as to provide guidance on how to interpret research results to determine whether an observed difference is clinically meaningful.

**STATISTICAL SIGNIFICANCE**

It is not feasible to conduct a study in which investigators study all potential patients. Thus, researchers have to base their conclusions on a sample of people and then determine the probability or likelihood that a conclusion made on the basis of an analysis of data from this sample will hold true when applied to the population as a whole.²

Researchers have used statistical significance for many years as a means to assess the effects of interventions in clinical research and to show that observed differences likely are not due to chance.³ Usually, the claim of statistical significance depends on obtaining a specific $P$ value after conducting a statistical significance test, as in the earlier example.

A $P$ value is the probability of obtaining a mean difference that is at least as far from a specified value (null value) as the mean observed in the study, given that this specified value is the true value.⁴ In the example above, if we assume that the true difference in mouth-opening reduction between nimesulide and meloxicam is 0 mm, what the authors found was a 3 percent probability of observing the 3.1-mm difference (or larger) that they detected. Because the probability of that happening is so small, it is unlikely that the differences they observed were due to chance; thus, they could claim that there are real and statistically significant differences between the two treatments.

As stated earlier, the $P$ value is obtained when conducting statistical hypothesis testing. To perform this test, we start by assuming that the result of interest (the mean or proportion of the outcome of the study) is equal to some specific value. This claim is called the null hypothesis. In the example, the null hypothesis was that there is no difference in mouth-opening reduction between the two drug groups. The investigators then construct an alternative hypothesis such that it contradicts the null hypothesis. In this case, the alternative hypothesis was that differences existed between the drugs with regard to mouth-opening reduction.⁵ The next step is to compare the data obtained in the study with the value specified in the null hypothesis—using the probability theory—to attain a $P$ value. The $P$ value is related to how much the data contradict the null hypothesis. If a large $P$ value is obtained, the data are consistent with the null hypothesis. Conversely, if a small $P$ value is obtained, the data contradict the null hypothesis, and the results are unlikely to have occurred if the null hypothesis actually were true. However, the investigators must decide whether the $P$ value is sufficiently small to reject the null hypothesis. Although it is arbitrary, a $P$ value of .05 has been the conventionally accepted value for level of significance.⁶

**Type I error.** The level of significance reflects the probability of committing a type I error—that is, rejecting the null hypothesis when it actually is true.⁷ In other words, it is the probability of falsely claiming that there is a difference in mouth-opening reduction when there is not. According to the earlier description, the $P$ value is not the probability that the null hypothesis is true. This is a common misconception. A large $P$ value does not mean that the null hypothesis is true; at best, it implies that the study results are inconclusive. Likewise, a small $P$ value does not mean that the alternative hypothesis is true; at best, it implies that the data are incompatible with the null hypothesis’ being true.⁸

**Type II error.** On the other hand, a probability exists of not rejecting the null hypothesis when it is false, which is known as a type II error. A type II error occurs when researchers fail to observe a difference between interventions even though a true difference does exist.⁹ For example, imagine a study in which the researcher wants to determine whether the incidence of cleft lip and palate is larger in one of two towns. Let us assume that a difference between the towns truly exists, and that the true incidence in town A is five in 1,000 newborns, whereas in town B, it is one in 1,000 newborns. If the
TABLE 1

<table>
<thead>
<tr>
<th>HYPOTHETICAL SCENARIO</th>
<th>MEAN (SD) REDUCTION IN MOUTH OPENING AT 72 HOURS, IN CENTIMETERS</th>
<th>SAMPLE SIZE</th>
<th>P VALUE‡</th>
<th>STATISTICAL SIGNIFICANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Meloxicam</strong></td>
<td><strong>Nimesulide</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.70 (0.6)</td>
<td>1.39 (0.75)</td>
<td>20</td>
<td>.321</td>
</tr>
<tr>
<td>2</td>
<td>1.70 (0.6)</td>
<td>1.39 (0.75)</td>
<td>40</td>
<td>.157</td>
</tr>
<tr>
<td>3</td>
<td>1.70 (0.6)</td>
<td>1.39 (0.75)</td>
<td>60</td>
<td>.082</td>
</tr>
<tr>
<td>4</td>
<td>1.70 (0.6)</td>
<td>1.39 (0.75)</td>
<td>80</td>
<td>.045</td>
</tr>
<tr>
<td>5</td>
<td>1.70 (0.6)</td>
<td>1.39 (0.75)</td>
<td>100</td>
<td>.025</td>
</tr>
<tr>
<td>6</td>
<td>1.70 (0.6)</td>
<td>1.39 (0.75)</td>
<td>120</td>
<td>.014</td>
</tr>
</tbody>
</table>

* SDs: Standard deviations.
† This table illustrates the influence that sample size has on $P$ values. When the mean of the outcome and its SD are constant, an increase in sample size leads to smaller $P$ values.
‡ Two-sided unpaired $t$ test; significance level $\leq .05$. $P$ values were calculated by using statistical software (The R Project for Statistical Computing, The R Foundation for Statistical Computing, Vienna).

When the sample size is smaller, Table 2 shows that, while keeping everything else constant, a smaller variation in the response to an intervention among participants in one group results in a smaller $P$ value's having been obtained in hypothesis testing. This leads to statistically significant results when the sample size is larger and to nonstatistically significant results when the sample size is smaller.

**Issues Pertaining to Statistical Significance**

Understanding statistical significance requires thinking in terms of probability. At the completion of a statistical significance test, there are two possible outcomes: reject the null hypothesis or fail to reject the null hypothesis. This qualitative result often is used as a substitute for quantitative scientific evidence.7 As illustrated in Tables 1 and 2, one issue of concern is that the results of statistical testing are influenced highly by the sample size and variability within the sample. Table 1 shows that increasing the sample size, while keeping everything else constant, results in a smaller $P$ value’s having been obtained in hypothesis testing. This leads to statistically significant results when the sample size is larger and to nonstatistically significant results when the sample size is smaller.
patients, the $P$ value for the hypothesis testing would be .25. On the other hand, had researchers in the trial enrolled 800 participants, the $P$ value for the same comparison would be .016. Although the difference in the proportion of patients with no postoperative pain in both trials was 5 percent, the conclusion drawn in the trial with the smaller sample size is that there was no statistically significant difference between the two drugs, whereas in the trial with the larger sample size, the authors could have made the opposite claim.

In light of the above, the main problem is that hypothesis testing can omit any differences that were observed in the study. Statistical testing indicates only the probability of the observed differences—without regard to the size of the differences—occurring by chance. By using the hypothesis testing approach and claiming that there are differences in effects of the observed differences'—without regard to the size of the effect. This is illustrated in Table 3, which shows different effect sizes leading to the same conclusion: the results are or are not statistically significant.

Researchers can reach the same $P$ value in many ways by combining different treatment effects, within-group variability and sample sizes. Thus, the results of a statistical test cannot indicate whether a treatment effect is important enough to be useful for patients. Moreover, some readers may erroneously interpret small $P$ values as large effects, when, in fact, the $P$ values actually represent only the probability of having observed what was observed in the study and indicate nothing about the effect size.

### Clinical Significance

In 1984, Jacobson and colleagues introduced the term “clinical significance” as a means of evaluating the practical value of a treatment. Although the literature contains many definitions of and discussions about this term, most authors agree that a clinically significant result must fulfill the following criteria:

- A change in an outcome or a difference in outcome between groups occurs that is of interest to someone; patients, physicians or other parties interested in patient care conclude that the effect of one treatment compared with another makes a difference.
- The change or difference between groups must occur in an important outcome. It can be any outcome that may alter a clinician’s decisions regarding treatment of a patient, such as a reduction in symptoms, improvement in quality of life, treatment effect duration, adverse effects, cost effectiveness or implementation.
- The change or difference must be statistically significant. The difference must be greater than what may be explained by a chance occurrence.

### Minimal Clinically Important Difference

Jaeschke and colleagues introduced the concept of “minimal clinically important difference” (MCID) to determine whether a difference between treatments is of interest. They defined the MCID as “the smallest difference in score in any domain of interest which patients perceive as beneficial and which would mandate, in the absence of troublesome side effects and excessive costs, a change in the patient’s management.” Even though this definition reflects the patient’s perspective, it can be applied readily to any party involved in the health care chain (such as clinicians, family members, policymakers, hospital administrators).

Although each member of the health care

### Table 2

<table>
<thead>
<tr>
<th>Hypothetical Scenario</th>
<th>Mean (SD) Reduction in Mouth Opening at 72 Hours, in Centimeters</th>
<th>Sample Size</th>
<th>P Value†</th>
<th>Statistical Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Meloxicam</td>
<td>Nimesulide</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.70 (0.40)</td>
<td>1.39 (0.55)</td>
<td>60</td>
<td>.015</td>
</tr>
<tr>
<td>2</td>
<td>1.70 (0.45)</td>
<td>1.39 (0.60)</td>
<td>60</td>
<td>.027</td>
</tr>
<tr>
<td>3</td>
<td>1.70 (0.50)</td>
<td>1.39 (0.65)</td>
<td>60</td>
<td>.043</td>
</tr>
<tr>
<td>4</td>
<td>1.70 (0.55)</td>
<td>1.39 (0.70)</td>
<td>60</td>
<td>.061</td>
</tr>
<tr>
<td>5</td>
<td>1.70 (0.60)</td>
<td>1.39 (0.75)</td>
<td>60</td>
<td>.082</td>
</tr>
<tr>
<td>6</td>
<td>1.70 (0.65)</td>
<td>1.39 (0.80)</td>
<td>60</td>
<td>.105</td>
</tr>
</tbody>
</table>

* This table illustrates the influence that sample variability has on $P$ values. When the mean outcome value and sample size are constant, an increase in sample variability leads to higher $P$ values.
† SD: Standard deviation.
‡ Two-sided unpaired $t$ test; significance level $\leq .05$. $P$ values were calculated by using statistical software (The R Project for Statistical Computing, The R Foundation for Statistical Computing, Vienna).
team has his or her opinion as to what constitutes an important difference, the patient’s perspective should take priority.10 Because this is a relevant topic for interpreting the results of clinical studies, investigators have made many efforts to provide guidance and to determine the MCID for outcomes in many clinical areas, including dentistry.20-25

Perceptions regarding which outcomes are important likely will vary within and across cultures, as well as on the basis of the perspective being considered (such as the patient’s, the clinician’s).26-28 An important outcome from the patient’s perspective has been defined as one in which the patient, if he or she knew the outcome would be the only thing that would change with a treatment, would consider receiving this treatment even if it is associated with adverse effects, inconvenience or cost.29 For example, most patients with oral cancer consider mortality to be an important outcome, and many are willing to receive chemotherapy despite its adverse effects to reduce the chance of dying. However, other perspectives often are important as well. Thus, the relative importance given to outcomes should reflect the perspectives of those affected.30

Although little evidence exists to support any judgment about the outcomes that are important in dentistry, some guidance is found in other medical fields. For example, when ranking outcomes for assessing the effectiveness of a drug for treating renal failure, most patients would agree that mortality is the most critical outcome, whereas an adverse effect such as flatulence is of lower importance.30 In addition, with regard to surrogate outcomes, researchers generally agree that because the evidence is associated with a surrogate measure, it is weaker and, thus, of lower importance.30,31

**Surrogate outcomes.** According to Temple,32 a surrogate endpoint in the context of a clinical trial is a laboratory measurement or a physical sign used as a substitute for a clinically meaningful endpoint that measures directly how a patient feels, functions or survives. Changes induced by a therapy on a surrogate endpoint are expected to reflect changes in a clinically meaningful endpoint.

In other words, a surrogate outcome is an outcome that is measured in place of a biologically definitive or clinically most meaningful outcome.33 An example of a potentially misleading surrogate outcome in dentistry is a significant reduction in salivary mutans streptococci as a substitute for the occurrence of caries lesions,34-36 or measuring pocket depth as a surrogate outcome for tooth loss or for a patient’s quality of life.34 Other examples of potentially misleading surrogate outcomes are biomarkers that have not been validated, such as the use of components of gingival crevicular fluid37 or venous blood,38 which are ubiquitous in clinical trials in periodontics.39 Such surrogate outcomes and biomarkers are trustworthy when they meet two criteria: there is a strong, independent and consistent association between the surrogate measure and the clinically meaningful outcome it is trying to measure; and the evidence shows improvement in both the clinically meaningful outcome and the surrogate outcome. Because this does not happen frequently, surrogate outcomes are not considered important to patients.40

---

**TABLE 3**

<table>
<thead>
<tr>
<th>HYPOTHETICAL SCENARIO</th>
<th>MEAN (SD)1 REDUCTION IN MOUTH OPENING AT 72 HOURS, IN CENTIMETERS</th>
<th>DIFFERENCE IN MEAN REDUCTION IN MOUTH OPENING, IN CENTIMETERS</th>
<th>SAMPLE SIZE</th>
<th>STATISTICAL SIGNIFICANCE‡</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MELOXICAM</td>
<td>NIMESULIDE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.70 (0.6)</td>
<td>1.39 (0.75)</td>
<td>0.31</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>1.70 (0.6)</td>
<td>1.34 (0.75)</td>
<td>0.36</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>1.70 (0.6)</td>
<td>1.29 (0.75)</td>
<td>0.41</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>1.70 (0.6)</td>
<td>1.24 (0.75)</td>
<td>0.46</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>1.70 (0.6)</td>
<td>1.19 (0.75)</td>
<td>0.51</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>1.70 (0.6)</td>
<td>1.14 (0.75)</td>
<td>0.56</td>
<td>40</td>
</tr>
</tbody>
</table>

* This table illustrates that when statistical hypothesis testing is used, the conclusion drawn (that is, whether differences are or are not statistically significant) does not reflect how much larger the effect of one intervention is compared with another. Even though the mean difference in outcomes across the scenarios is increasing, the conclusion derived from statistical hypothesis testing is exactly the same.

† Two-sided unpaired t test; significance level ≤ .05. P values were calculated by using statistical software (The R Project for Statistical Computing, The R Foundation for Statistical Computing, Vienna).
INTERPRETING RESEARCH FINDINGS

To determine whether the results of a study are clinically significant, we need to consider the three criteria described earlier. In addition, we must take into consideration the fact that the results obtained in a study reflect the specific sample used in the study. Consequently, even if the study were replicated, the subsequent $P$ value would be different from the first.

Confidence intervals. The use of confidence intervals (CIs) helps researchers and clinicians interpret both statistical and clinical significance and is a way to estimate what the results would be in the population. A CI can be defined as a range of values calculated from the data within which the investigator believes a true parameter value will lie with some specific probability. In other words, a CI is a plausible range of values within which the true value actually will lie given the data observed in a study. For example, consider a hypothetical study in which investigators aim to estimate the percentage of successful short versus conventional dental implants. The study results show a 10 percent difference in favor of the conventional implants. The 95 percent CI is 2 to 18 percent, which means that we can be 95 percent confident that the true (but unknown) difference between the two types of implants is between 2 and 18 percent. A study’s CI either includes the true population difference or it does not. Thus, CIs provide information about the magnitude of an effect and the uncertainty surrounding it, which may help us to evaluate the clinical significance of the effect.

CIs and MCID. Using the CI and the concept of MCID, we find that a difference observed in a study will be clinically significant when its 95 percent CI is higher than the MCID. If the 95 percent CI contains the MCID, then no conclusions regarding the clinical significance of an effect can be made. However, readers must be careful when using CIs to assess clinical significance, because the width of a CI is associated with the sample size. Let us suppose that the MCID for the example above is 4 percent. Because the CI indicates that the true difference between the implant types likely will be between 2 and 18 percent, we cannot claim that the study results are clinically significant. However, if the sample size were tripled, the 95 percent CI of the difference would be 5 to 15 percent. This range would indicate that it is not plausible for the difference between the two implant types to be as small as 4 percent, making it a clinically significant difference.

DISCUSSION

We have argued that any benefit in terms of improved health outcomes must be both clinically and statistically significant; if there is no benefit at the threshold of both clinical and statistical improvement, then the treatment should not be used for that purpose.

In their study of the effects of nimesulide versus meloxicam on trismus after tooth extraction, De Menezes and Cury reported that a 3.1-mm difference between the groups at 72 hours was statistically significantly large. As discussed earlier, the statistical testing process they used to compare the two interventions correctly supports this claim. However, their study lacked a deeper examination of the issue of significance.

To reiterate, the three main characteristics of a clinically significant effect are that the change (that is, the difference between the results of the experimental group and those of the control group) is of interest to someone; the change occurred in an important outcome; and the change reached statistical significance. Limitations in mouth opening can have many negative consequences, such as problems in nutrition and speech. For healthy patients undergoing third molar extraction, it probably is an important complication to consider. Thus, the study finding by De Menezes and Cury seems to fulfill two of the three criteria to be considered clinically important. However, to claim that a difference of 3.1 mm in trismus is of interest to clinicians or patients—which would meet the first criterion and make this result clinically significant—is questionable. Would a patient be willing to overcome adverse effects or bear higher costs to experience 3.1 mm less trismus? Whether the difference between two groups with regard to an observed outcome is of interest is a matter of debate in many cases. This reminds us of the major role that judgment gained through clinical experience plays in interpreting and applying research results.

CONCLUSION

It is important to realize that values for statistical significance alone cannot convey the complete picture of effectiveness of an intervention or a difference between two groups. Both clinical and statistical significance are important for interpretation of clinical research results and should complement each other.
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