DIFFRACTION OF AN ACOUSTIC WAVE BY A PLATE IN A UNIFORM FLOW: A NUMERICAL APPROACH
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We study the diffraction in time harmonic regime of an acoustic wave by a rigid plate in the presence of a uniform flow in a duct. Contrary to prior analytical studies, using Wiener–Hopf techniques and thus restricted to semi-infinite plates, we use a finite elements method which allows us to deal with plates of finite length. To take into account irrotational perturbations induced by the trailing edge of the plate, a potential formulation requires the introduction of a vortex sheet behind the plate. The key point of the method is to get access at the singular coefficient of the velocity potential near the trailing edge, in order to cancel it using the so-called Kutta–Joukowski condition. This approach leads to an efficient finite elements method, and numerical computations are presented: we show the amplitude of the vortex sheet versus the Mach number and the plate length and the dissipated acoustic power versus the Mach number and the frequency. This method is extended to the case of two aligned plates to analyze the influence of the choice of the boundary condition on the downstream plate which interacts with a vortex sheet.
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1. Introduction

We are interested in the diffraction of an acoustic wave by plates of finite length in presence of a uniform flow confined in a duct. Such studies can help to improve the design of aeroacoustic devices, for example, absorbing linings used for the reduction of noise radiated from aeroengines or ventilation fans.

As a model of perforated screens, the case of aligned plates is of practical importance. These screens are used to attenuate aerodynamic sound in heat-exchanger cavities or other
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industrial devices conveying mean flow. Their effectiveness is due to the vorticity production by the sound within the perforations, the kinetic energy of the vortex field being extracted from the sound. This mechanism has been investigated both theoretically and experimentally, but these studies were restricted to the case of an infinite thin plate having a single transverse slot. The influence of vorticity ejection into the flow has been used to examine mean-flow/acoustic energy exchanges and it has been found both experimentally and theoretically that the dissipation is greatly enhanced by flow.

This paper follows the paper which presented a 2D potential model in the time harmonic regime based on the linear Euler’s equations for the case of one plate. In that paper a rigorous mathematical analysis was given and a first numerical method was suggested. Our aim is to extend this numerical method to low Mach numbers and to deal with more interesting cases such as aligned plates, which involve original modelization questions.

Acoustic diffraction in the presence of a flow is more complicated than in the case without a flow, since a coupling between the acoustic and hydrodynamic perturbations occurs which requires an understanding of the physical mechanisms involved. Without any flow, the velocity perturbations are curl free everywhere in the fluid. On the other hand, in the case of a plate in a flow, the coupling between the incident acoustic wave and the flow induces rotational velocity perturbations behind the plate. The usual modelization consists of introducing a vortex sheet behind the plate and then imposing a Kutta–Joukowski condition at the trailing edge to determine the intensity of this vortex sheet as in thin aerofoil theory. This model, inviscid since Euler’s equations are considered, was proven to be consistent with more complete viscous models, examples of which include an analytical model consisting of determining the asymptotic boundary layer structure (triple deck theory) near a plate trailing edge and a “numerical” model based on the time dependant Euler’s equations where the numerical dissipation induces a wake. Models other than a complete model may also be considered: for example, the compressible Navier–Stokes equations contain all the interesting phenomena but a numerical scheme based on this idea is very complicated to develop and is generally restricted to objects that are small compared to the wavelength.

As already noted in a previous paper the acoustic diffraction by a plate raises some modelization and numerical difficulties. Briefly, the Kutta–Joukowski condition at the trailing edge requires us to deal with a potential formulation which is split between an “acoustic” part and a “vortex sheet” part. In this linear decomposition, the amplitude of the vortex sheet part, denoted , appears as a new unknown of the problem and is determined by the Kutta–Joukowski condition. The amplitude is in fact the ratio of the singularity coefficients of the acoustic field and the vortex sheet field. In addition, as the vortex sheet extends to infinity, there is no obvious radiation condition and the decomposition we use allows us to take into account the standard acoustic radiation conditions. Lastly, a spectral approximation of the fields is used close to the edges in order to evaluate at the trailing edge, and also to get more accurate approximations at the leading edge than provided by the finite elements method. Of course, the poor convergence of finite elements methods for domains with edges is well known and other techniques are possible (local mesh refinement, for example).
Our major interest is the diffraction by a finite plate and, in particular, the evolution
of the vortex sheet when the flow velocity decreases. Indeed there is no vortex sheet in
the case without flow, but the vortex sheet exhibits a non-trivial behavior in presence of
a flow whose velocity tends to zero. It becomes very oscillating along the flow direction
and the field radiated by the sheet has an exponential boundary layer behavior in the
transverse direction. The numerical method used in the previous paper\(^3\) was unable to
deal with low Mach numbers, because of the presence of numerical instabilities due to the
exponential growth of the vortex sheet extension function used in the finite elements method.
We propose here to use a new extension method for which the exponential growth is under
control. To understand the transition from the case of a flow with negligible velocity to the
case without flow, the evolution of the wake amplitude is numerically determined. Note that
the behavior of the vortex sheet as the Mach number tends to zero for a semi-infinite plate
may be obtained by Wiener–Hopf techniques.\(^4\)–\(^7\) However, for a finite plate, a Wiener–Hopf
method no longer leads to semi-analytical results,\(^15\) but to an alternative numerical method
which appears too intricate to extend to more complicated situations (aligned plates for
example).

Finally, the case of two aligned plates will also be considered. This configuration intro-
duces two new interactions: one between the vortex sheets produced by the two plates, and
another between the vortex sheet produced by the upstream plate with the leading edge of
the downstream plate. This second interaction is not obvious and several boundary condi-
tions on the downstream plate have been proposed.\(^16\),\(^17\) We will study the influence of these
boundary conditions on the diffracted field.

The paper is organized as follows. In Sec. 2 we present the equations of the diffraction
problem and the “vortex sheet elimination” procedure. Section 3 concerns the presentation
of the numerical method and in particular the coupling between finite elements and modal
expansions. Finally in Sec. 4 we report the results: the behavior of the vortex sheet for low
Mach numbers in the one plate case, and the influence of an extra plate on the diffracted
acoustic field.

2. Model

2.1. Geometry and equations

We consider a two-dimensional problem, where \(x\) and \(y\) are respectively the horizontal and
vertical axis (see Fig. 1). The duct is defined as the domain \(D = \mathbb{R} \times [0, H]\), where \(H\) is the
height of the duct. The plate of length \(L\) is defined as \(\Gamma = \{(x, y); y = \eta \text{ and } 0 < x < L\}\),
where \(0 < \eta < H\). The velocity of the flow is noted \(U\) and we consider small acoustic
perturbations of the uniform flow: the velocity \(\mathbf{v}\) of the acoustic perturbations and the
acoustic pressure field \(p\) satisfy the linearized isentropic Euler equations in \(\Omega = D\backslash \Gamma\):

\[
\begin{aligned}
\frac{D\mathbf{v}}{Dt} + \nabla p &= 0, \\
\frac{1}{c^2} \frac{Dp}{Dt} + \rho \text{ div } \mathbf{v} &= 0.
\end{aligned}
\] (1)
ρ is the fluid density and c is the sound velocity, both defined in the fluid at rest. We consider a time harmonic regime \( e^{-i\omega t} \) where \( \omega \) is the frequency of the incident wave. Then the convective derivative takes the form \( D/Dt = -i\omega + U \partial/\partial x \). The boundary conditions are the slip condition on the plate and on the rigid walls \( \mathbf{v} \cdot \mathbf{n} = 0 \) where \( \mathbf{n} \) is the unit vector outside \( \Omega \).

2.2. Vortex sheet

Let us determine where the velocity perturbations are curl free. From Eq. (1) it is deduced that the vorticity perturbation \( \text{curl} \mathbf{v} \) is only convected by the mean flow \( (D/Dt) \) \( \text{curl} \mathbf{v} = 0 \). If the fluid is at rest \( (U = 0) \), the velocity perturbations are curl free everywhere. If \( U \neq 0 \), we get that \( (M \partial/\partial x - ik) \) \( \text{curl} \mathbf{v} = 0 \) where \( M = U/c \) is the Mach number (taken in the range \( 0 < M < 1 \)) and \( k = \omega/c \) is the acoustic wavenumber. Thus, if the incident wave is supposed curl free, \( \text{curl} \mathbf{v} = 0 \) everywhere except behind the plate, where a vortex sheet \( S = \{y = \eta, x > L\} \) develops (the general solution in \( \Omega \) is \( \text{curl} \mathbf{v} = f(y)e^{ikx/M} \) where \( f \) is given by the value of the vorticity at a point downstream the plate). The boundary conditions on the vortex sheet are \( [u_y]_S = 0 = [p]_S \) where \( [\cdot]_S \) denotes the jump through the vortex sheet \( (\varphi)_S = \varphi(x, \eta + 0) - \varphi(x, \eta - 0) \) and where \( \mathbf{u} \) is the fluid displacement perturbation, defined by \( D\mathbf{u}/Dt = \mathbf{v} \) (see Refs. 4–7).

2.3. Diffraction problem

Eliminating the velocity in Eq. (1) leads to the convective wave equation for the velocity potential:

\[
H_M(\varphi) = (1 - M^2) \frac{\partial^2 \varphi}{\partial x^2} + \frac{\partial^2 \varphi}{\partial y^2} + 2ikM \frac{\partial \varphi}{\partial x} + k^2 \varphi = 0 \quad \text{in } \Omega \setminus S.
\]

We are interested in the diffracted field when the plate is submitted to an incident wave \( \varphi_{\text{inc}} \). Then the total field is sought in the form \( \varphi = \varphi_{\text{inc}} + \varphi_d \) and the diffracted velocity potential \( \varphi_d \) must satisfy:

\[
\begin{align*}
H_M(\varphi_d) &= 0 \quad \text{in } \Omega \setminus S, \\
\partial \varphi_d/\partial y &= 0 \quad \text{on } \partial D, \\
\partial \varphi_d/\partial y &= -\partial \varphi_{\text{inc}}/\partial y \quad \text{on } \Gamma,
\end{align*}
\]
and radiation conditions too. On the vortex sheet, the continuity of the normal component of the displacement leads to \([\frac{\partial \varphi_d}{\partial y}]_S = 0\). Using Eq. (1), the link between the pressure and the velocity potential is obtained and the continuity of the pressure leads to \((\mathbf{M} \partial / \partial x - ik)[\varphi_d]_S = 0\) which implies \([\varphi_d]_S = Fe^{ikx/M}\) where \(F\) is an unknown constant. It will be determined by applying the Kutta–Joukowski condition at the trailing edge \(T(L, \eta)\).

2.4. Transformation uniform flow-medium at rest

To simplify the problem, we use a change of variables and unknown which allows us to transform the equations of acoustics in a uniform flow into the equations of acoustics in a medium at rest (Prandtl–Glauert transformation). If we set \(\hat{x} = x/\sqrt{1 - M^2}\), \(\hat{y} = y\), \(\alpha = k/\sqrt{1 - M^2}\) and \(\hat{\varphi}(\hat{x}, \hat{y}) = \varphi(x, y)e^{i\alpha M \hat{x}}\), Eq. (3) becomes

\[
\begin{cases}
(\Delta + \alpha^2)\hat{\varphi}_d = 0 & \text{in } \hat{\Omega} / \hat{S}, \\
\partial \hat{\varphi}_d / \partial y = 0 & \text{on } \partial \hat{D} \text{ and } \partial \hat{\varphi}_d / \partial y = -\partial \hat{\varphi}_{\text{inc}} / \partial y \text{ on } \hat{\Gamma}, \\
[\hat{\varphi}_d]_\hat{S} = Fe^{i\alpha \hat{x}/M} & \text{and } [\partial \hat{\varphi}_d / \partial y]_S = 0,
\end{cases}
\]

where the new domains are dilated comparing to initial domains. The plate length becomes \(\hat{L} = L/\sqrt{1 - M^2}\). The classical Helmholtz equation is recovered and we are led to solve the diffraction problem in a medium at rest but with a larger acoustic frequency \(\alpha\) instead of \(k\) and in a new geometry (longer plate). This transformation presents a numerical advantage: it allows us to access in a simpler way to the singularity coefficients of the diffracted field thanks to a representation in series of the solution near the end edges of the plate (Sec. 3). Nevertheless this transformation leads to a numerical problem: if we note \(\lambda\) the wake wavelength in the medium with flow, it becomes \(\hat{\lambda} = \lambda/\sqrt{1 - M^2}\) in the medium at rest. Thus when \(M \to 1\), \(\hat{\lambda} \to 0\) which necessitates to reduce the step of the mesh.

Since we will now concentrate on the resolution of Eq. (4), we will drop the “hats” in the following of the paper.

2.5. Modes of the duct

The radiation conditions at infinity (the diffracted field must go away from the plate) are expressed thanks to the modes of the duct, which we will calculate now. The modes of the duct (without the plate) are the solutions of \((\Delta + \alpha^2)\varphi = 0\) in \(D\) with \(\partial \varphi / \partial y = 0\) on \(\partial D\) and with separated variables. They are well known\(^{18}\) and read \(\varphi^\pm_n(x, y) = e^{\pm i\beta_n x} \cos(n\pi y/H)\), where the wave numbers are given by \(\beta_n = \sqrt{\alpha^2 - (n\pi/H)^2}\) if \(0 \leq n \leq \alpha H/\pi\) (then \(\varphi^+_n\) is a propagative mode) and \(\beta_n = i\sqrt{(n\pi/H)^2 - \alpha^2}\) if \(n \geq \alpha H/\pi\) (then \(\varphi^-_n\) is an evanescent mode). The group velocity is positive for \(\varphi^+_n\) modes and negative for \(\varphi^-_n\) ones.

Finally we should impose some radiation condition to ensure the well-posedness of problem 4. Because of the presence of a vortex sheet, it is complicated to find some well-suited radiation condition. To overcome this difficulty, in the next paragraph we will “eliminate” the vortex sheet by splitting the problem.
2.6. Splitting of the problem

We introduce the unitary vortex sheet function $\varphi_S$ satisfying:

$$
\begin{align*}
&\left(\Delta + \alpha^2\right)\varphi_S = 0 \quad \text{in } \Omega / S, \\
&\partial \varphi_S / \partial y = 0 \quad \text{on } \partial D \cup \Gamma, \\
&[\varphi_S]_S = e^{i \alpha x / M} \quad \text{and } [\partial \varphi_S / \partial y]_S = 0.
\end{align*}
$$

(5)

$\varphi_S$ is the acoustic field diffracted by a vortex sheet of amplitude $F = 1$. Then the diffracted field may be sought in the form $\varphi_d = \varphi_a + F \varphi_S$, where $\varphi_a$ satisfies a problem without vortex sheet. Note that in the case of an inviscid incompressible flow around an airfoil, a vortex sheet is also present and the problem of finding the velocity potential in presence of a vortex sheet is also splitted in two problems without vortex sheet. Since $\varphi_a$ is a purely irrotational solution (i.e. corresponds to $F = 0$) of the diffraction problem, it is called the acoustic part of the diffracted field, whereas $\varphi_S$ is the vortical field.

The total acoustic field $\varphi = \varphi_{inc} + \varphi_a$ is solution of:

$$
\begin{align*}
&\left(\Delta + \alpha^2\right)\varphi = 0 \quad \text{in } \Omega, \\
&\partial \varphi / \partial y = 0 \quad \text{on } \partial D \cup \Gamma,
\end{align*}
$$

with radiation condition at infinity for $\varphi - \varphi_{inc}$. Except for the particular case $M = 0$, it is not the right physical solution since it does not satisfy the Kutta–Joukovski condition. We introduce the “vortex sheet” extension function $\tilde{\varphi}_S$ defined as $\tilde{\varphi}_S = \Theta(x) \zeta(y) e^{i \alpha x / M}$, where

$$
\zeta(y) = \begin{cases} 
\zeta^-(y) = A \cosh(ky/M) & \text{if } y < \eta, \\
\zeta^+(y) = B \cosh[k(H-y)/M] & \text{if } y > \eta.
\end{cases}
$$

$\Theta(x)$ is a truncature function such that $\Theta(x) = 0$ if $x < d$ and $\Theta(x) = 1$ if $x > d$, where $0 < d < L$, $A = -\sinh[k(H - \eta)/M] / \sinh[kH/M]$ and $B = \sinh(k\eta/M) / \sinh(kH/M)$. $A$ and $B$ are determined such that $\tilde{\varphi}_S$ is associated to a vortex sheet of amplitude $F = 1$: $[\tilde{\varphi}_S]_S = e^{i \alpha x / M}$ and $[\partial \tilde{\varphi}_S / \partial y]_S = 0$. $\zeta(y) e^{i \alpha x / M}$ is represented for $\eta = H/2$, $M = 0.4$ and $M = 0.1$ on Fig. 2. The singular behavior of the vortex sheet function appears clearly for

(a) $M = 0.4$

(b) $M = 0.1$

Fig. 2. $\zeta(y) e^{i \alpha x / M}$ for two values of the Mach number.
$M = 0.1$: $\tilde{\varphi}_S$ becomes very thin vertically and very oscillating horizontally. Note that since the unitary vortex sheet function remains bounded as $M \to 0$, it “disappears” when $M$ vanishes (tends to zero nearly everywhere). But $F(M)$ could tend to infinity when $M \to 0$, and so the transition from a model with flow to a model without flow is not obvious.

$\tilde{\varphi}_S$ is solution of the vortex sheet equations Eq. (5) but does not satisfy the right boundary condition on the plate $\partial \tilde{\varphi}_S / \partial y \neq 0$ on $\Gamma$. Therefore to obtain $\varphi_S$, we need to introduce the correction function $\varphi_c$ defined as $\varphi_S = \tilde{\varphi}_S + \varphi_c$. Since we have considered a Heaviside function $\Theta$ in the definition of the vortex sheet extension function $\tilde{\varphi}_S$, we introduce the two domains $\gamma_+ = \{(d, y); \eta < y < H\}$ and $\gamma_- = \{(d, y); 0 < y < \eta\}$ on which we have to set the adapted transmission conditions. Like the acoustic field $\varphi_a$, the correction function is solution of a diffraction problem without vortex sheet, similar to Eq. (6):

$$\begin{cases}
(\Delta + \alpha^2)\varphi_c = 0 & \text{in } \Omega, \\
\partial \varphi_c / \partial y = 0 & \text{on } \partial D \text{ and } \partial \varphi_c / \partial y = -\partial \tilde{\varphi}_S / \partial y & \text{on } \Gamma,
\end{cases}$$

From Eq. (7) it is obvious that numerical problems appear when $M \to 0$. If we note $\lambda_S$ the vortex sheet wavelength satisfying $2\pi / \lambda_S = \alpha / M$, we get that $\lambda_S \to 0$ when $M \to 0$. Thus the source term $\partial \tilde{\varphi}_S / \partial y$ on $\Gamma$ becomes very oscillating for weak fluid velocity, which necessitates to refine the mesh near $\Gamma$.

The following is devoted to the determination of $\varphi$ and $\varphi_c$, respectively solution of Eq. (6) and Eq. (7). If these problems are solved thanks to finite elements, the approximation is inaccurate: indeed if $h$ denotes the discretization step, we get an error of order $h^\alpha$ with $0 < \alpha < 1/2$ instead of $\alpha = 1$ as usually encountered. This difference is due to the singularities of $\varphi$ or $\varphi_c$ near the edges of the plate. To improve the accuracy of the numerical method, the diffracted field near the edges of the plate is calculated using a spectral approximation which has better convergence properties (error even exponentially decreases when the number of terms in the series increases). Moreover this spectral decomposition will give a simple access to the amplitude $F$ of the vortex sheet.

3. Numerical Scheme

A bounded domain $\Omega_R$ surrounding the plate is introduced: $\Omega_R = \{(x, y) \in \Omega; |x| < R\}$, where $R > L$ (see Fig. 3). This domain is delimited by the two boundaries $\Sigma_{\pm} = \{(x, y); x = \pm R \text{ and } 0 < y < H\}$. The diffracted fields will be determined in the bounded domain.

Fig. 3. Reduction of the diffraction problem to a bounded domain $\Omega_R$. 
Outside $\Omega_R$ we prove in the following that the diffracted field can be found thanks to modal decompositions.

3.1. Modal representations in the exterior domains

We introduce the exterior domains $\Omega_{\pm} = \{(x,y) \in \Omega; \pm x > R\}$. If we note $\varphi_{\pm}$ as the solution of Eq. (6) or of Eq. (7) in $\Omega_{\pm}$, the modal representations of these solutions are given by:

$$\varphi_{\pm} = \sum_{n=0}^{\infty} (\varphi_{\pm}, \theta_n)_{\Sigma_{\pm}} e^{\pm i \beta_n(x \mp R)} \theta_n(y) \text{ in } \Omega_{\pm},$$

where the functions $\theta_n(y)$ are defined as $\theta_n(y) = \sqrt{2/H} \cos(n\pi y/H)$ if $n \geq 1$, $\theta_0(y) = 1/\sqrt{H}$, and the scalar product introduced on the boundaries $\Sigma_{\pm}$ is $(\varphi, \psi)_{\Sigma_{\pm}} = \int_{\Sigma_{\pm}} \varphi \psi \, dy$. Note that the functions $\varphi_{\pm}$ satisfy the outgoing wave condition. As a consequence if we note $\phi$ as the solution of Eq. (6) or the solution $\varphi_{c}$ of Eq. (7) in $\Omega_R$, using the continuity of $\phi$ and of $\partial \phi / \partial x$ through $\Sigma_{\pm}$, it satisfies the boundary condition $\partial \phi / \partial n = -T_{\Sigma_{\pm}}(\phi)$ on $\Sigma_{\pm}$, where the Dirichlet-to-Neumann operators $T_{\Sigma_{\pm}}$ are defined as follows:

$$T_{\Sigma_{\pm}} \phi = -i \sum_{n=0}^{\infty} \beta_n(\phi, \theta_n)_{\Sigma_{\pm}} \theta_n(y),$$

$n$ being the outgoing normal of $\Omega_R$.

Similar spectral representations and boundary conditions can be deduced when looking for the diffracted fields near the end edges of the plate, and are presented in the next paragraph.

3.2. Spectral representations in the interior domains

Two disks $D_{\pm}$ of radius $\rho$ are built around the edges of the plate in $x = 0$ and $x = L$ (Fig. 4). The plate $\Gamma$ is splitted in three parts: the end parts $\Gamma_{\pm} = \Gamma \cap D_{\pm}$ and the middle of the plate $\Gamma_m = \Gamma \setminus (\Gamma_+ \cup \Gamma_-)$. We note $\varphi_{D_{\pm}}$ the solution of Eq. (6) or of Eq. (7) in $D_{\pm}$. Because of the presence of the vertical boundaries $\gamma_{\pm}$, the middle part of the plate is also splitted in two pieces $\Gamma_{m}^+ = \{(x,\eta) \in \Gamma_m; x > d\}$ and $\Gamma_{m}^- = \{(x,\eta) \in \Gamma_m; x < d\}$.

Fig. 4. Bounded domains built near the plate end edges.
3.2.1. Left disk $D_-$

If we define the polar coordinates with a radius $r = \sqrt{x^2 + (y - \eta)^2}$ and an angle $\theta \in [0, 2\pi]$, $\varphi_{D_-}$ is proven to read:

$$
\varphi_{D_-}(r, \theta) = \sum_{n=0}^{\infty} \frac{J_n(\alpha r)}{J_{\frac{n}{2}}(\alpha \rho)} (\varphi_{D_-}, b_n)_{\partial D_-} b_n(\theta) \quad \text{in } D_- \setminus \Gamma_-,
$$

where $J_n$ is the $n$th Bessel function, $\partial D_-$ is the boundary of the disk $D_-$ and the functions $b_n(\theta)$ are defined as $b_n(\theta) = \cos(n\theta/2)/\sqrt{\pi \rho}$ if $n \geq 1$, $b_0(\theta) = 1/\sqrt{2\pi \rho}$. In order not to divide by zero, the radius is chosen such that $\alpha \rho < \mu_0$ where $\mu_0 \approx 2.4$ is the first zero of $J_0(r)$. The scalar product on the boundary $\partial D_-$ is $(\varphi, \psi)_{\partial D_-} = \int_{\partial D_-} \rho \varphi \psi \, d\theta$. Note that if $\alpha$ increases ($M \to 1$) the admisible radius $\rho \to 0$, which leads to reduce the step of the mesh.

3.2.2. Right disk $D_+$

Around the trailing edge we now define the radius $r = \sqrt{(x - L)^2 + (y - \eta)^2}$. In the right disk the spectral representation depends on which system, Eq. (6) or Eq. (7), is solved:

- If $\varphi_{D_+}$ is the solution of Eq. (6), then the expansion (8) is valid in $D_+ \setminus \Gamma_+$ for the field $\varphi_{D_+}$ by replacing $D_-$ with $D_+$.
- If $\varphi_{D_+}$ is the solution of Eq. (7), as it does not obey the homogenous Neumann condition on the plate, the representation 8 is no longer valid. To overcome this difficulty we introduce the function $\varphi_S$ defined in the disk $D_+$ as $\varphi_S = \zeta^-(y)e^{i\alpha x/M}$. Then the field $\psi = \varphi_{D_+} + \varphi_S$ satisfies a homogenous Neumann condition on the plate and the expansion 8 is valid in $D_+ \setminus \Gamma_+$ for $\psi$.

In the previous article, problem 7 was not solved. Another one involving the unknown function $\varphi_c + \varphi_S$ where the function $\varphi_S$ was extended to the half space $x > d$ has been used. Thus we had $\varphi_S \approx e^{ikH/M}e^{i\alpha x/M}$ on the upper part of the duct, and therefore when $M \to 0$, the exponential term became very large which led to refine the mesh a lot in order to avoid instabilities. In practice the numerical method was efficient only for Mach numbers above $M = 0.3$. In our new approach the unknown function $\varphi_c + \varphi_S$ is only considered in the disk $D_+$ and its maximum value is only of order $e^{kH/M}$ which is kept small when $M \to 0$ by reducing $\rho$.

As in the case of the exterior domains, boundary conditions on the disks can be deduced for the solution in the disks. They involve the following Dirichlet-to-Neumann operators defined as:

$$
T_{D_+} \phi = \sum_{n=0}^{\infty} \frac{J_n(\alpha \rho)}{J_{\frac{n}{2}}(\alpha \rho)} (\phi, b_n)_{\partial D_+} b_n(\theta).
$$

3.2.3. Singularity coefficients

The Kutta–Joukowski condition imposes the velocity to be bounded close to the trailing edge of the plate. Using the asymptotic behavior of the Bessel function $J_{1/2} : J_{1/2}(\alpha r) \approx \sqrt{2\alpha r/\pi}$
when \( r \to 0 \), combined with the spectral representations of the diffracted field \( \psi \) in the disk \( D_+ \), the asymptotic behavior of \( \psi \) in \( D_+ \) is \( \psi \approx \sigma(\psi) \sqrt{rb_1(\theta)} \) when \( r \to 0 \). The singularity coefficient is given by

\[
\sigma(\psi) = \sqrt{\frac{2\alpha}{\pi} \frac{\partial D_+}{J_\frac{1}{2}(\alpha r)}}.
\]

This is the only singular behavior (\( \nabla \psi \approx 1/\sqrt{r} \)), since the other Bessel functions \( J_{n/2} \), \( n > 1 \) have an asymptotic behavior in \( r = 0 \) varying like \( r^{n/2} \). Moreover since \( \nabla \varphi_S^- \) is regular near the trailing edge, \( \sigma \) is also the singularity coefficient of \( \varphi_{D_+} \).

Thanks to such spectral representations, the diffraction problems Eq. (6) and Eq. (7) can be set in a bounded domain, which then leads to a problem adapted to a numerical resolution.

### 3.3. Reduction to a bounded domain

The fields \( \varphi \) and \( \varphi_c \) are sought in the bounded domain \( \Omega \setminus D_\pm \), where finite elements can be introduced. The incident wave is chosen as a propagative mode of the duct \( \varphi_{\text{inc}} = e^{i\beta m x} \theta_m(y) \), and then the total acoustic field \( \varphi \) satisfies the system:

\[
\begin{align*}
(\Delta + \alpha^2)\varphi &= 0 \quad \text{in } \Omega \setminus D_\pm, \\
\frac{\partial \varphi}{\partial y} &= 0 \quad \text{on } \partial D \cup \Gamma_m^+ \cup \Gamma_m^-,
\end{align*}
\]

\[
\begin{align*}
\frac{\partial \varphi}{\partial n} &= -T_{\Sigma_{\pm}} \varphi + f_+ \quad \text{on } \Sigma_{\pm}, \\
\frac{\partial \varphi}{\partial n} &= -T_{\partial D_\pm} \varphi \quad \text{on } \partial D_\pm,
\end{align*}
\]

where \( f_+ = 0 \) and \( f_- = -2i\beta_m \varphi_{\text{inc}} \), whereas the correction field \( \varphi_c \) satisfies:

\[
\begin{align*}
(\Delta + \alpha^2)\varphi_c &= 0 \quad \text{in } \Omega \setminus D_\pm, \\
\frac{\partial \varphi_c}{\partial y} &= 0 \quad \text{on } \partial D \cup \Gamma_m^+,
\end{align*}
\]

\[
\begin{align*}
\frac{\partial \varphi_c}{\partial y} &= -\partial \tilde{\varphi}_S / \partial y \quad \text{on } \Gamma_m^+,
\frac{\partial \varphi_c}{\partial n} &= -T_{\Sigma_{\pm}} \varphi_c \quad \text{on } \Sigma_{\pm}, \\
\frac{\partial \varphi_c}{\partial n} &= -T_{\partial D_\pm} \varphi_c + g_+ \quad \text{on } \partial D_\pm,
\end{align*}
\]

\[
[\varphi_c]_{\gamma_{\pm}} = -\tilde{\varphi}_S |_{\gamma_{\pm}}, \quad \text{and} \quad [\partial \varphi_c / \partial x]_{\gamma_{\pm}} = -i \alpha \tilde{\varphi}_S / M |_{\gamma_{\pm}},
\]

with \( g_- = 0 \) and \( g_+ = -T_{D_+} \tilde{\varphi}_S - \partial \tilde{\varphi}_S / \partial n \). Once \( \varphi \) and \( \varphi_c \) are determined, the Kutta–Joukovski condition leads to choose the vortex sheet coefficient \( F \) such that \( \sigma(\varphi) + F \sigma(\varphi_c) = 0 \).

### 4. Numerical Results

The domain of calculation is meshed nonuniformly with triangular elements (note that each circle is approached with a polygon, but the resulting error is under control in the sense that it is of the same order that the P1 finite elements error). The bounded domain, in which the fluid streams as a uniform flow, is then transformed using the dilatation presented in Sec. 2,
in order to obtain an equivalent medium at rest. The mesh is chosen such that it contains at least ten points for the shortest wavelength to ensure a good discretization of oscillating phenomena (5000 to 20 000 degrees of freedom). This condition has been checked everywhere in the mesh, and in particular behind the plate where the grid needs to be refined to take into account the short vortex sheet wavelength. We use standard Lagrange finite elements approximation (P1 or P2, depending on the desired accuracy). The numerical resolution is achieved using the code Melina, which is an open source set of subroutines written in Fortran. Note that to find the solution, it is not necessary to discretize the inside of the disks. But in order to have a full graphic representation we computed the solution inside the disks using the spectral representations.

4.1. Diffraction results

All the results presented below have been obtained using eight terms in the modal representations outside the bounded domain (always greater than the number of propagative modes, typically from two to four modes) and thirty terms in the spectral representations inside the disks. Also all the results are presented in the “physical” domain. As first results, we present two examples of the velocity potential diffracted by a plate. The plate length is greater than the wavelength of the wake in Fig. 5, whereas it is lower in Fig. 6. Iso-contours of the real part of the total velocity potential \( \phi_t = \phi + F\phi_S \) are plotted on both figures. In our simulations, the waveguide height is \( H = 4 \) and the plate is placed at \( \eta = 3H/4 \). The acoustical incident wave corresponds to the first antisymmetric transversal mode of the waveguide \( (n = 1) \). In this configuration, the normal derivative of the incident velocity potential is not equal to zero on the plate, which ensures that a diffracted field is excited (symmetric modes as the mode \( n = 0 \) are not diffracted for centered plates). In both figures, the fluid flows from left to right and the Mach number is \( M = 0.3 \).

In Fig. 5, the incident acoustic wavenumber is \( k = 2 \) and the plate length is \( L = 4 \). The three first modes \( (n = 0, 1, 2) \) of the waveguide are propagative. The wavelength of the wake is \( \lambda_S = 2\pi M/k \sim 0.94 \), and the antisymmetric propagative guided mode wavelengths are \( \lambda_1^+ \sim 4.56 \) and \( \lambda_1^- \sim -2.33 \). Considering the vorticity wavelength as a characteristic length, the plate can be considered here as a long one. Therefore the region between the plate and the upper wall of the waveguide can be approximated with a waveguide of height \( H' = 1.0 \), in which only the plane wave \( n = 0 \) can propagate. Figure 5 indicates that this approximation seems to be correct: indeed the incident wave is transformed into a plane wave.
wave above the plate, whereas an almost first antisymmetric mode is selected below the plate. The wake can be clearly seen downstream the plate. It is possible to distinguish the presence of a reflected wave travelling upstream (the $n = 1$ mode is distorted).

In Fig. 6, the incident acoustic wavenumber is $k = 1$ and the plate length is $L = 1$. Here, only the two first modes ($n = 0, 1$) of the waveguide are propagative, and the antisymmetric guided modes wavelengths are $\lambda_1^+ \sim 15.78$ and $\lambda_1^- \sim -5.94$. In that case, the plate is shorter than the characteristic length of the vortex sheet ($L < \lambda_S \sim 1.88$). The plane wave $n = 0$ is the only mode able to propagate in the region above the plate. But a plane wave is not observed above the plate because the evanescent modes do not vanish spatially in presence of such a short plate. Note that the field diffracted upstream is very weak. The wake looks “stronger” on Fig. 6 than on Fig. 5 (larger rolls): this is due to the fact that the characteristic transversal extent of the wake and its wavelength are proportional to the ratio $M/k$.

4.2. Wake amplitude

4.2.1. Mach number dependence

Determinations of the diffracted field, as presented before, have been made for several plate lengths, frequencies $k$ and Mach numbers in order to characterize the variations of the wake amplitude $F$ versus the Mach number. A semi-analytical solution for the field diffracted by a semi-infinite plate has been derived from calculations involving the Wiener-Hopf method.\(^5\)

For small Mach numbers and a fixed frequency, the amplitude of the wake is theoretically found proportional to the square root of the Mach number: $|F| = \alpha \sqrt{M}$. One can expect that the qualitative behavior of the field diffracted by a sufficiently long plate will be close to the one induced by a semi-infinite plate. Therefore the ability of our code to extract the amplitude of the vortical field gives us two opportunities: first for large plate lengths, comparison between numerical results and analytical results can give a validation to our code. Also, by extracting numerically the dependence of the wake amplitude $|F|$ as a function of the Mach number $M$, we are able to check the validity of the law $|F| = \alpha \sqrt{M}$ for small plate lengths. Indeed we suspect that it remains valid because Kutta-Joukowski is a local condition which does not involve the plate length.

Numerical results are plotted in logarithm scale in Fig. 7, for different plate lengths ($L = 1$ and $L = 4$) and for different frequencies of incident waves ($k = 1$ and $k = 2$). It first appears that for intermediate values of the Mach number ($0.02 < M < 0.5$ for $k = 1$ and $0.04 < M < 0.3$ for $k = 2$), the vortex sheet amplitude obeys the law $\log |F| = a \log M + b$ with $a = 1/2$ and thus $|F| = \alpha \sqrt{M}$ as in the semi-infinite plate case. More precisely we have
calculated the parameters $\alpha$ and $\beta$ such that $|F| = \alpha \sqrt{M} + \beta$ for various values of $L$ and $k$. In all cases we have found that $\beta \approx 0$. For instance in the case $L = 8$, we get $\alpha = 1.0007$ and $\beta = 0.017$ for $k = 1$ and $\alpha = 1.4756$ and $\beta = 0.0028$ for $k = 2$.

For low Mach numbers ($M < 0.04$) and for large Mach numbers ($M > 0.3$), we observe that the law $|F| = \alpha \sqrt{M}$ is no longer valid. For low Mach numbers this is related to the mesh grid step, which is not well suited when the wavelength and the spatial extent of the vortex sheet, both proportional to the ratio $M/k$, are too small. For the thinnest mesh we have used, we get that results are valid for $M/k > 0.02$ (a thinner mesh would lead to the same result but with a smaller lower bound). This is the reason why when $k$ is lower, the curve $F(M)$ can be calculated for lower Mach numbers. However for large mach numbers the change of behavior of the curve $F(M)$ is related to the presence of singular frequencies. For a fixed value of the Mach number, the diffraction problem has been proven to be well-posed, except for isolated values of the frequency $k(M)$.\(^3\) In a same way for a fixed frequency isolated critical Mach numbers exist. For these critical values, the diffracted field is not unique, and numerically, the computation of the diffracted potential velocity leads to inverse a noninversible matrix. We have shown that the “peaks” on the curve $F(M)$ corresponds to these critical values.

4.2.2. Plate length dependance

The dependance of the wake amplitude versus the plate length has also been characterized. In the appropriate ranges of Mach numbers for which we have $|F| = \alpha \sqrt{M}$ where $\alpha$ is not $M$ dependent (see Fig. 7), the parameter $\alpha(L) = \partial |F|/\partial \sqrt{M}$ is presented in Fig. 8, for two frequencies ($k = 1$ and $k = 2$) as a function of the plate length. By simple calculus it
can be proven that for a fixed value of the Mach number the diffracted amplitude $|F| = |\sigma(\varphi)|/|\sigma(\varphi_S)|$ is bounded by $\sqrt{L}$. Briefly it follows from the fact that $|\sigma(\varphi_S)|$ (created by the vortex sheet) is independent of $L$ whereas the diffracted acoustic field $\varphi_a$ (created by a source located on the plate) depends on $L$. More precisely it is proven that $|\sigma(\varphi)| = |\sigma(\varphi_a)|$ is bounded by the square root of the plate length. In fact as Fig. 8 shows it, $\alpha$ is varying like $\sqrt{L}$ for the small lengths of the plate.

4.3. The dissipated sound power

To characterize the acoustic properties of the combination of the plate and of the vortex sheet, the acoustic energy dissipated during the production of vorticity at the edge of the plate can be evaluated. Such evaluation has been carried out and compared to experiment in the case of an infinite plate.\textsuperscript{6}

Let us recall that the total velocity potential $\varphi_t = \varphi + F(\varphi_c + \tilde{\varphi}_S)$ satisfies the problem:

$$
\begin{cases}
(\Delta + \alpha^2)\varphi_t = 0 & \text{in } \Omega_R/S, \\
\partial \varphi_t/\partial y = 0 & \text{on } \partial D \cup \Gamma, \\
[\varphi_t]_S = Fe^{i\alpha x/M} & \text{and } [\partial \varphi_t/\partial y]_S = 0,
\end{cases}
$$

where the bounded domain $\Omega_R$ surrounding the plate and delimited by the two boundaries $\Sigma_\pm$ has been defined in Sec. 3. Introducing the acoustic flux through any surface $\Sigma$:

$$
\Pi_{\Sigma}(\varphi_t) = \int_{\Sigma} \Im \left( \frac{\partial \varphi}{\partial x} \varphi_t \right) dy,
$$

and integrating the Helmholtz equation over the domain $\Omega_R$ leads to the energy balance:

$$
\Pi_{\Sigma_+}(\varphi_t) - \Pi_{\Sigma_-}(\varphi_t) - \int_{S_R} \Im \left( \frac{\partial \varphi_t}{\partial y} [\tilde{\varphi}_t]_{SR} \right) dx = 0.
$$
SR is the piece of the wake included in ΩR. Following Howe,6 we define the dissipated energy as:

\[ \Pi_D = \Pi_{\Sigma_+}(\tilde{\varphi}) - \Pi_{\Sigma_-}(\tilde{\varphi}), \]

where \( \tilde{\varphi} = \varphi + F\varphi_c \) represents the acoustic part of the total velocity potential, \( \tilde{\varphi}_S \) standing for the hydrodynamic part.

**Remark 1.** If \( \tilde{\varphi} = \varphi \) (case \( F = 0 \) corresponding to the diffraction problem without vortex sheet), the dissipated energy \( \Pi_D \) vanishes. This justifies why \( \Pi_D \) evaluated for \( \tilde{\varphi} \) with \( F \neq 0 \) characterizes the energy dissipated by the vortex sheet.

Using the property that the acoustic field \( \tilde{\varphi} \) can be decomposed on the duct modes (which is not the case for the hydrodynamic field \( \tilde{\varphi}_S \)), the dissipated energy takes the form:

\[ \Pi_D = 2\beta_m \Re \left[ (\varphi_{\text{inc}}, \theta_m)_{\Sigma_-}(\tilde{\varphi}, \theta_m)_{\Sigma_-} \right] - \sum_{n \leq \alpha H/\pi} \beta_n \left[ |(\tilde{\varphi}, \theta_n)_{\Sigma_+}|^2 + |(\tilde{\varphi}, \theta_n)_{\Sigma_-}|^2 \right], \]

where \( \theta_n(y) \) and \( \varphi_{\text{inc}} \) are defined in Secs. 3.1 and 3.3. Note that the sum is limited to the propagative modes of the duct, the evanescent modes carrying no energy away of the plate. This expression is useful since the coefficients \( (\tilde{\varphi}, \theta_n)_{\Sigma_{\pm}} \) are computed to take into account the Dirichlet-to-Neumann operators \( T_{\Sigma_{\pm}} \).

**Remark 2.** We preferred to measure the energy dissipation in the “Helmholtz space” (associated to a fluid at rest). It is easy to deduce the energy balance in the “physical space” (in presence of a fluid in motion) by using the Prandtl–Glauert transformation:

\[ \tilde{\varphi}(\hat{x}, \hat{y}) = \varphi(x, y)e^{i\alpha M\hat{x}} \]

where \( \hat{x} = x/\sqrt{1 - M^2} \). Then the flux through a surface \( \Sigma \) in the Helmholtz space:

\[ \Pi_\Sigma(\tilde{\varphi}) = \int_\Sigma \Im \left( \frac{\partial \tilde{\varphi}}{\partial \hat{x}} \right) dy, \]

becomes

\[ \Pi_M^\Sigma(\varphi) = \Pi_\Sigma(\tilde{\varphi}) = \frac{1}{\sqrt{1 - M^2}} \int_\Sigma \left[ (1 - M^2)\Im \left( \frac{\partial \varphi}{\partial x} \right) + kM |\varphi|^2 \right] dy, \]

in the physical space, which is the usual expression.6

In Fig. 9 the dissipated power \( \Pi_D/\Pi_0 \) versus the Mach number for a plate of length \( L = 1 \) and the frequencies \( k = 1 \) and \( k = 2 \) is represented. \( \Pi_0 = \beta_m |(\varphi_{\text{inc}}, \theta_m)_{\Sigma_-}|^2 \) is the incident acoustic power. In both cases, the dissipated power varies linearly versus the Mach number for small values of \( M \), as in the case of a semi-infinite plate.6 For Mach numbers larger than 0.85 curves are not significant because numerical instabilities occur (mesh not enough refined in view of high wavenumbers in Helmholtz space). The dependence of the dissipated power versus the frequency is depicted on Fig. 10 in the particular case \( M = 0.3 \). The cutoff frequencies of the duct are defined as \( k_c^{(n)} = n\pi \sqrt{1 - M^2}/H, \ n \geq 1 \). Note that the dissipated power simply vanishes for \( k < k_c^{(1)} = 0.75 \) (not represented in Fig. 10): in this
case only the first mode of the duct (the plane one) can propagate, which cannot interact with the plate ($\partial \varphi_{\text{inc}} / \partial y = 0$ on the plate). As in Ref. 6 (where the configuration is slightly different: incident wave only above the plate, chosen to be equal to zero below the plate) we found that the dissipated power reaches non-negligible values only below $k_c^{(2)} = 1.50$, and different and we observe regimes separated by the cutoff frequencies.
5. Extension of the Method

The presented method may be easily extended to more complicated situations: for example, the case of two parallel plates or aligned plates. For parallel plates, the vortex sheets induced by the trailing edges interact with each other when we apply the Kutta–Joukowski conditions on the trailing edges. The case of aligned plates is more interesting. Here, in addition to the coupling between the vortex sheets, there is an interaction of the wake induced by the upstream plate with the second plate. This interaction raises complicated questions concerning the choice of the correct boundary conditions on the second plate. If a rigid plate condition is used, this implies that the vorticity carried by the wake cancels when reaching the leading edge of the downstream plate. The physical mechanism responsible for this cancellation is not obvious.

Such problem appeared when Howe studied the case of two semi-infinite plates aligned and separated by free space (perforated screen or organ pipe\(^{21}\)). Two different boundary conditions on the downstream plate were considered. First, a rigid boundary condition \( \partial \varphi / \partial y = 0 \) was considered.\(^{16}\) Later Howe\(^{17}\) claimed that it was wrong to neglect the vorticity on the plate. Considering a viscous model Howe took into account the two boundary layers present on the plate surfaces, which can support Tollmien–Schlichting waves. The interaction of the vortex-sheet with the leading edge leads to the creation of vorticity in the boundary layers. This vorticity is convected in the layers and produces displacement thickness fluctuations which are antisymmetric about the plate, of wave number \( \kappa \) and of amplitude \( v_0 \) (modelized with the boundary condition \( \partial \varphi / \partial y = v_0 e^{i \kappa x} \)). The quantity \( v_0 \) is determined by applying a Kutta–Joukowski condition at the leading edge of the downstream plate (called the unsteady Kutta–Joukowski condition\(^{22}\)), and a study of the boundary layer disturbances gives \( \kappa = 5k/3M \) (compared with \( k/M \), the wavelength of the vortex sheets).\(^{17}\) For more details, the evolution of these Tollmien–Schlichting waves near a plate leading edge in the presence of viscosity have been carefully characterized in Ref. 23 using matched asymptotic expansions.

We denote by \( \Gamma_1 \) and \( \Gamma_2 \) the two plates and \( S_1 \) and \( S_2 \) the vortex sheets (see Fig. 11). The diffracted field satisfies the same equations as in the one plate case, but with the additional vortex sheet conditions \( [\varphi_d]_{S_i} = F_i e^{i \alpha x/M} \) and \( [\partial \varphi_d / \partial y]_{S_i} = 0 \) for \( i = 1 \) or \( 2 \), and the boundary layer condition \( \partial \varphi_d / \partial y = F_3 e^{i \kappa x} \) on \( \Gamma_2 \). The quantity \( \tilde{\kappa} = (\alpha/M)(5 - 2 M^2)/3 \) is the boundary layer wavenumber after the transformation “uniform flow-fluid at rest”. The vortex sheets are eliminated by introducing the vortex sheet functions \( \varphi_{S_1} \) and \( \varphi_{S_2} \)

\[ \begin{array}{c}
| y = h | \quad \varphi_{\text{inc}} \quad \varphi_{S_1} \quad \varphi_{S_2} \\
| y = 0 | \quad \Gamma_1 \quad \Gamma_2 \quad \Omega \\
\end{array} \]

Fig. 11. Geometry of the two plates problem.
satisfying: \[ \varphi_{S_i} = e^{i\alpha x/M} \] and \[ \partial \varphi_{S_i}/\partial y = 0, \] for \( i = 1 \) or \( 2 \). Then the diffracted field is sought in the form \( \varphi_d = \varphi_a + F_1 \varphi_{S_1} + F_2 \varphi_{S_2} + F_3 \varphi_3 \) where \( \varphi_a \) is the solution without the vortex sheet and \( \varphi_3 \) is the field generated by the boundary layers. Using the Kutta–Joukowski conditions at the two trailing edges and at the leading edge of \( \Gamma_2 \), a linear system of three equations is obtained for the unknowns \( F_1, F_2, \) and \( F_3 \).

The calculation domain, including four disks, is shown in Fig. 12. The real part of the total velocity potential is shown for two plates each of length \( L = 4 \), at the frequency \( k = 1 \) and the Mach number \( M = 0.3 \) in Fig. 13 (for a rigid boundary condition on the second plate) and in Fig. 14 (for a boundary layer condition). In the first case, the wakes have nearly the same amplitude whereas in the second case the amplitude \( F_3 \) is four times larger than \( F_1 \) and \( F_2 \).

The natural question to ask is which boundary condition on the downstream plate is the better one? It seems clearly that the boundary layer condition has a better chance of being valid in the case of a long downstream plate (Howe\(^{17}\) considered an infinite plate). Indeed the growth rates of the Tollmien–Schlichting waves is small when the boundary layer is thin. In the case of a long plate \( (L \gg \lambda_\kappa \text{ where } \lambda_\kappa \text{ is the wavelength associated to the wavenumber } \kappa) \), the boundary layer can grow enough to become unstable. But in our case of a short plate, this layer may remain stable. In the case of a configuration similar to ours, a theoretical study\(^1\) was not able to reject either one of the two boundary conditions. Their configuration consisted of an infinite plate lying along the centerline of a duct and

![Fig. 12. Numerical domains of the two plates problem.](image_url)

![Fig. 13. Real part of the total velocity potential for two plates \( L = 4, k = 1 \) and \( M = 0.3 \). 21 isolines between \(-1\) and \(1\). \( F_1 = 0.49 + 0.05i \) and \( F_2 = 0.24 - 0.48i \). \( |F_1| = 0.49 \) and \( |F_2| = 0.54 \).](image_url)

![Fig. 14. Total velocity potential for \( L = 4, k = 1 \) and \( M = 0.3 \). Re and Im: 21 isolines between \(-1.5\) and \(1.5\). \( F_1 = -0.47 + 0.43i \), \( F_3 = 0.74 + 2.68i \) and \( F_2 = 0.25 - 0.71i \). \( |F_1| = 0.64 \), \( |F_3| = 2.78 \) and \( |F_2| = 0.75 \).](image_url)
having a single transverse slot. In that configuration the slot width does not exceed the width of the duct, and these two lengths are small compared to the characteristic acoustic wavelength. In contrast our configuration is one in which the slot width, the duct height, and the acoustic wavelength are of the same order. In additions the vortex sheet displacement is represented using degenerate Kelvin–Helmholtz instability waves\(^1\) (one of them growing linearly with the distance downstream). In spite of these differences, it is helpful to mention the results of the study in Ref. 1. There, a solution was first obtained which did not take into account the vorticity ejection from the slot. Then the displacement-thickness waves on the downstream boundary layers were included in the theoretical model. Although this study did not allow one to reject either one of the boundary conditions, it showed that the linearized theory breaks down near the trailing edge (large amplitude of the displacement of the vortex sheet) when the influence of ejected vorticity at the trailing edge of the slot is neglected. Moreover, the linearized theory led to much larger predictions of the amount of acoustic energy produced at the slot.

This modelization question is also presented when the flow is nonuniform (unstable shear layer, for example). In this case it is no longer a wake that interacts with the plate but a Kelvin–Helmholtz instability. Then Tollmien–Schlichting instabilities have a greater chance to be generated. However, the choice of the boundary conditions to impose on the plate is still an open question in this case. Different boundary conditions have been suggested: \( p = 0^{24} \) or \( \partial \varphi / \partial y = v_0^\pm e^{i \kappa \pm x} \) (the presence of Tollmien–Schlichting waves of different wavenumbers \( \kappa^\pm \) on the two sides of the plates).\(^21\) Another approach consists in taking into account the instability inherent of the incident flow. Then the Tollmien–Schlichting instability is ignored and the Kutta–Joukowski condition is applied.\(^25\) But the author showed that the solution satisfying the Kutta–Joukowski condition is not necessarily the correct one.

6. Conclusion

The acoustic diffraction of a wave by a finite plate in a uniform flow has been studied numerically with a finite elements method in the frequency domain. A wake, modeling the interaction between the acoustic waves and the incident flow has been introduced behind the plate. A numerical scheme, whose convergence we proved, was used to study a large range of subsonic Mach numbers. We proved that for a fixed frequency, the amplitude of the wake varies like \( |F| = \alpha \sqrt{LM} \) for a small Mach number and a short plate length. Therefore, the already known result in the case of a semi-infinite plate (where the amplitude of the wake varies like the square root of \( M \)) remains true in the case of a finite plate. In addition, the dissipated power was proven to vary linearly with \( M \) for small values of the Mach number, again same as in the semi-infinite plate case. The advantage of our method is that it allows the extension to more complicated geometries, like several aligned plates. The case of two plates was considered, and because the modelization of the boundary conditions on the downstream plate is still an open question, we tried two models. As reference solutions, our numerical results could be used to help to explain experimental observations.
The next step would be to take into account the presence of a shear flow. This case brings complicated theoretical and numerical problems. First, it is not possible to derive from the Euler’s equations an elliptic scalar model and thus the finite elements approach is no longer easily applicable. Second, although it is possible to calculate the modes of the duct, so far we have been unable to get good radiation conditions. Therefore, we are currently working on another model, the Galbrun’s equations, which is a displacement formulation. This model has two advantages: it is an elliptic equation and it is a model for which the interface condition (continuity of the normal displacement) is natural. However, this approach raises new difficulties which we are in the process of resolving.
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