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Abstract. In this work it is described a framework for classifying face images 
using Adaboost and domain-partitioning based classifiers. The most interesting 
aspect of this framework is the capability of building classification systems with 
high accuracy in dynamical environments, which achieve, at the same time, 
high processing and training speed. We apply this framework to the specific 
problem of gender classification. We built several gender classification systems 
under the proposed framework using different features (LBP, wavelets, rectan-
gular, etc.). These systems are analyzed and evaluated using standard face  
databases (FERET and BioID), and a new gender classification database of 
real-world images. 

1   Introduction 

The computational analysis of face images plays an important role in many computer 
vision applications. Among them we can mention visual human-computer interaction, 
biometry, video conferencing, human-robot interaction, surveillance, video summariz-
ing, image/video indexing and retrieval, and drivers monitoring. So far, face detection 
systems that perform with high accuracy in real world applications have been devel-
oped [13][9][3][11]. However, face classification systems (gender classification, race 
classification, age classification, etc.) do not achieve similar performance, specifically 
when analyzing low-resolution faces obtained under uncontrolled conditions (uncon-
trolled illumination, non-uniform background, etc.). 

We aim at reverting this situation by describing a framework for building robust 
face classification systems using Adaboost [7] and domain-partitioning [8] based 
classifiers. Within this framework we make use of diverse feature types: (i) rectangu-
lar features (similar to Haar wavelets) [12], (ii) LBP-based features [2], (iii) wavelet 
features [9], and (iv) LBP-based features applied over a wavelet decomposition. Some 
of these features have not been used before in face classification problems. 

We apply this learning framework to the specific problem of gender classification. 
Gender classification is a relevant problem within many applications: (1) human-
robot interaction and visual human-computer interaction: it allows building systems 
that behaves differently depending on the user’s gender, (2) video summarizing, and 
image/video indexing and retrieval: it allows the use of gender information in the 
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retrieving/indexing process, and (3) face recognition biometric systems: it allows 
improving the system performance by having specific models for each gender. 

We built several robust gender classification systems using this learning frame-
work and diverse features. Their main strengths are the ability of processing  
low-resolution faces (up to 24x24 pixels), and being illumination invariant (no pre-
processing is needed for photometric normalization). These systems are analyzed and 
evaluated using standard face databases (FERET, BioID), and a new database of real-
world images created with this purpose (UCHGender DB). 

The article is structured as follows. In section 2 some related work is outlined. The 
learning framework is presented in section 3. In section 4 the employed features are 
described. In section 5 a comparative analysis of different gender classification sys-
tems is presented. Finally, in section 6, some conclusions of this work are given. 

2   Related Work 

Several methods have been proposed for solving the gender classification problem, 
among them systems based on neural networks (RBF, back propagation, etc.), PCA 
projections, decision trees, SVM classifiers, and Adaboost classifiers can be men-
tioned. Best reported results have been obtained using SVM and Adaboost. We will 
analyze some of these relevant works. In [5] it is proposed a gender classification 
system based on the use of SVM classifier. The employed features are the pixel ele-
ments themselves. The obtained results are very good, 3.38% overall error rate when 
using a RBF kernel, but the test set consists of only 259 faces. In [1] is proposed a 
gender classification system based on a SVM classifier and features obtained using 
PCA (Principal Component Analysis), CCA (Curvilinear Component Analysis) and 
SOM (Self Organizing Maps). Best results are obtained using 759 PCA components, 
7.75% overall error rate, but the size of the faces is restricted to 128x128 pixels and 
the test set is composed by only 80 faces.  

One of the drawbacks of the SVM based system is the fact that they are not real-
time. Therefore systems based in Adaboost have been proposed in the last years. In 
[10] is presented a gender classification system that uses a threshold-weak-classifier 
based Adaboost algorithm and rectangular features. The system achieves a perform-
ance of 79% correct rate in a set of face images obtained from Internet that were 
manually annotated prior to classification (500 features were employed in this case). 
This system was favorably compared against the one proposed in [5] using the same 
dataset; it is 1,000 times faster and it has a higher classification rate (79% against 
75.5%). In [14] is described a LUT-based Adaboost system for gender classification 
that uses rectangular features. Prior to classification faces are aligned. This is done 
using a face alignment method called SDAM that is a kind AAM (Active Appearance 
Model). After alignment, grey-level normalization (histogram equalization) is per-
formed. The system achieves a classification rate of 88% in images downloaded form 
Internet (using 36x36 face windows), and using this database it is favorably compared 
against a SVM-based system and a threshold-Adaboost system.  

Our Adaboost-based gender classification system employs the domain-partitioning 
approach, and the main improvements over previous works are: (1) the use of more 
suitable features for addressing this problem (mLBP features behave better than  
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rectangular features; see section 5), (2) the usage of smaller face windows (24x24) 
which allows analyzing smaller faces, and (3) a faster processing, because, besides the 
eye alignment, we do not perform any geometric or photometric normalization. 

3   A Learning Framework for Building Robust Face Classification 
     Systems 

The key concepts used in the considered framework are boosting and domain parti-
tioning classifiers. Adaboost [7] (a Boosting algorithm) is employed for finding 
highly accurate hypotheses (classification rules) by combining several weak hypothe-
ses (classifiers). We use domain partitioning weak hypotheses [8], each one having a 
moderate accuracy, and giving self-rated confidence values that estimate the reliabil-
ity of each prediction. These weak classifiers are linearly combined, obtaining a clas-
sifier of the form shown in (1). Each function ht(x) is a weak classifier, T is the num-
ber of weak classifiers, and b is a threshold value that defines the operation point of 
the classifier. The class assigned to the input corresponds to the sign of H(x). 

H (x) = α t ht (x)
t=1

T

∑ − b      (1) 

The weak classifiers are applied over features computed in every pattern to be 
processed. Each weak classifier has associated a single feature. Following [8], do-
main-partitioning weak hypotheses make their predictions based on a partitioning of 
the domain X into disjoint blocks X1,…,Xn, which cover all X, and for which 
h(x)=h(x’) for all x, x’∈  Xj. Thus, the weak classifiers prediction depends only on 
which block Xj a given sample instance falls into. In our case the weak classifiers are 
applied over features, therefore each feature domain F is partitioned into disjoint 
blocks F1,…,Fn, and a weak classifier h will have an output for each partition block of 
its associated feature f: 

h( f (x)) = c j ∋ f (x) ∈ Fj     (2) 

For each classifier, the value associated to each partition block (cj), i.e. its output, 
is calculated for minimizing a bound of the training error. This value depends on the 
number of times that the corresponding feature, computed on the training samples (xi), 
fall into this partition block (histograms), and on the class of these samples (yi) and 
their weight D(i). For minimizing the training error, cj is set to [8]: 

c j = 1

2
ln

W+1
j +ε

W−1
j +ε

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟ ,          Wl

j = D(i)
i:f (xi )∈Fj ∧yi = l

∑ ,  where l = ±1    (3) 

were ε  is a regularization parameter. The outputs, cj, of each the weak classifier, 
obtained during training, are stored in a LUT for speeding up its evaluation. The 
pseudo code of the whole algorithm is shown in figure 1. 
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Fig. 1. Domain-Partitioning Adaboost training algorithm 

4   Features 

We analyze the use of different kinds of features applied to the problem of face classi-
fication: rectangular, mLBP, wavelet, and wavelet+mLBP features. In all cases the 
feature space is partitioned so it can be used directly with the domain-partitioning 
Adaboost classifier described in section 3. In all cases LUTs (Look-Up Tables) are 
used for a fast evaluation of the weak classifiers. 

4.1   Rectangular Features 

Rectangular features resemble Haar wavelets and can be evaluated very quickly, in-
dependently of their size and position, using the integral image [12]. They correspond 
to the difference between sums of pixels values in rectangular image regions. The 
output value defines a domain that is partitioned using intervals (or bins) of equal  
size [13]. 

4.2   Modified LBP 

The LBP (Local Binary Pattern), also known as texture number or census transform, 
corresponds to an illumination invariant descriptor of the local structure in a given 
image neighborhood. We use their modified version [2] (mLPB = modified LBP), 
which overcomes some problems of the original LBP. The mLBP is computed as 
follows: for a given window of 3x3 pixels, the average of the pixels in the window is 
calculated. Then, each of the pixel values is compared against the obtained average. 
From these comparisons, 9 bits are generated, with 0 indicating that a pixel is smaller 
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than the average, and 1 otherwise. After that, the concatenated 9 bits corresponds to 
the mLBP feature. As it can be noticed, for the mLBP feature the domain partition is 
already defined, there are 512 bins (actually 511 [2]). 

4.3   Wavelet Coefficients 

The wavelet transformation allows analyzing images in the spatial-frequency domain. 
In the context of face detection, wavelets coefficients have been successfully em-
ployed as local features. As in [9], the features correspond to groups of 8 neighbor 
coefficients (in space, orientation or scale) that are used as a partition of the feature 
space. Each of the coefficients is quantized in 3 levels and then grouped together, 
defining a partition of 6,561 bins. Given that we use small training sets (see section 
5), such a large number of bins may lead to overfitting. Therefore, we partition the 
wavelet coefficients directly in a small number of bins (16, 32 and 64). 

4.4   Modified LBP of the Wavelet Coefficients 

The mLBP is applied over the wavelet transform for avoiding the quantization of the 
wavelet coefficients, and for summarizing information from groups of coefficients. In 
this way we can reduce the number of partitions to 511 bins. 

5   Evaluation 

5.1   Evaluated Gender Classification Systems 

We use three baseline systems for comparing the performance of our Adaboost based 
gender classification systems: 

- SVM: SVM classifier and face pixels as features. Parameters: RBF kernel, 
σ =1,125, C=25, 3,082 support vectors. 

- SVM+PCA: SVM classifier and PCA projection of the face pixels as features. 
Parameters: RBF kernel, σ =4,950, C=50, 1,981 support vectors, and 300 PCA 
components. 

- PCA: Face gender is determined using the minimal reconstruction error after 
projection of the face pixels in a PCA model of men faces and a PCA model of 
women faces. Parameters: 100 PCA components in each model. 
 

We build different gender classification systems using the described learning 
framework (domain partitioning Adaboost) and different features: 

- Adaboost-Rect: Adaboost & 1,000 rectangular features, 16 bins. 
- Adaboost-mLBP: Adaboost & 1,000 mLBP features. 
- Adaboost-Wav: Adaboost & 426 wavelet-based features (2-level W), 64 bins. 
- Adaboost-Wav-mLBP: Adaboost & 958 wavelet+mLBP features (3 levels WT). 

 

For all systems the selection of the best parameters was done using a validation da-
tabase (see next section). 
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5.2   Databases 

For the classifiers’ training (Adaboost, PCA and SVM based) we built a training da-
tabase of 4,245 face images, containing images from the CAS-PEAL dataset [4] and 
UCHGenderTrainDB (our own dataset). We use 2,009 images from CAS-PEAL 
(1,222 men and 787 women), and 2,165 images from UCHGenderTrainDB (1,150 
men and 1,115 women). We use a validation database of 2,745 face images, contain-
ing images from CAS-PEAL and UCHGenderValDB (our own dataset). The valida-
tion CAS-PEAL dataset contains 1,312 images (768 men and 544 are women), while 
UCHGenderValDB contains 1,433 images (744 men and 689 women). The validation 
database is used for model selection during training. In the case of domain-
partitioning Adaboost, it is used for selecting the number of weak classifiers and the 
number of bins in the LUTs. In the case of SVM, it is used for selecting the parame-
ters of the kernel, while in the case of PCA, for selecting the number of components. 
In both databases, training and validation, for each face a second one was generated, 
which corresponds to a random variation in the position of cropping. It is important to 
note that CAS-PEAL includes only Asians, while UCHGenderTrainDB considers 
other races. With this combination we intend to make our gender classifier race inde-
pendent to a large degree. 

For evaluating the proposed system we use 3 databases: (1) the UCHGender data-
base (real world images, see fig. 2), (2) the Feret database [6], and (3) the BioID data-
base [15]. See table 1 for details on the number of images in each class for these data-
sets. No image in the evaluation database is also included in the training or in the 
validation databases. 

Faces were cropped using the same procedure during training and evaluation. The 
cropping was done using the position of the eyes. In the case of the training and vali-
dation datasets, the cropping of the faces was done using ground truth data, while in 
the case of evaluation two cases are considered: cropping using ground truth data and 
cropping using automatic face and eyes detection (both systems are described in [11]). 
The obtained results using both alternatives are analyzed (see figs. 3-5). 

Table 1. Summary of Databases used for evaluation 

Test database # images # Faces # Men  #  Women  % Men  % 
Women  

UCHGender 142 343 192 151 55.9 44.1 
Feret 2,745 2,745 1,650 1,095 60.1 39.9 
BioID 1,521 1,521 975 546 64.1 35.9 

 

The images employed for the training and testing of the SVM and Adaboost based 
systems were not preprocessed at all. In the case of the PCA based systems (PCA and 
PCA+SVM) the standard preprocessing required by PCA analysis was employed 
(subtraction of the mean face image plus variance normalization).  
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(a) 

 
(b) 

Fig. 2. UCHGender DB (examples) (24x24 pixels): (a) Men, (b) Women faces 

5.3   Results 

All the here presented results, with the exception of PCA and PCA+SVM, consider 
faces of 24x24 pixels. PCA based methods use faces of 100x185 pixels. The usage of 
larger face sizes (48x48) slightly improves the performance of some methods (for 
example Adaboost-Rect features and Adaboost-Wav), however the training time in-
creases exponentially (from hours to days). Because of this and for not introducing 
important restrictions in the size of the faces to be analyzed we consider faces of 
24x24 pixels. 

Figures 3, 4 and 5 show the results of the evaluation of the different methods in the 
Feret, BioID and UCHGender databases, respectively. Figures 3(a), 4(a) and 5(a) 
show the results in the case when the eyes were annotated, while figures 3(b), 4(b) 
and 5(b) show results when the eyes (and faces) were automatically detected. In this 
last case only correct face detections were considered in the statistics (% of correct 
face detections: Feret: 99.49%, BioID: 98.22% and UCHGender: 96.79%). Table 2 
shows some numerical results for the case of equal error rates in both classes. 

Table 2. Correct Classification Rates at Operation points with equal error rates in both classes. 
Only best performing methods are shown. Faces were cropped using annotated eyes (left), and 
automatically detected eyes (right). Results are separated by a “/”. Best results are shown in 
bold. 

Database SVM (RBF) Adab.-Rect Adab.-mLBP Adab.-Wav Adab.-Wav-mLBP 
UCHGender 79.2 / 79.82 79.47 / 79.22 81.23 / 80.12 79.47 / 75.90 78.01 / 71.99 
Feret 83.4 / 84.13 85.24 / 83.95 85.56 / 85.89 78.31 / 76.51 78.09 / 83.83 
BioID 81.44 / 79.05 79.66 / 79.52 80.91 / 81.46 78.54 / 72.96 72.48 / 68.94 

It can be noticed that in the Feret database (fig. 3) the best performing method is 
Adaboost-mLBP followed by Adaboost-Rect, SVM and SVM+PCA. It can also be 
notice that in this database the results of all methods are relatively independent of the 
way the eye positions were obtained. Main reason seems to be the fact that due to the 
characteristics of this database (homogeneous backgrounds and controlled illumina-
tion) the face detection rate is very high (99.49%) and the eyes detection very precise. 

In the case of the BioID database (fig. 4), the performance of some of the methods 
increases when the eye detector is used. This happens in particular with the Adaboost-
mLBP and Adaboost-Rect. When using annotated eyes (fig. 4(a)), best performing 
methods are Adaboost-mLBP and SVM depending on the operation point. This is the 



 Gender Classification of Faces Using Adaboost

only case where SVM works better than the other methods, for equal error rates in 
both classes (see table 2). When using automatic detected eyes (fig. 4(b)), the best 
performing method is Adaboost-mLBP followed by Adaboost-Rect. This shows that 
Adaboost-mLBP is more robust (an independent) of the eye detector being used.  In 
the case of the UCHGender database (fig. 5), it can be noticed that again the 
Adaboost-mLBP outperforms other methodologies. In the case of UCHGender data-
base we do not include results of the PCA and PCA+SVM methods because most 
faces are smaller than 100x185, and PCA using those images gives poor results. 

From figs 3, 4 and 5 it can be noticed that best results are obtained in the Feret  
database, followed by BioID, and UCHGender. This is probably because the Feret 
database contains homogeneous backgrounds, controlled illumination, and only com-
pletely frontal faces. On the other hand, the UCHGender contains a large variation on 
backgrounds, races, illumination conditions, and faces are not necessarily frontal -- 
some of them present yaw (out-of-plane) rotation. 

In table 3 it is shown the average time required by the different methods for the 
gender classification of a given face image. This time does not include the time re-
quired for the face detection/cropping, face scaling and eyes detection. It includes just 
the time required for the face analysis (feature extraction and classification). It can be 
seen that Adaboost-mLPB is about 10 times faster than SVM, while Adaboost-Rect is 
6 times faster than Adaboost-mLPB, and 60 times faster than SVM. This evaluation 
was done in an Intel Pentium 4 CPU 1.80GHz with 2GB RAM, running Debian 
GNU/Linux. 
 

(a) 
 

(b) 

Fig. 3. Classification rates for the FERET dataset. Faces were aligned using: (a) annotated eyes, 
(b) detected eyes. 

Table 3. Processing times of some of the different methods 

Method SVM PCA SVM+PCA Ada-Rect Ada-mLBP Ada-Wav Ada-Wav-mLBP 
Time [mseg] 10.48 625 205 0.244 1.465 1.8554  2.7592 
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(a) 
 

(b) 

Fig. 4. Classification rates for the BioID dataset. Faces were aligned using: (a) annotated eyes, 
(b) detected eyes. 

 
(a)  

 
(b) 

Fig. 5. Classification rates for the UCHGender dataset. Faces were aligned using: (a) annotated 
eyes, (b) detected eyes. 

6   Conclusions 

In this article it was presented a framework for classifying face images using 
Adaboost and domain-partitioning based classifiers. We built several gender classifi-
cation systems using the proposed framework and different features (LBP, wavelets, 
rectangular, etc.). These systems are analyzed and evaluated using three databases 
(Feret, BioID and UCHGender). The obtained results indicate that Adaboost-mLBP 
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outperforms all other Adaboost-based methods, as well as baseline methods (SVM, 
PCA and PCA+SVM), in terms for classification rate. The Adaboost-mLBP behavior 
is robust to changes in the way eyes positions are obtained for performing the face 
alignment. 

The most interesting advantage of the Adaboost-based methods is its high accuracy 
in dynamical environments, achieved with high processing speed. In terms of process-
ing time, the faster method is Adaboost-Rect, being al least 6 times faster than the 
other methods (60 times faster than SVM-based methods). It is followed by 
Adaboost-mLBP, which is 10 times faster than SVM-based methods.  

Another interesting characteristic of the developed Adaboost-based methods is 
their relatively high training speed, about one hour in the case of Adaboost-mLBP and 
about 48 hours for Adaboost-Rect, for a training database of 4,245 face images and a 
validation database of 2,745 face images. 

Future work can be done in extending this framework to multi-class problems (age 
and race classification), and finding out a way of using (selecting) different kinds of 
features at the same time. 
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