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A B S T R A C T

In this paper, a strict formulation of a generalization of the classical pickup and delivery problem is presented. Here, we add the flexibility of providing the option for passengers to transfer from one vehicle to another at specific locations. As part of the mathematical formulation, we include transfer nodes where vehicles may interact interchanging passengers. Additional variables to keep track of customers along their route are considered. The formulation has been proven to work correctly, and by means of a simple example instance, we conclude that there exist some configurations in which a scheme allowing transfers results in better quality optimal solutions. Finally, a solution method based on Benders decomposition is addressed. We compare the computational effort of this application with a straight branch and bound strategy; we also provide insights to develop more efficient set partitioning formulations and associated algorithms for solving real-size problems.
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1. Introduction

The pickup and delivery problem (PDP), as defined in the specialized literature, has been one of the most studied network logistic problems in the last decade (Desrosiers et al., 1995; Savelsbergh and Sol, 1995; Desrochers et al., 1988). The PDP can be conceptually described as finding the optimal way of assigning a set of transportation requests to a fleet of vehicles (initially located at several depots), by minimizing a specific purpose objective function, subject to a variety of constraints. The objective function may include components such as operational costs, number of vehicles, customer’s level of service, and so on. A transportation request consists of picking up a certain number of passengers from a predetermined pickup location and dropping them off at a predetermined delivery location. In the version that includes time windows constraints, normally both locations must be reached by the assigned vehicle within a specified time interval. The fundamental formulations of the PDP are mostly static (in which the demand for the service is known in advance), however some authors have explored the dynamic problem to be solved in real time, without providing a strict optimization formulation for such a scheme (Roy et al., 1984; Psaraftis, 1988; Madsen et al., 1995; Gendreau et al., 1998).

In most static applications, the typical objective functions to be minimized are, in first place, the fleet size needed to satisfy the demand with a determined level of service, and next, the total distance traveled by all vehicles, provided that the fleet size is fixed (Desrochers et al., 1995). In the case of passenger movements, instead of the distance attribute, a more reasonable objective function should include both the total waiting and travel time of all passengers, combined with some measure of the operational cost for running the system, weighted differently.

In the literature, the passenger PDP has to be solved for scheduling/routing the widely known dial-a-ride or demand responsive transit systems implemented all over the world (Black, 1995). Most traditional formulations consider fixed fleet size and homogeneous vehicles with limited passenger capacity (normally able to accommodate about 5–6 passengers).

The static PDP constraints can be classified as visiting constraints (each pickup and delivery has to be visited exactly once), vehicle capacity constraints, depot constraints, coupling constraints (stating that for a given request the same vehicle must visit the pickup and delivery stops), precedence constraints, resource constraints on the availability of drivers and vehicles, and time window constraints to be satisfied at each stop, if time windows are explicitly defined (Desrosiers et al., 1995).

Standard PDP is economically most suited to small fleets and low levels of demand, and that multi-hop may be best suited to situations where demand is higher. That explains in part why most PDP applications have been developed to solve problems oriented to the service of small communities or passengers with specific requirements (elderly, disabled).

As reviewed in detail in the next section, in the literature various authors have conceived integrated schemes involving fixed
2. The PDP: formulation, solution methods and extensions

The formulation we propose in this paper relies on the original PDP idea found in Desrochers et al. (1988), Desrosiers et al. (1995), Savelsbergh and Sol (1995). We present a mixed-integer formulation for the static multi-vehicle PDP, in which the \((0,1)\) variables represent the binary decision \(k \text{ uses } (i,j)\), and the real variables represent times and vehicle loads. We will concentrate our analysis on the static problem, leaving the dynamic case (discussed in Psarafitis, 1988; Madsen et al., 1995) as part of further research.

Since the PDP was introduced for the first time, several studies have been published, with focus on solving practical instances of the PDP, by means of several techniques, such as branching methods, decomposition methods (column generation, row generation), dynamic programming, heuristics and metaheuristics. None of these papers consider the potential flexibility of relaxing the coupling constraints, which would allow transfers to occur as stated above in Section 1. Two very exhaustive reviews and discussions of the various approaches proposed for solving dial-a-ride problems (DARP), are found in Bodin et al. (1983, 1995). They classify the pickup and delivery problem into static and dynamic cases, with single and multi-vehicle and, with and without time windows. In addition, Solomon and Desrosiers (1988) published an excellent review of the vehicle routing problem with time window constraints. Recently, Toth and Vigo (2002) develop a very complete survey of the methods proposed to solve the PDP until 2001. Berbeglia et al. (2007) have made the latest (to the best of our knowledge) complete updated review, proposing a new classification scheme of pickup and delivery problems. Besides, DARP can include several operational constraints such as time windows, maximum allowable ride time, and other quality service constraints (Cordeau and Laporte, 2003b).

With regard to exact methods, Psarafitis (1980, 1983) and Desrosiers et al. (1986) use dynamic programming techniques to solve the pickup and delivery problem and the pickup and delivery problem with time windows, all of them defining the concept of state of the system for each particular problem. Dumas et al. (1991) propose a column generation procedure to solve the pickup and delivery problem with time windows, using the Dantzig–Wolfe decomposition. Their method is able to solve instances of size up to 50 customers. Ruland and Rodin (1997) formulate the pickup and delivery problem as a mixed-integer programming problem and propose four kinds of valid inequalities for the problem, based on the traveling salesman problem with precedence constraints. They use the cuts on a branch-and-cut procedure to solve instances up to 15 customers. Lu and Dessouky (2004) solve the pickup and delivery problem with time windows using a branch-and-cut technique, based on new valid inequalities proposed by the authors. They solved instances up to 17 customers. More recently, Dumitrescu (2005) provides several valid inequalities for solving the traveling salesman problem with pickups and deliveries (TSPPD), establishing those among all known inequalities that define facets of the TSPPD polytope.

Although many exact methods have been developed for solving variants of the PDP, none of them actually avoid the complexity of the problem, limiting their solution power to small size problems. This evident drawback motivated the development of good heuristics to solve medium and large scale systems. For example, Sexton and Bodin (1985a,b) propose an heuristic method to solve the pickup and delivery problem, based on Benders decomposition. They use as objective function the customers disutility, decomposing the problem into a routing problem (hard) and a scheduling problem (easy).

Jaw et al. (1986) propose an insertion heuristic to solve the pickup and delivery problem with hard time windows. Madsen et al. (1995) adapt the Jaw et al. (1986) insertion approach to solve a dynamic PDP. Cullen et al. (1981) solve the pickup and delivery problem, introducing the concept of cluster, or spatial window, to apply their optimization procedure. A difficulty of this method appears when there are customers whose origin and destination are in different clusters. To deal with this issue, Dumas et al. (1989) propose the incorporation of mini-clusters, each one representing a possible route portion. Ioachim et al. (1995) utilizes the Dumas et al. (1991) philosophy to approximate the global routing solution allowing the insertion of additional requests during the day of operation. The approach can solve problems of about 200 customers and 85 mini-clusters in a very reasonable computation time.

Other approximation solution procedures for the static case include the column management scheme by Savelsbergh and Sol...
(1998), the parallel insertion heuristic developed by Toth and Vigo (1997), and the parallel cooperative multi-search method by Le Bouthillier and Crainic (2005).

Xu et al. (2003) propose a column generation algorithm for the PDP including a series of real-world logistics constraints. Subproblems are solved by an heuristic procedure. The authors are able to find near optimal solutions from random instances of up to 200 requests in a reasonable computation time. Nanny and Barnes (2000) solve instances of 100 customers of the multi-vehicle PDP by using a reactive tabu search method. Lau and Liang (2002) formulate a problem based on a weighted objective function, comprising fleet size as well as travel cost as decision variables. The problem is solved by heuristics.

In the last years, some sophisticated approximate techniques have been used for solving dynamic PDP instances, mainly genetic algorithms (Jih and Yun-jen, 1999; Haghani and Jung, 2005; Osman et al., 2005), and various metaheuristics (Li et al., 2005; Tarantilis et al., 2005; Bianchessi and Righini, 2007; Cordeau and Laporte, 2003a). Cordeau and Laporte (2003a) developed a tabu search heuristics for the DARPP with time windows, where the objective was to minimize routing costs. Moreover, Cordeau (2006) developed a branch and cut algorithm to solve the same type of problem.

Since the objective of our research is to introduce the transfer option into the original PDP scheme, it is also relevant to review the literature regarding transfer operation in the context of integrated systems, combining fixed and reroutable route portions. At this point, we recognize that many authors have introduced the idea of transfer into dial-a-ride systems, but there is no evidence of a strict formulation of such a problem. Instead, most of them add transfer points and propose operational strategies for efficient transfer operations. Aldaihani and Dessouky (2003) developed a system that integrates fixed routes with a general pickup and delivery problem creating what the authors call a hybrid routing problem. Quadrifoglio et al. (2006), develop some bounds on the maximum longitudinal velocity to evaluate the performance of such a hybrid system. Following the same research line, Malucelli et al. (1999) and Crainic et al. (2001) propose and formulate the operation of a new flexible collective transportation system, combining conventional fixed route lines with lines based on flexible itinerary and timetable. Liaw et al. (1996), Hickman and Blume (2000) develop integrated approaches, solved with insertion heuristics. The research by Horn (2002a,b) proposes an interesting insertion heuristic algorithm and is mixed in the sense of combin-krishnan (2002, 2003) called High Coverage Point to Point Transit including (for instances of 100 requests and 4 transfers) that transfers and time windows (first a random multi-start cheapest routing plans. This bound in the maximum allowable number of transfers is imposed in the design in order to somehow ameliorate the extra disutility on passengers due to transfer operations, which is clearly non-linear with respect to the number of transfers performed during a trip.

In the next section, we will generalize the traditional mixed-integer formulation of the static PDP, by incorporating transfers into the operation. This mathematical approach includes special modeling of transfer points as well as additional variables to identify specific clients and their interaction with vehicles at pickup, delivery and transfer points.

3. The pickup and delivery problem with transfers

In this section, we present a mathematical model for the PDPT. We start conceptualizing the object transfer point and the way that it will be modeled. The PDPT formulation is built by systematically adding variables and constraints. At this point, and in order to clarify the modeling approach and the formulation we distinguish two concepts: request and passenger. The former is a mathematical object represented by an origin, a destination and the number of passengers to be picked up (size). The latter is the real object to be transported (it might be people, freight, etc.). Thus, a request may be seen as a set of passengers (e.g., a customer-party) traveling from the same origin to the same destination. In the proposed formulation, we do not allow passengers belonging to the same request to be split into different vehicles.

3.1. Transfer representation and modeling

Let us describe the transfer point as a special object into the modeling context. In classical PDP, three kind of nodes can be distinguished: depots, origins and destinations. At every origin or destination node, we identify only one operation associated with vehicles, which is either loading (origin) or unloading (destination) of passengers, but not both. At depots, actually there is no load/unload of passengers since vehicles start and finish their routes empty.

In the case of transfer nodes, vehicles may either load or unload passengers. To capture the difference between both operations, we propose to split every transfer node into two separate nodes, $s(r)$ (start node) and $f(r)$ (finish node), within which, only one operation associated with vehicles load/unload is allowed.

When a vehicle passes through a transfer point $r$, it first enters node $s(r)$ to allow set down of passengers who wish to transfer to a different vehicle. The vehicle then proceeds (at least notionally) to node $f(r)$, where waiting passengers can get on board. In Fig. 1, we show graphically how vehicles enter and leave the transfer.

This operational modeling scheme at transfer nodes will be very useful to clarify the formulation as presented next (see Fig. 2).

3.2. PDPT formulation

Let us first define the objects that describe a valid PDPT instance (see Table 1). Additionally, let $E = E_1 \cup E_2 \cup E_3 \cup E_4 \cup E_5$ be the set of links, with $E_i, i = 1, \ldots, 5$ defined as follows:

$E_1 = M^* \times (N^* \cup s(T)) \cup \{(k^*, k^\prime) : k \in M\},$

$E_2 = (N^* \times (N \cup s(T))) \setminus \{(i^*, i^\prime) : i \in C\},$

$E_3 = (N^* \times (N \cup s(T) \cup M^*)) \setminus \{(i, i^\prime), (i^\prime, i) : i \in C\},$

$E_4 = \{(s(r), f(r)) : r \in T\},$

$E_5 = (f(T) \times (N \cup M^* \cup s(T))) \setminus \{(f(r), s(r)) : r \in T\}.$

This definition of the set of links considers all possible edges except those not reasonable, like direct paths from a depot to a node $i \in N$ or from a node $i \in N$ to the depot. In order to clarify the formulation, let us consider an illustrative example of a configuration with 2 vehicles, 5 requests and 1 transfer point (if the reader wants to explore the features and data associated with the instance, the associated databases can be downloaded from the corresponding author’s website (Contardo, 2008). In the figure, the main circle represents the Central Depot (CD) that plays the role of origin and destination depot associated with both vehicles, and represents also the transfer station (see the zoom of station CD at the right side of
The linear problem over the graph problem. Second, we relate these properties with a mixed-integer program (PDPT) in two different ways. First, we conceptually define the PDPT, we realize that for any feasible solution, the following statements must hold:

\[(pdpt1)\] For every vehicle \(k \in M\), the graph induced by the arcs used by vehicle \(k\) is exactly a route \(R_k\) starting at \(k^+\) and ending at \(k^-\) (without cycles).

\[(pdpt2)\] Every request must be served, that is, its origin and destination nodes must be visited exactly once.

\[(pdpt3)\] For every request, its origin node must be visited before its destination node.

\[(pdpt4)\] If a passenger reaches transfer \(r \in T\) on vehicle \(k_1 \in M\), then he must leave the transfer on a vehicle \(k_2 \in M\), such that vehicle \(k_1\) arrives at \(r\) before vehicle \(k_2\) leaves \(r\).

\[(pdpt5)\] Vehicles do not exceed their capacity.

To model the vehicle routes, we define the binary variable \(x_{ij}^k\) for every \((i,j) \in E\), and for every \(k \in M\), which is equal to 1 if vehicle \(k\) uses link \((i,j) \in E\), and 0 otherwise. The following set of constraints corresponds to the basic route constraints:

\[
\sum_{i \in V^-} x_{ik}^k = 1 \quad \forall k \in M, \\
\sum_{i \in V^+} x_{ik}^k = 1 \quad \forall k \in M, \\
\sum_{m \in M} \sum_{i \in V^-} x_{im}^k \leq 1 \quad \forall k \in M, \\
\sum_{i \in V^-} x_{ij}^k \geq \sum_{i \in V^+} x_{ij}^k \quad \forall i \in N, \forall k \in M, \\
\sum_{j \in V^+} x_{ij}^k = x_{i(f(r))}^k \quad \forall r \in T, \forall k \in M, \\
\sum_{j \in V^-} x_{ij}^k = x_{i(r)}^k \quad \forall r \in T, \forall k \in M.
\]
Constraints (1) and (2) assure that every vehicle leaves from its origin depot and arrives at its destination depot. Note that from the definition of $E$, nodes in $M^r$ are sources of flow, while nodes in $M^r$ are sinks. Constraint (3) assures that a single vehicle cannot start two routes from different origin depots. Constraint (4) is a flow conservation constraint of nodes in $N$. Constraints (5) and (6) show the flow conservation at transfer nodes. Jointly, these constraints define for every vehicle $k \in M$, a set of routes $R_k$ starting at $k^-$, ending at $k^+$ and (eventually) containing cycles, as stated by Proposition 18 and illustrated in Fig. 3, which shows how a feasible solution will look like for the example instance presented before.

At this point, the set of constraints (1)–(6) does not assure that property (pdpt2) holds. Actually, at this point none of the conditions (pdpt1) to (pdpt5) hold. Indeed, in order to fulfill (pdpt2), we require to add the following constraints

$$\sum_{k \in M} \sum_{j \in V^r(i)} x_{kj}^r = 1 \forall i \in C, \tag{7}$$

$$\sum_{k \in M} \sum_{j \in V^r(i)} x_{jk}^r = 1 \forall i \in C. \tag{8}$$

Constraints (7) force that exactly one vehicle stops at the destination node of request $i$, while constraints (8) refer similarly to the requests origin node. At this stage, we recognize the first relevant difference with the classic pickup and delivery problem formulation, in which the same vehicle must attend both the origin and the destination nodes of each request. In this new formulation, the origin–destination pair of a single request may be attended by two different vehicles. Proposition 19 assures that the induced graph described by constraints (1)–(8) comprises only routes and simple cycles. In the example, Fig. 4 shows how a feasible solution will look like with these added constraints.

With the aforementioned constraints, conditions (pdpt1), (pdpt3) and (pdpt4) still do not hold. In order to fulfill these relevant conditions, we define the following real variables (associated with arrival time at nodes)

$D_i$: Time at which node $i \in N$ is attended.

$D_{ki}^r$: Time at which vehicle $k \in M$ arrives at transfer $r \in T$.

$D_{rj}^f$: Time at which vehicle $k \in M$ leaves transfer $r \in T$.

Then, we add the following constraints to the problem

$$x^r_{k'} = 1 \Rightarrow t_{k'}^r \leq D_i \forall k \in M, \forall i \in C, \tag{9}$$

$$x^r_{k'} = 1 \Rightarrow t_{k'}^r \leq D_{ki}^r \forall k \in M, \forall i \in C, \tag{10}$$

$$x^r_{k'} = 1 \Rightarrow D_i + t_{i}^j \leq D_{jk}^r \forall k \in M, \forall (i,j) \in N^r \cap E, \tag{11}$$

$$x^r_{k'} = 1 \Rightarrow D_i + t_{i}^j \leq D_{jk}^r \forall k \in M, \forall i \in N, \forall r \in T, \tag{12}$$

$$x^r_{k'} = 1 \Rightarrow D_{rj}^f + t_{rj}^f \leq D_{j'}^f \forall k \in M, \forall r \in T, \tag{13}$$

$$x^r_{k'} = 1 \Rightarrow D_{rj}^f + t_{rj}^f \leq D_{j'}^f \forall k \in M, \forall j \in N, \forall r \in T, \tag{14}$$

$$x^r_{k'} = 1 \Rightarrow D_{rj}^f + t_{rj}^f \leq D_{j'}^f \forall k \in M, \forall r \in T, \forall u \in T \setminus \{r\}. \tag{15}$$

These constraints eliminate the chance of having a cycle with positive length as part of the solution of the problem. In general, most of the $t_i$’s may be assumed to be strictly positive, and therefore, we should have very few zero-length cycles. In order to avoid adding subtour elimination constraints for dealing with these zero cost cycles, we can consider a very small travel time between any pair of nodes in the graph, even if they are located in the same physical place. In fact, one could interpret such a travel time as a preparation time for pick up, delivery or transfer, depending on the node under analysis. Aware of this modeling trick, henceforth we will assume that there are no zero-length cycles. Under this assumption, and according to constraints (9)–(15), condition (pdpt1) holds, however conditions (pdpt3)–(pdpt5) do not, as shown in Fig. 5.

This set of constraints can be written as a linear expression in the variables of the problem using the big-M technique (Desrosiers et al., 1995; Desrochers et al., 1988).

We now introduce conditions which involve substantial differences from the standard PDP formulation. In the classical PDP a request’s origin and destination nodes always belong to the same route. By contrast, an explicit tracking of each request is required in the PDPT, in order to satisfy conditions (pdpt3)–(pdpt5). Let us denote $z_{ij}^{hi}$ a binary variable which is equal to 1 if request $i \in C$ is on vehicle $k \in M$ when it arrives at node $j \in V$, and 0 otherwise, for all $i \in C, k \in M, j \in V$. Then the following constraints involving these new variables must hold
where $E^T = E \setminus \{(s(r), f(r)) | r \in T \}$ is the set of all links except those joining $s(r)$ with $f(r)$, for $r \in T$. These variables keep track of each client while he/she is traveling from stop to stop. This modeling approach is quite useful when transferring passengers from one vehicle to another at transfer points, unlike traditional PDP formulations that do not need such information to determine optimal routing schemes.

Constraints (16) assure that vehicles start and finish their routes empty at their origin and destination depots. Constraints (17) avoid passengers to get on (off) a vehicle if the node is different from his origin (destination). Constraints (18) (resp. (19)) establish that passengers get on (resp. get off) to (resp. from) the vehicle which reach

\begin{align}
\sum_{k \in M} x_{i,j}^k - \sum_{k \in M} x_{j,i}^k = 0 & \quad \forall k \in M, \forall i \in C, \forall j \in V \setminus \{k^+, k^-\}, \quad (21)
\end{align}
his origin (resp. destination) node. Constraints (20) assures that passengers who arrive at a transfer on any vehicle must then leave the transfer on another vehicle (eventually the same one). Finally, constraints (21) establishes that if $z_{ij}^k$ is equal to 1 then vehicle $k$ reaches node $j$ (reciprocally if vehicle $k$ does not get to node $j$, then $z_{ij}^k$ is equal to 0, for all $i \in C$). These constraints represent the processes of loading and unloading passengers. In the pickup and delivery problem with transfers the variables $z$ along with their associated constraints are fundamental, because when a vehicle arrives at a transfer, we require not only the size of the request, but also the identification of such a request, and that is possible through the set of variables $z$. As before, these constraints can be written as linear expressions by using again the Big-M technique.

At this point, Condition (pdpt3) holds if all pairs (origin, destination) of requests are in the routes of the same vehicles. But as we know, origin and destination of a request may be in different vehicles, provided that our objective is to relax such a constraint, and visualize conditions for transferring passengers between vehicles.

Although this set of constraints keeps information of how vehicles load and unload passengers, there is no constraint that assures the satisfaction of condition (pdpt4). To deal with this situation, the following constraint must be added

$$z^k_{ij} + z^k_{ji} = 2 \Rightarrow D_{kij}^r + \Delta \leq D_{kji}^r \quad \forall r \in T, \forall k, v \in M, \forall i \in C,$$

where $\Delta$ is a positive value that could be interpreted as the time needed for passengers to be ready to get on a vehicle after being dropped at the transfer location by another vehicle. Lemmas 20 and 21 and Proposition 22 prove that condition (pdpt3) holds. Fig. 6 shows a valid solution of the example satisfying constraints (1)–(22). In this example, passengers belonging to requests 1 and 3 transfer from vehicles 1 to 2.

With regard to the vehicle capacity constraint, if $Q_k$ is the capacity of the vehicle $k$, then the following expression must be added to the formulation

$$\sum_{i \in C} q_{ki} z_{ij}^k \leq Q_k \quad \forall k \in M, \forall i \in V$$

fulfilling condition (pdpt5).

A big computational issue – not mentioned so far – related to possible solution methods for this optimization problem, is that we added $O(|V||M||C|)$ binary variables not included in the original pickup and delivery problem formulation (which are the $z$ variables). However, we realize that most of these variables can be relaxed to take real values within interval $[0,1]$, not affecting the problem solution, as stated by Proposition 23. This way, the number of binary variables added to the problem, with respect to the original PDP formulation is $O(|T||M||C|)$, less than $O(|E||M|)$, which is the number of binary variables in the original PDP. Note also that if the maximum allowed number of transfers per passenger were one or less, constraints (C.4) would not be required and several binary variables could be removed, speeding up a branch and bound method based on this formulation.

3.3. Time windows inclusion

In most applications in the literature, the PDP problem considers either hard or soft time windows constraints, for pickup, delivery or both. Suppose that nodes must be served within a time window $[l_i, u_i]$ (hard time windows). In terms of the variables of the problem, this may be written just as

$$l_i \leq D_i \leq u_i \quad \forall i \in N$$

and all feasible solutions of the problem must satisfy this set of constraints.

Another way to include time windows is by penalizing the violation of these constraints (soft time windows). For that, we define the variables $\delta_i, \sigma_i$, and add the following constraints

$$\delta_i \geq D_i - u_i \quad \forall i \in N,$$

$$\sigma_i \geq l_i - D_i \quad \forall i \in N,$$

$$\delta_i, \sigma_i \geq 0 \quad \forall i \in N.$$

The value that variables $\delta_i, \sigma_i$ take, represents the violation of the time windows. Then, a penalty function $p(\delta, \sigma)$ is added into the objective function to capture this effect.

![Fig. 6. Example of feasible solution defined by constraints (1)–(22).](image-url)
3.4. Multiple stops at a transfer

Constraints (5) and (6) not only consider the flow conservation at transfer node at most once. In most situations, the maximum number of times a vehicle stops at a transfer \( r \) should be part of the decision and not fixed a priori. To include this extra flexibility, the modeler just have to add as many copies of a transfer node as required. For example, if due to physical conditions associated with a valid instance, vehicles cannot reach a transfer more than \( \tau \) times, it would be enough to add \( \tau \) copies of every physical transfer, and therefore the instance would have \( |T| \) transfer nodes available, leaving the decision of how many times every vehicle passes through a transfer node as part of the optimization procedure. Analytically, let \( T \) be the original set of transfers, and let us define, for every transfer \( r_j \in T \), the set of copies \( T_j = \{ r_j^i \}_{i=1}^\tau \) as mentioned before. The new transfer set is now \( T' = \cup_{r_j \in T} T_j \). Now, we will allow a passenger belonging to request \( i \) who arrives to a copy \( r_j^i \) of transfer \( r_j \), to leave transfer \( r_j \) from any other copy, say \( r_j^{i'} \), by replacing the constraint (20) by

\[
\sum_{k \in M} \sum_{l=1}^\tau x_k^i; r_j^i \leq \sum_{k \in M} \sum_{l=1}^\tau x_k^i; r_j^{i'} \quad \forall i \in C, \forall r_j \in T. \tag{28}
\]

As a result of this new extra flexibility (passengers may enter to a copy of a transfer and exit from another), we realize that now the order in which a vehicle visits the copies of a transfer \( r_j \) is not important. Therefore, and for breaking the evident symmetry induced by this modeling approach, the following constraints may be added

\[
x_k^i; r_j^i \geq x_k^i; r_j^{i'} \quad \forall k \in M, \forall r_j \in T, \forall i = 1, \ldots, \tau - 1 \tag{29}
\]

forcing the vehicles to visit the copies of a given transfer \( r_j \in T \) in order, starting at the first one and ending at the last one. The constraint (23) must also be replaced by

\[
x_k^l; r_j^{i'} + x_k^s; r_j^{i'} = 2 \Rightarrow D_k^{i'} + D_k^{i} \leq D_k^{i'} \tag{30}
\]

\[
\forall r_j \in T, \forall i \leq l, i \leq \tau, \forall k, \forall M, \forall i \in C.
\]

3.5. Time windows at transfers

Sometimes, waiting at a transfer location can be annoying for the passenger. Therefore, it seems reasonable for the system designer to somehow bound the maximum time a passenger can wait in a transfer node. In the proposed PDP formulation, this extra feature can be forced by adding an additional constraint as a function of a parameter \( \Gamma \) that can be interpreted as the maximum allowable time a passenger can wait at a transfer location. Analytically,

\[
x_k^l; r_j^{i'} + x_k^s; r_j^{i'} = 2 \Rightarrow D_k^{i'} + \Gamma \geq D_k^{i'} \quad \forall r \in T, \forall k, \forall M, \forall i \in C. \tag{31}
\]

This extra constraint together with constraint (22), generate a time window for the time that passengers wait at transfer points, which corresponds to the interval \( [\delta, \Gamma] \).

3.6. Objective functions for different purposes

Even though we have already formulated the PDP, it is not clear how to handle the possible objective functions in terms of the problem variables. Next, we present some of the most utilized objective function expressions in the literature:

### Box 1

<table>
<thead>
<tr>
<th>Objective Function</th>
<th>Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total ride time spent by vehicles</td>
<td>( \sum_{r \in T} \sum_{j=1}^\tau x_k^i; r_j )</td>
</tr>
<tr>
<td>Waiting and ride times of requests</td>
<td>( \sum_{r \in T} (1 - x_k^i; r_j) )</td>
</tr>
<tr>
<td>Fleet size</td>
<td>( f(d, \sigma) \geq 0 ) and increasing by component</td>
</tr>
<tr>
<td>Time windows violations</td>
<td></td>
</tr>
</tbody>
</table>

For a planner, an important task is to ensure that the objective function applied in practice encapsulates policies aligned with the mission of the agency operating the transport service. The objective function expressions presented above show the diversity of options the planner has; some expressions are oriented exclusively to offer the best level of service for users, others are focused on the minimization of the operational cost of vehicles instead (directly associated with the total time or distance traveled by them). Within the proposed expressions, we also report a potential fleet size minimization problem subject to offering a certain level of service, which corresponds to a system design problem. That case should be complemented with a demand study in order to quantify the potential customers willing to use the system according to the offered level of service, and based on that, the minimization can provide insights to determine the proper fleet size in operation.

From a system standpoint (operator and users), the proper definition of an objective function should combine several of the above proposed objective function terms, including both operator and user costs (the latter quantified by the level of service measured through travel time, waiting time, time windows violation, and so on) These two dimensions, on the one hand the operator who pursue the minimization of operational costs, and, on the other hand the users who claim for a good level of service, are opposite objectives. In fact, offering a better service level implies more direct trips, this means, lower vehicle occupation and consequently, higher operation costs to respond to the same demand with the same fleet. To the opposite, more efficient routing policies from an operation standpoint necessarily result in higher occupation rates, longer routes, and consequently, worse level of service (higher travel and waiting times for users, long time windows violation, etc.). In practical terms, some policy rules can be established to make reasonable planning and fleet dispatch decisions. For example, the operator may guarantee a minimum level of service (e.g. an upper limit on waiting time and travel time), and then simply define the objective function as minimization of operating costs, as in Horn (2002b). A multiobjective optimization framework can be used to properly consider the different objective function terms and their importance depending on the specific conditions of real-world implementations for further analysis and routing policies design.

### 4. PDP model validation

What we have developed in this paper is a strict formulation of a static pickup and delivery problem with transfers, assuming that the transfer positions are fixed and known in advance. The question then arises whether the new formulation really does permit more efficient transport solutions than the PDP. For example, adding a transfer point in an optimal PDP route (i.e. a generated as part of a solution to the PDP) would increase the total ride time; we consider now whether this additional cost can be offset by the flexibility afforded by the provision of transfer points, such as to
improve the overall efficiency of the system. To visualize that a positive trade off is possible, we have considered the same instance utilized before in Section 3.2 to illustrate the construction of a feasible PDPT solution. In fact, suppose that we want to minimize (as fixing the cardinality of the transfer set equal to 1, or by adding service time. The instance data can be found in the corresponding author’s website Contardo (2008). The PDPT solution provided in Fig. 6 is optimal (objective function value equals to 1187). The arcs used as well as the computed ride times are the following
\[
\text{Route 1} = k_1 = 20 \cdot 2 = 98 \cdot 1 + 104 \cdot 2 + 138 \cdot 3 - 128 \cdot 5 - 5 - 113 \cdot 4 - 105 \cdot 3 - 110 k_1, \\
\text{Route 2} = k_2 = 15 \cdot 4 = 124 \cdot 5 + 96 \cdot 5 - 128 \cdot 5 - 1 \cdot 9 \cdot f - 5 - 0 \cdot k_2.
\]
If we do not consider transfer operations, the optimal solution under this scheme is the following
\[
\text{Route 1} = k_1 = 20 \cdot 2 = 98 \cdot 1 + 104 \cdot 2 + 138 \cdot 3 - 128 \cdot 5 - 5 - 113 \cdot 4 - 122 k_1, \\
\text{Route 2} = k_2 = 15 \cdot 5 = 124 \cdot 5 + 96 \cdot 5 - 128 \cdot 5 - 1 \cdot 9 \cdot f - 5 - 0 \cdot k_2,
\]
whose objective function value is equal to 1204, strictly greater than 1187. It is clear that both solutions are feasible under the corresponding operational schemes. Moreover, the optimality can be proven by using the exact algorithm presented in the following section, forcing the number of transfer operations to 0 in the latter case. It follows that the solution that includes transfers operations is better than the one that avoids them.

5. A branch-and-cut solution method

In this section, we present a branch-and-cut method to solve the PDPT using Benders Decomposition (Benders, 1962) that applies the Combinatorial Benders Cuts introduced by Codato and Fischetti (2004). In this method, the set of constraints is decomposed into pure integer and mixed constraints, and then a branch-and-cut procedure is applied to the resulting pure integer problem, by using real variables and constraints related as cut generators. The key on the success of this method is that those constraints defined by a logical sentence \( p \rightarrow q \) are not modeled using the Big-M technique, as usual in a branch-and-bound methodology behind the original PDP formulation. Although this method may be applied only when the objective function is either pure real or pure integer, we only describe the pure integer case, which could be successfully implemented by the authors for details and results of the pure real objective function implementation, refer to Contardo, 2005). The expression to be minimized is in our case \( \sum_{k \in K} \sum_{j \in J} a_{ij} t_{kj}^p \), representing the total ride time spent by the fleet of vehicles. We must also be able to ensure that the variables and constraints defined by (C.4) are not needed. This may be done by fixing the cardinality of the transfer set equal to 1, or by adding the constraint \( \sum_{j \in J} \sum_{k \in K} a_{ij} t_{kj}^p \leq 1 \), which bounds the number of times a passenger may arrive to a transfer to a maximum of 1. In dial-a-ride systems, this last constraint is, in general, required (see Cortés, 2003).

5.1. Solution method details

Consider the problem
\[
\min_{x,y} \ c^x \\
\text{s.t.} \quad x \in X \subseteq \{0,1\}^n \\
x_{10} = 0 \Rightarrow a_{1y} \leq b_1 \\ Ey \leq f \\ y \geq 0
\]
which may be written in a fully equivalent manner as
\[
\min_{x,y} \{c^x + \min \{0y : x_{10} = 0 \Rightarrow a_{1y} \leq b_1 \} \} \\
\text{s.t.} \quad x_{10} = 0 \Rightarrow a_{1y} \leq b_1 \\ Ey \leq f \\ y \geq 0
\]
The previous problem is equivalent to solve the master problem (M) defined as
\[
\min_{x,y} \ c^x \\
\text{s.t.} \quad x \in X \subseteq \{0,1\}^n \\
Ey \leq f \\ y \geq 0
\]
and at every node of the branching tree, say where \( x \) is known, a feasibility problem \((F_x)\) has to be solved defined as
\[
\min_{y} \ 0y \\
\text{s.t.} \quad a_{1y} \leq b_1 \\ Ey \leq f \\ y \geq 0
\]
where \( l_i = \{i \in l : x_{10} = 0\} \). The dual of this problem \((DF_x)\) is as follows:
\[
\min_{\lambda, \mu} \ z(\lambda, \mu) = \sum_{j \in J} \lambda_j b_j + \mu f \\
\text{s.t.} \quad \sum_{i \in I_k} \lambda_i a_{ij} + \lambda_j + \mu g \geq 0 \\
\lambda, \mu \geq 0
\]
Note that this last problem has the particularity of being always feasible. As a consequence, an infeasibility of \((F_x)\) is equivalent to the unboundness of \((DF_x)\). Moreover, if one of the problems is feasible, the other is feasible too, and the optimal value is 0 for both problems. Note also that if \((DF_x)\) is unbounded, and \((\lambda^*, \mu^*)\) is a feasible solution such that \( z(\lambda^*, \mu^*) = -1 \) then \( \eta(\lambda^*, \mu^*) \) is an unboundness ray, with \( \eta > 0 \). Then, we just need to study the reduced problem \((S_x)\), instead of \((DF_x)\). The reduced problem is defined as
\[
\min_{\lambda, \mu} \ g^k + h^k \mu \\
\text{s.t.} \quad \sum_{k \in K} \lambda_k b_k + \mu f = -1 \\
\sum_{i \in I_k} \lambda_i a_{ij} + \mu g \geq 0 \\
\lambda, \mu \geq 0
\]
where \( g > 0, h > 0 \) are weights defined arbitrarily. Thus, the following proposition is the key for defining the cuts

**Proposition 2.** If \((S_x)\) is feasible with solution \((\lambda^*, \mu^*)\), then the constraint
\[
\sum_{i \in I_k} x_{10} \geq 1
\]
holds for the problem (32)–(36). If \((S_x)\) is unfeasible, then \((F_x)\) is feasible.

**Proof.** Suppose first that \((S_x)\) is unfeasible, which implies that for every \((\lambda, \mu)\) such that (49) holds, then (48) does not. This implies that \((DF_x)\) is bounded, and consequently by duality, \((F_x)\) is feasible. Suppose now that the constraint (CBC) does not hold for (32)–(36), which implies that exists \( y \geq 0 \) such that \( x_{10} = 0 \) for all \( i \in l_i \), \( x_i > 0 \) is feasible. Then, for those \( x, y \), the following holds
\[
a_{1y} \leq b_I \quad \forall i \in l_i \quad \text{such that} \quad x_i > 0.
\]
Multiplying by \( x_i \) at both sides of this equation and then summing, we obtain
\[
\sum_{i \in I_k} x_i a_{1y} \leq \sum_{i \in I_k} x_i b_I.
\]
Additionally, we have $E y \leq f$. If we multiply by $\mu^v$ the inequality remains, obtaining $\mu^v E y \leq \mu^v f$. By summing this inequality with (52), we obtain that

$$\sum_{i} \bar{Y} a_i y + \mu^v E y \leq \sum_{i} \bar{Y} b_i + \mu^v f,$$

and since $y \geq 0$ then constraints (48) and (49) cannot both hold simultaneously.

5.2. Method implementation

As discussed above, for implementing the method we just need to specify the problems used as master problem ($M$) and feasibility problem ($F_z$). As master problem, we used the following

$$\min \sum_{k} \sum_{i,j:k} t_{ij} x_{ij}$$

s.t. \( x \) satisfies (1)–(8),

$$x \in \{0, 1\}^{E(M)}$$

and as feasibility problem, the one obtained after removing the constraints not activated by the logical sentences. Analytically

$$\min \sum_{i,j} 0^D D + 0^z z$$

s.t. \( \bar{x}, D, z \) satisfy (9)–(23),

$$D \geq 0,$$

$$z \in [0, 1]^{M(C)}.$$  

5.3. Numerical results

All numerical tests were performed on an AMD Barton 2900+ (2.0GHz), with 512 MB of RAM PC3200, Windows XP, CPLEX 9.0 and Visual C++ 6. At every instance, customer nodes are located randomly over a city of 1000 x 1000 distance units (DU^2); vehicles depots are located randomly too; the transfer node is located in the mass center of the customer nodes N. The objective function utilized was the minimization of the total ride time spent by vehicles

$$\sum_{k} \sum_{i,j:k} t_{ij} x_{ij}.$$  

For testing the speed of the Combinatorial Benders Cuts method, we run it against the pure branch-and-bound method (with default settings), both implemented in CPLEX/C++ using the Concert Technology interface. Instead of running S_0 at every node of the branching tree, we just do that at the integer nodes, which ended up being the fastest implementation of the method. The average speed (in seconds) of both methods is shown in Table 2. The notation “r” means number of requests, “v” denotes the number of vehicles and “t” stands for the number of transfer points. The columns B&B and CBC mean “branch-and-bound” and “combinatorial benders cuts”, respectively.

In Table 2 we can appreciate the advantages in terms of running time of the proposed solution algorithm when compared against a traditional branch-and-bound methodology, obtaining savings of about 90%, that should exponentially increase with the problem size.

6. Bounding the branching tree

Some key issues of this formulation and the presented method that have to be taken into account are, first, the evident symmetries that the problem presents if vehicles are indistinguishable and the depot is the same for all vehicles, and second, the nature of the variables generate a three-index formulation, that can become very poor for most of the relaxations. Therefore, finding a good way to tighten the formulation is crucial. A possible way to deal with these issues is to add some extra constraints into the formulation, which would tighten the relaxation. In the following subsections, we propose two family of inequalities that help tight the formulation.

6.1. Eliminating symmetries

Unfortunately, this formulation does not take into account all the possible symmetries of the problem. Given a solution S, let us denote R(S) the set of routes followed by the vehicles and S_k the route followed by specific vehicle k. Provided two solutions of the problem A and B, we say that these solutions are symmetric if there exists a bijection f : R(A) → R(B) such that for each k ∈ M, f(A_k) = B_k. In other words, these solutions are identical even though we change the numbering of the vehicles.

To eliminate some symmetric solutions we propose the following: Suppose that requests in C are numbered from 1 to |C| and vehicles from 1 to |M|. The following set of constraints imply that nodes in C are visited in order by each one of the vehicles.

$$\sum_{i \in C} \sum_{j \in V(i)} x_{ij} = 0 \quad \forall i = 1, \ldots, |C|.$$  

6.2. Adding redundant constraints

Although the presented set of constraints defines completely the PDPT polytope, sometimes it is recommended to add some extra constraints reflecting specific properties of the modeled system. Then, although they neither increase nor reduce the solution space, they produce a tighter relaxation of the problem, helping reduce the size of the branching tree.

For example, consider a vehicle that serves node i+. Then this vehicle must either stop at node i+ or pass through a transfer. This constraint may be written as

$$\sum_{j \in V(i^+)} x_{ij} = 1 \Rightarrow \sum_{j \in V(i-)} x_{ij} + \sum_{r \in F} x_{ijr} \geq 1 \quad \forall k \in M, \forall i \in C.$$  

7. Conclusions and further research

In this paper, a strict formulation of a generalization of the classic pickup and delivery problem formulation is presented, which adds the extra flexibility of providing the option for passengers to transfer at specific locations (transfer points). In this paper, we formally present the basic arc-based formulation of the problem, for a fixed number and location of transfer stations. We have to mention that the original static PDP formulations were written as arc-based mixed-integer problems by Desrochers et al. (1988), Desroisiers et al. (1995), Salvielli and Sol (1999) to understand the basic structure of the mathematical problem. In the case of transfers, a first major contribution of the research line summarized in this paper is to formalize the modified PDP with transfers (PDPT) by writing a generalized arc-based formulation to represent such a system likewise.
In terms of complexity, this formulation adds O(\(|T|^2 |M|\)) binary variables in the case where passengers are allowed to make multiple transfers, which against the O(\(|V|^2 |M|\)) of the classic PDP is quite small. Moreover, in the case \(|T| = 0\), we not only obtain the classic PDP solution, but also the complexity in terms of binary variables keeps unchanged.

In addition, the proposed formulation collects more information with regard to customers than that of traditional PDP applications, since \(z\) variables keep track of the exact position of every passenger at every stop through vehicle routes, and since we showed they could be relaxed to be real variables, the problem complexity does not change much with respect to the PDP case. One clear advantage of having these extra variables is the capacity of proposing novel objective functions customer-specific depending upon \(z\) variables.

We have shown through an example that the PDPT can yield solutions that in broad terms are more efficient than those obtained from the PDP. This result is highly suggestive for further research directed at the task of defining conditions under which a PDPT solution can outperform a PDP solution. Our conjecture is that, under high demand conditions, transfer operations become more and more profitable. As our algorithm can handle only small instances, the proof of this conjecture is a matter of further research. At this point, we believe that the type of algorithms to be used for handling high demand instances should focus on meta-heuristics, such as Tabu Search or Evolutionary Algorithms, just to name some options. Further developments on this line of research have a considerable bearing on the strategic design and planning of demand-responsive passenger transport systems.

Additionally, we present an exact solution method, which relies on a branch-and-cut technique based on Benders decomposition algorithm. We have shown that the technique is very effective. As shown in Table 2, the method can reduce CPU by 90%, at least for the instances we tested here. For bigger instances the method explodes, but as the tendency indicates, the computational effort decreases exponentially with respect to a Branch-and-bound. We are currently studying new cuts to be added to the master problem that could greatly improve the performance of the method. Notice that in Section 6 we provide some guidelines for further improvement of the proposed exact method by adding redundant constraints and eliminating symmetries as well. We guess that a polyhedral study will result in even faster solutions, and this is another topic of further research.

Similar to the PDP case without transfers (Dumas et al., 1991), from the formulation we developed here a set-partitioning problem can be written (route-based) in order to develop more efficient algorithms of the column generation type (branch-and-bound, branch-and-price). We are currently working on formalizing a set partitioning problem for the case of a fixed single transfer point. The idea is to split the routes (columns) in three different types: from a pickup point to a transfer point, from a transfer point to a delivery location, and from a pickup to a delivery without any transfer. Binary variables are used to check feasibility of a sequence of routes to accomplish some trips. Bounds on the arrival and departure times at transfer points for each request are obtained from the subproblem. An efficient implementation of this column generation framework will allow us to find exact optimal solutions for real-size problems, where it will be reasonable to search the advantages of allowing transfers in some dial-a-ride operation schemes under specific system configuration, in terms of demand, vehicle supply and transfer point locations.
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**Appendix A. Graph theory definitions**

**Definition 3 (Graph).** A graph is a pair \(G = (V, E)\) such that \(E \subseteq V^2\).

To avoid ambiguities we will always suppose that \(E \cap V = \emptyset\). We say that \(V\) is the set of nodes of \(G\), and it is written \(V(G)\) or simply \(V\) when there are no possible confusions. Similarly, we say that \(E\) is the set of arcs of \(G\) and it is written \(E(G)\), or simply \(E\) when there are no possible confusions.

**Definition 4 (Inverse graph).** Let \(G = (V, E)\) a graph. The Inverse Graph of \(G\) is defined as the graph \(G' = (V', E')\), where \(E' = \{(w, v) : (v, w) \in E\}\). We denote the inverse graph of \(G\) as \(\mathcal{I}(G)\).

**Definition 5 (Subgraph).** Let \(G = (V, E)\) be a graph. We will say that a graph \(G' = (V', E')\) is a subgraph of \(G\) (and we will denote \(G' \subseteq G\)) if \(V' \subseteq V\) and \(E' \subseteq E\).

**Definition 6 (Induced graph).** Let \(G = (V, E)\) be a graph. Let \(V' \subseteq V\), \(E' \subseteq E\). We define \(G[V']\) as the graph whose vertex are in \(V'\) and whose arcs are every \((u, v) \in E\) such that \(u, v \in V'\). Similarly, we define \(G[E]\) as the graph whose vertex are all \(u \in V\) such that \((u, v) \in E'\) or \((v, u) \in E'\) for some \(v \in V\), and whose arcs are exactly \(E'\).

**Definition 7 (Neighbors of a node).** Let \(G = (V, E)\) be a graph, and let \(v \in V\). We denote \(\mathcal{N}(v) = \{w \in V : (v, w) \in E\}\) and we call nodes entering to \(v\). Similarly, we denote \(\mathcal{N}_-(v) = \{w \in V : (w, v) \in E\}\) and we call it nodes leaving from \(v\).

**Definition 8 (Degree of a vertex).** Let \(G = (V, E)\) be a graph, and let \(v \in V\). We denote \(d(v) = |\mathcal{N}(v)|\), \(d_-(v) = |\mathcal{N}_-(v)|\) and they are called exit degree of \(v\) and entry degree of \(v\), respectively.

**Definition 9 (Path).** Let \(G = (V, E)\) be a graph. Let \(v_1, \ldots, v_n \in V\). We say that the tuple \(P = (v_1, \ldots, v_n)\) is a path in \(G\) if \(\forall i \in \{1, \ldots, n - 1\}\) \((v_i, v_{i+1}) \in E\) and all pairs \((v_i, v_{i+1})\) are different.

**Remark.** Note that if \(P = (v_1, \ldots, v_n)\) is a path in a graph \(G\), then the tuple \(G(P) = (V(P), E(P))\) with \(V(P) = \{v_i : i = 1, \ldots, n\}\), \(E(P) = \{(v_i, v_{i+1}) : i = 1, \ldots, n - 1\}\) is a subgraph of \(G\). Sometimes we will replace the notation \(G(P)\) just with \(P\).

**Remark.** Note in a path \(P = (v_1, \ldots, v_n)\) always is satisfies
\[
d_P(v_1) - d_P(v_1) = d_P(v_n) - d_P(v_n) = \begin{cases} 0 & \text{if } v_1 = v_n, \\ 1 & \text{if } v_1 \neq v_n. \end{cases}
\]

**Definition 12 (Simple path).** Let \(G = (V, E)\) be a graph. We say that a path \(P = (v_1, \ldots, v_n)\) in \(G\) is simple if all nodes \(v_i\) are different.

**Definition 13 (Open(Closed) path).** Let \(G = (V, E)\) be a graph. We say that a path \(P = (v_1, \ldots, v_n)\) in \(G\) is open(closed) if \(v_1 \neq v_n\) (\(v_1 = v_n\)).

**Definition 14 (Maximal path).** Let \(G = (V, E)\) be a graph. We say that a path \(P = (v_1, \ldots, v_n)\) is maximal if there is not way of extending it from any of its ending nodes provided that the new sequence is still a path.
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Proposition 15. Let $G = (V,E)$ be a graph, with $V = M^+ \cup N \cup M^-$ such that

$$d_c^+(v) = 0 \quad d_c^-(v) > 0 \quad \forall v \in M^-, \quad (B.1)$$

$$d_c^+(v) > 0 \quad d_c^-(v) = 0 \quad \forall v \in M^+, \quad (B.2)$$

$$d_c^+(v) = d_c^-(v) \quad \forall v \in N. \quad (B.3)$$

Then, every open maximal path $P = (v_1, \ldots, v_n)$ in $G$ of length $\geq 2$ is such that $v_1 \in M^-$, $v_n \in M^+$. In particular, the property is valid for every simple maximal path.

Proof. Let $P = (v_1, \ldots, v_n)$ a maximal path open of length $\geq 2$ in $G$, i.e. such that $v_1 \neq v_n$ and $P$ cannot be extended beyond any of its endings by arcs which are not in $P$.

Let us see that $v_1 \in M^-$. Suppose that $v_1 \notin M^-$. Note in the first place that $v_1 \notin M^+$, because in such a case, as $P$ is of length at least 2, we would have that $(v_1, v_2) \in E(G)$ which is impossible because $d_c^-(v_1) = 0$. If $v_1 \notin N$, then $d_c^+(v_1) = d_c^-(v_1)$ by hypothesis. But, by the previous rem we have that in an open path $d_c^-(v_1) - d_c^+(v_1) = 1$ and in consequence $2v_1 \in \mathcal{C}(v_1)$ such that $(v_0, v_1) \notin E(P)$, and by adding $v_0$ to the left side of $P$ the new sequence would be still a path, contradicting the maximality of $P$.

To see that $v_n \in M^+$ note first that $\mathcal{J}(G)$ satisfies the hypotheses of the proposition, defining $M^+_0 = M^+ \setminus V^-$, $M^-_0 = M^- \setminus V^-$, and, second, that a path $P$ is maximal and open in $G$ iff. $\mathcal{J}(P)$ is maximal and open in $\mathcal{J}(G)$. $$\square$$

Proposition 16. Let $G = (V,E)$ be a graph satisfying B.1,B.2,B.3. Then $\forall v \in M^+ \cup \mathcal{R}_P$ simple path starting at $v$ and ending at $M^-$. Similarly, $\forall v \in M^- \cup \mathcal{R}_P$ simple path starting at $M^+$ and ending at $v$.

Proof. Let us prove that for every $v \in M^+ \cup \mathcal{R}_P$ simple path starting at $v$ and ending at $M^-$. The reciprocal may be obtained from $\mathcal{J}(G)$ just as in the previous proof.

Let $v \in M^+$. As $d_c^-(v) > 0$, exists $v_2 \in V(G)$ such that $(v, v_2) \in E$. Let $Q$ be a maximal path to $(v, v_2)$. Such path necessarily is open because $d_c^+(v_2) = 0$, and therefore by the Proposition (15) Q ends at $M^-$. To be more precise, say that $Q = (v_1,\ldots,v_n)$. By Proposition (15), there exists a simple path which connects $v_1$ y $v_n$, and by construction, such a path is maximal and simple. $$\square$$

Proposition 17. Let $G = (V,E)$ be a graph, with $V = M^+ \cup N \cup M^-$, and satisfying B.1 and B.2 and

$$d_c^+(v) = d_c^-(v) = 1 \quad \forall v \in N. \quad (B.4)$$

Then

1. Every path from $M^+$ to $M^-$ is simple.
2. Every node which is not in any path from $M^+$ to $M^-$ belongs to a simple cycle.

Proof. Let us see first that every path from $M^+$ to $M^-$ is simple. Let $P = (v_1,\ldots,v_n)$ be a path from $M^+$ to $M^-$, and suppose that $v_1 = v_0 = v$ for $2 \leq i,j \leq n-1$. Then in $(v_1, v_2)$, $(v_1, v_3)$, $(v_3, v_4)$, $(v, v_1) \in E(G)$ and therefore $d_c^-(v) = d_c^+(v) \geq 2$. Then, by (B.1) and (B.3) we have $v_1 \in N$, which is impossible by (B.4).

Let us see now that every $v \in V(G)$ which does not belong to any path from $M^+$ to $M^-$ belongs to some simple cycle. Let $\mathcal{R} = \bigcup G(P)$ : $P$ is a path from $M^+$ to $M^-$ be the graph of all paths from $M^+$ to $M^-$. By Proposition (16) the graph $G - \mathcal{R}$ does not contain any node in $M^+$ or in $M^-$, and all its nodes are such that $d_{\mathcal{R}}^+ = d_{\mathcal{R}}^- = 1$. By Euler’s Theorem for directed graphs, we conclude that the connected components of $G - \mathcal{R}$ are simple cycles. $$\square$$
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Proposition 18. Let $(x_{i,j})_{i,j \in E}$ satisfy the constraints (1)–(6). Let $E^k = \{(i,j) \in E : x_{i,j}^k = 1\}$ be the set of arcs used by vehicle $k$, and $G^k = G(E^k)$ denote the graph induced by those arcs. Then $G^k$ contains a route starting at $k^+$ and ending at $k^-$.

Proof. Notational convenience we define $V^k := V(G^k)$. Let $M^k = M^+ \cap V^k$, $M^- = M^- \cap V^k$, $N^k = V^k \setminus (M^+ \cup M^-)$. We will prove that for these sets, properties (B.1)–(B.3) hold (see appendix). Thus, by using Proposition 15 we conclude the result.

Let $v \in M^k$, i.e. $d_c^+(v) > 0$ or $d_c^-(v) > 0$, and as $d_c^-(v) = 0$ we have (B.1). Let $w \in M^-k$, i.e. $d_c^+(w) > 0$ or $d_c^-(w) > 0$, and as $d_c^-(w) = 0$ we have (B.2). The property (B.3) holds because of the flow conservation at nodes in $N \cup (S(T) \cup \mathcal{F}(T))$ given by constraints (4)–(6). Constraints (1) and (2) imply that $k^+ \in M^k$, $k^- \in M^-k$. Then the proposition 16 assures that exists (at least) one route from $k^+$ to $M^-$ and one from $M^+k$ to $k^-$. If there were not a route from $k^+$ to $k^-$ in graph $G^k$, then we would conclude that the route from $M^+k$ to $k^-$ should start from another node $k' \neq k^+$, which would violate constraint (3). $$\square$$

Proposition 19. Let $x_{i,j}^{k,j} \neq 0$ satisfy constraints (1)–(8). Let $k \in M$. Then the graph $G^k$ (defined as in the previous proposition) is composed by a route from $k^+$ to $k^-$ plus simple cycles.

Proof. In fact, we know from the previous proposition that properties (B.1) and (B.2) hold. From constraints (7) and (8) we have that $d_c^+(v) = d_c^-(v) = 1\forall v \in N^k$, implying that property (B.4) holds. Then, by Proposition 17 we have that (1) every path from $M^-$ to $M^+$ is simple, (2) every node not in any path from $M^+k$ to $M^-$ belongs to a simple cycle. Consider all (simple) paths which go from $M^+k$ to $M^-k$. By constraint (3) all those paths start in $k^+$ and, moreover, they start with the same arc $(k^+,v)$. Let us see all those paths are in fact the same and, as consequence of the previous proposition, that is the path from $k^+$ to $k^-$. Let $Q$ be any path from $M^+k$ to $M^-k$. Constraints (1) and (3) establish that the new path must start necessarily from the same arc as that of the other path. But now, the ending node of such arc (say $v$) belongs to $i \in M^k$, and in consequence they are the same path, or ii) $N \cup (S(T) \cup \mathcal{F}(T)$, then the external degree is in consequence $d_c^-(v) = 1$, and this new path also must use the same second arc as that of the other path. Applying this argument a finite number of times, we can conclude that both paths share all arcs, i.e. they are the same path. $$\square$$

Lemma 20. Let $x,D,z$ satisfying (1)–(22), and let $i \in C$ be any customer. Let us define the graph $G'$ as the graph induced by the following set of arcs $E'$

1. If $j \notin f(T), x_{i,j}^k = 1$ and $x_{i,j}^k = 1$ then $(i,j) \in E'$
2. If $j \in f(T), x_{i,j}^k = 1$ then $(s(t),f(t)) \in E'$

Then the graph $G'$ contains no cycles.

Proof. Note in case that the graph $G'$ contains a cycle, exists a sequence $(k_j, r_j, k_{j+1})$, with $J \geq 2$, satisfying

$$x_{i,j}^k = 1 \quad \forall j \in \{1, \ldots, J\}$$

and for each $j$ there are no transfers between the nodes $f(t_j)$ and $s(t_{j+1})$. In such way, if $G'$ contains a cycle, by constraints (9)–(15)
and (22) we would have \( D_{ij}^y < D_{ij}^x < D_{ij}^z \). By transitivity we have \( D_{ij}^y < D_{ij}^z \) which is not possible by constraint (22). □

**Lemma 21.** Let \( x,D,z \) satisfying (1)-(22), and let \( i \in C \) be any customer. Let \( G' \) be defined as before. Then the internal and external degree of every node \( v \in G' \setminus \{i^*, i\} \) are both equal to 1.

**Proof.** First note that every node in \( G' \setminus \{i^*, i\} \) has the same internal and external degrees, so \( G' \) has an Eulerian path, starting at \( i^* \) and finishing at \( i \). If some node \( v \in G' \) has internal degree (and so external) greater or equal to 2, then the Eulerian path necessarily has a cycle containing node \( v \), which is impossible by the previous lemma. □

**Proposition 22.** Let \( x,D,z \) satisfying (1)-(22), and let \( i \in C \) be any customer. Let \( G' \) be defined as before. Then \( G' \) is a path \( (v_l)^{l+1}_l \) such that \( v_1 = i^*, v_l = i \). Additionally, there exists a tuple \((v_l)^{l+1}_l\) such that for each \( j, \mu_j \) is the travel time of customer \( i \) from his origin to node \( v_j \) and \( \mu_j \leq \mu_{j+1} \) for each \( j \).

**Proof.** As proved in the previous lemmas, the graph \( G' \) does not contain cycles and its nodes are of internal and external degree equal to 1, excepting \( i^* \) and \( i \). From here, we can deduce from Euler’s Theorem for directed graphs that \( G' \) is a simple path starting at \( i^* \) and finishing at \( i \). Thus, we can define

\[
\mu_j = \begin{cases} 
D_{ij} - D_{ij} & \text{if} \; v_j \in N, \\
D_{ij}^x - D_{ij} & \text{if} \; v_j = s(t) \in s(T) \text{ and } z_{ij} = 1, \\
D_{ij}^z - D_{ij} & \text{if} \; v_j = f(t) \in f(T) \text{ and } z_{ij} = 1,
\end{cases}
\]

(C.3)

which represents exactly the travel time of customer \( i \) at each node in \( G' \). It’s easy to see from constraints (9)-(15) and (22) that \( \mu_l \leq \mu_{l+1} \). □

**Proposition 23.** Let \( x \in \{0, 1\}, D \geq 0, z \in \{0, 1\} \) satisfies constraints (1)-(23). Let us define, for each \( r \in T, k \in M, i \in C \) a binary variable \( y_{ik}^r \) such that

\[
y_{ik}^r = \begin{cases} 
1 & \forall r \in T, \forall k \in M, \forall i \in C.
\end{cases}
\]

(C.4)

Then for all \( k \in M, j \in V, i \in C, z_{ij}^k \in \{0, 1\} \).

**Proof.** Let \( k \in M \) be any vehicle, and let \( i \in C \) be any customer. Note firstly that by constraint (21), for every node \( v \in V \) not in the route of vehicle \( k, z_{ij}^k \) is equal to 0. Let now \( r \) be in the route of vehicle \( k \), say \( v = v_j \), being \( P_k = (k^*, v_{l-1}, v, v_l, \ldots, k^*) \) the route of vehicle \( k \), and suppose that \( z_{ik}^r \) take a binary value. Several cases may occur

**Case 1:** \( v_{l-1} \in (N \setminus \{i^*, i\}) \cup \{i\} \cup f(T) \): In this case, by constraint (17), we have that \( z_{ik}^r = z_{ik}^r \), so \( z_{ik}^r \) takes a binary value, as well as \( z_{ik}^r \).

**Case 2:** \( v_{l-1} = i^* \): In such case, by constraint (18), \( z_{ik}^r = 1 \).

**Case 3:** \( v_{l-1} = i \): In such case, by constraint (19), \( z_{ik}^r = 0 \).

**Case 4:** \( v_{l-1} = s(t) \in s(T) \): In such case, \( v_{l-1} = f(t) \), by constraint (C.4), \( z_{ik}^r = z_{ik}^r = y_{ij}^r \) which takes values in \( \{0, 1\} \). □


