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Abstract—In this letter, Bayes-based confidence measure
(BBCM) in speech recognition is proposed. BBCM is applicable
to any standard word feature and makes use of information
about the speech recognition engine performance. In contrast
to ordinary confidence measures, BBCM is a probability, which
is interesting itself from the practical and theoretical point of
view. If applied with word density confidence measure (WDCM),
BBCM dramatically improves the discrimination ability of the
false acceptance curve when compared to WDCM itself.

Index Terms—Bayes theorem, confidence measure, dialogue sys-
tems, speech recognition.

I. INTRODUCTION

ONE OF THE most important motivations of speech
recognition technology is to provide a very natural and

familiar interface for human–machine interaction. However,
speech input presents many challenges. Automatic speech
recognition (ASR) engines currently operate without substan-
tial parts of the human communication repertoire, such as
gestures, intonation, and facial expressions. Moreover, real
natural speech is usually unbounded, and the speaker could
easily exceed the current vocabulary or grammar of the engine.
In addition, ASR engines must often deal with large variations
in the speaker’s environment. In fact, background noise, mi-
crophone quality, and reverberation dramatically increase the
word error rate (WER). Finally, pronunciation diversity within
a city or country and intraspeaker variation also contribute to
make the speech-to-text procedure one of the most challenging
tasks in technology. As a consequence, robustness of ASR has
continuously attracted the attention of the speech community,
as interactive systems are getting more popular in fields like
telephone services.

Speech recognition has created practical opportunities for call
centers, internal company operations using the telephone, and
telephone service providers. On the other hand, telephony is
a natural market for speech recognition. Interactive voice re-
sponse systems with ASR allow users to connect with the in-
formation they need, from anywhere at any time, by employing
natural language. However, avoiding user’s frustration is crit-
ical. To do so, interaction needs to be very effective and effi-
cient, and confirmation loops should be avoided. In this context,
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reliably assessing the operation of ASR is necessary in all prac-
tical systems to decide whether a recognized word or sentence
should be accepted or rejected [1]. Moreover, the information
provided by confidence measures could be applied to unsuper-
vised noise, environment and user adaptation algorithms [2], to
out-of-vocabulary (OOV) detection approaches, and to reorder
the hypotheses in a N-best decoder [3], [4]. There are several
methods to estimate word-level confidence measure. They are
based on word length, word acoustic score, or word density [5].
The word density approach—word density confidence measure
(WDCM)—is probably the most popular in the specialized lit-
erature and is based on the frequency of the word’s occurrences
in the N-best list delivered by the Viterbi decoding [6]. The con-
fidence measure based on the word density WDCM , where is
the word index, is computed as [5], [7]

WDCM (1)

where is the th hypothesis in
the N-best Viterbi list; is the likelihood score of given
by the Viterbi search; is the language model probability
of is the observation probability of is the
acoustic model scaling factor; corresponds to the in-
dices of the hypotheses, where word is contained; and fi-
nally, denotes all the N-best alignments or hypotheses ob-
tained from Viterbi decoding.

Surprisingly, the confidence measures proposed so far, in-
cluding WDCM, are not probabilities [1]. Moreover, they do
not take into consideration a priori information about the per-
formance of the ASR engine. The contribution of this letter
concerns a Bayes-based confidence measure (BBCM) that is a
probability itself and incorporates a priori information about the
recognizer. When compared to WDCM, BBCM dramatically
improves the discrimination of misrecognized words. BBCM
can also provide more symmetrical false acceptation and false re-
jection curves if applied with WDCM in combination with word
maximum hypothesis log-likelihood. It is worth emphasizing
that, as a probability, BBCM is more applicable to stochastic
adaptation algorithms and to the OOV problem. Finally, the
approach presented here has not been found in the literature.

II. BBCM

Several word features could be extracted from the Viterbi
decoding [1]: mean acoustic likelihood score, mean differ-
ence from maximum score, number of N-best, and number of
acoustic observations. Notice that WDCM is a word feature
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itself in this context. If WF denotes a given word feature,
BBCM is defined as

BBCM WF is correct WF
WF is correct is correct

WF
(2)

where the event “ is correct” corresponds to the fact that
word , which is contained at least in one of the N-best hy-
potheses, was properly recognized (i.e., it is in the transcription
of the testing utterance). Notice that BBCM WF is a prob-
ability itself. Moreover, the distributions WF is correct
and WF and the probability is correct provide infor-
mation about the recognition engine performance.

In this letter, BBCM was tested with the following word fea-
tures: WDCM and ML , where

is the word index. ML is the maximum hypothesis log-likeli-
hood within the N-best list, where is found. The use of ML
is motivated by the fact that WDCM is a ratio of summation of
likelihoods, so the real value of the hypothesis likelihood is lost.
Observe that BBCM could be applied to any other feature ob-
tained from the Viterbi decoding.

A. Probability of a Word Is Correct Given WDCM

The probability BBCM(WDCM ) ) is correct WDCM )
is estimated according to

is correct WDCM
WDCM is correct is correct

WDCM
(3)

The functions WDCM is correct and WDCM ,
and the probability is correct are computed with the
evaluation data that are different from the training and testing
databases. WDCM is correct and WDCM were
approximated with discrete probability distributions, as shown
in Fig. 1.

B. Probability of a Word Is Correct Given ML

The probability BBCM ML is correct ML is es-
timated according to

is correct ML
ML is correct is correct

ML
(4)

ML is correct and ML are modeled with Gaussian
probability density function (pdf). As mentioned in Section
II-A, these pdfs and is correct are computed with the
evaluation database. Fig. 2 shows ML is correct and

ML .

C. Combining the Information From Several Word Features

Employing several word features should lead to more reliable
confidence evaluations. If WF WF WF are the word

Fig. 1. A priori distribution probabilities with WDCM.

Fig. 2. A priori pdfs with ML .

features used in the confidence analysis, BBCM will correspond
to

BBCM WF WF WF

is correct WF WF WF (5)

Estimating the distributions (WF , WF , , WF is
correct) and WF WF WF to compute (5) usu-
ally requires a high amount of data. To counteract this limitation,
BBCM WF WF WF could be approximated as

BBCM WF WF WF BBCM WF

BBCM WF BBCM WF (6)

Approximation in (6) loses accuracy if WF WF WF
are statistically dependent. However, despite the fact that the
word features are not independent, (6) could still be considered a
confidence metric. The combination of word features according
to (6) was tested with WDCM and ML in this letter

BBCM WDCM ML BBCM WDCM BBCM ML (7)
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III. EXPERIMENTS

The approach proposed in this letter was tested with a
Spanish database recorded on the telephone line. Users phoned
to a ASR-based cinema enquiry system implemented with
Galaxy II [8] at the Speech Processing and Transmission Lab.,
Universidad de Chile. The dialogue sequence was as follows:
First, the system asked the user to choose one film from of
a list composed of 80 films; second, the system prompted
for the name and neighborhood of the cinema; and finally,
the user had to say if he/she wanted to go to the cinema in
the morning, afternoon, or evening. The ASR employed a
language model based on trigrams and allowed the user to
employ natural language to input the information required by
the system. The vocabulary was composed of 221 words. The
training database corresponded to 13 897 utterances. All of
the training signals were employed to train the CDHMMs.
The distributions WDCM is correct WDCM

ML is correct and ML in (3) and (4) and the a
priori probability is correct were evaluated with 2826
evaluating utterances. N-best analysis was based on the ten best
hypotheses obtained from Viterbi algorithm. The
testing database corresponded to 1036 utterances.

Thirty-three MFCC parameters per frame were computed:
the frame energy plus ten static coefficients and their first and
second time derivatives. Spectral subtraction and stochastic
weighted Viterbi was applied as in [9]. Cepstral mean nor-
malization (CMN) was also employed to reduce the channel
distortion. Each triphone was modeled with a three-state
left-to-right topology without skip-state transition, with eight
multivariate Gaussian densities per state with diagonal covari-
ance matrices. Recognized words (RW) are those contained
in the N-best hypotheses with confidence measures above a
given threshold. Testing words (TW) are those contained in
the transcription of the testing utterances. As a consequence,
false acceptation (FA) and false rejection (FR) errors were
estimated as
and ,
respectively. Equal error rate (EER) is defined as the intersec-
tion of FA and FR curves. Results are presented in Tables I and
II and Fig. 3. The system gave a WER equal to 13.1%.

IV. DISCUSSION AND CONCLUSION

As can be seen in Fig. 1, the range of WDCM was
logarithmically divided in ten intervals from to 1,
where the last interval corresponds to WDCM .

WDCM is correct and WDCM show a high
concentration in the highest interval but are also fuzzily dis-
tributed when WDCM tends to zero. According to Fig. 2,

ML is correct and ML are highly overlapped but
their means are different, which in turn suggests that ML may
still provide some useful information to asses the result of
Viterbi decoding.

As shown in Table I, BBCM WDCM (3) and the com-
bination with ML BBCM WDCM BBCM ML (7),
gave an EER that is 2% lower than the one provided by the
ordinary WDCM (1). Moreover, as can be seen in Fig. 3,
BBCM WDCM dramatically improves the discrimination

TABLE I
EQUAL ERROR RATE WITH THE CONFIDENCE METRICS PROPOSED HERE

TABLE II
AVERAGE jg(WF)j WHERE g(:) IS DEFINED AS IN (8), AND WF IS

EQUAL TO WDCM AND BBCM(WDCM )

Fig. 3. FA (—) and FR (- - - -) curves: (a) WDCM. (b) BBCM with WDCM.
(c) BBCM with ML. (d) BBCM(WDCM ) � BBCM(ML ).

of misrecognized words when compared to WDCM : The
BBCM WDCM threshold that increases the FA error within
RW is much more distinguishable. This problem could be
analyzed from the pattern recognition theory point of view,
and the following discriminant function can be defined for this
“two-category case”[10]:

WF is correct WF is not correct WF

(8)

where WF is a given word feature. The higher the discrimi-
nant function, the lower the classification error rate. Table II
shows the average WF , where WF is equal to WDCM
and BBCM WDCM . As can be seen in Table II, the av-
erage BBCM WDCM is 92% higher than the average

WDCM . Consequently, BBCM WDCM provides a dis-
criminative ability 92% higher than the one given by WDCM
to decide if is correct or not.
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When compared with WDCM and BBCM(WDCM ),
BBCM(WDCM ) BBCM(ML ) provides more symmetrical
FA and FR curves, i.e., the resolution of the FR curve increases
when the BBCM threshold is higher than 0.1. In other words,
the estimation of a threshold as a function of a given FR
rate should be more reliable. Nevertheless, the increase in
the resolution of the FR curve could also be interpreted as a
reduction in the discrimination ability, as discussed above. This
is due to the fact that ML still gives some useful information
about recognized words (see Fig. 2), although it is not a very
discriminating confidence measure itself.

It is worth emphasizing that BBCM is a probability, which
is interesting from the practical and theoretical point of view.
Consequently, BBCM is more applicable to stochastic adapta-
tion and OOV algorithms. Finally, the applicability of BBCM to
other word features is suggested as future work.
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