Correlations between mining and seismicity for re-entry protocol development
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A B S T R A C T

Re-entry protocols are a strategic approach for controlling risk after large magnitude events or blasts in seismically active mines by monitoring the return of seismicity to background levels. Restricting access to areas of a mine affected by seismicity for sufficient time to allow this decay to occur is the main approach in most re-entry protocols. In the present study mining and seismicity are correlated for re-entry protocol development by using a uniform statistical technique for the identification of background levels. The relations are established relying on a theoretical framework that links the productivity of seismicity with the decay time of seismic sequences. Three case histories are presented and analyzed, selected to illustrate the possible effects of factors, such as: volume of mined rock, depth, and magnitude of large events, on the decay time of mining-induced seismic sequences. Positive significant correlations between the decay time and the mining factors studied here are found.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Immediately following large seismic events/rockburst or blasts in seismically active mines, there is a short-term increase in levels of seismicity, which gradually decays to background levels. During this time of elevated seismicity the risk of seismic events with sufficiently high magnitude to cause damage is also high and therefore the policy adopted by mines is to restrict access to the affected areas for a time period (space–time exclusion zone). This is the re-entry protocol.

In mines, the decay period is generally a matter of hours, but at the crustal scale, aftershocks can continue over months or years following the main event. This decay phenomenon is referred to as the modified Omori’s law [1–3], which can be viewed as a complex relaxation processes occurring after a main event [4].

Based on a survey of current re-entry practices at 18 seismically active mines [5], generally, the decision to re-enter an affected area is based on the requirement for the rate of the monitored seismic parameter to return to a previously defined background level for a specified time window. If the rate exceeds the pre-set threshold during that time, the re-entry restriction continues. Fig. 1 illustrates these concepts for the event count parameter after a 2.4Mn (Nuttli scale) rockburst at the Copper Cliff North Mine. At each time t after the main event, the rate is calculated by performing a linear regression on the cumulative seismic parameter (Fig. 1b) using the data from a retrospective time window tw, the process being repeated at successive times by using a time shift ts. In Fig. 1c a 2 h time window with a 0.1 h shift was used to evaluate the seismicity rate. Re-entry is defined at the first point in the seismic sequence where the rate of the monitored seismic quantity is comparable to or lower than background levels.

The definition of when mining seismicity will be at background levels can be a challenging process for the development of re-entry protocols [6]. Based on the results of the survey, most mines have identified, at a basic level, typical background levels for re-entry protocol development.

The primary purpose of this paper is to establish statistical correlations between mining factors and the decay time of mining-induced seismic sequences. To accomplish this we have first developed a method for estimating background levels of seismicity rate for re-entry protocol development in connection with current re-entry practices. We then show a theoretical framework that links the productivity of seismicity with the decay time of seismic sequences. Finally, the method developed for estimating background levels of seismicity is applied to several case histories and used to correlate the decay time after blast and large magnitude events with mining factors, such as: volume of mined rock, depth and magnitude of the main event.
2. Data and methods

2.1. Sources of data

Mainly seismic data from two mining sites: Creighton and Macassa, is used throughout this paper. In the following sections, a brief description of the microseismic monitoring systems, mining method and geology of each site is provided.


Creighton mine is located on the southern rim of the Sudbury Igneous complex. The orebodies at Creighton mine are of the contact, footwall and offset deposits and are characterized by a number of late-stage faults and shear zones. The ore is typically mined using a slot-slash mining method with pillarless, top-down and center-out mining sequence. The stopes are backfilled with cemented paste fill. The study region corresponds to the Creighton Deep, between the 6600 and 7800 levels (between 1828 and 2377 meters below surface). The underground microseismic monitoring system covering this area consists of 24 uniaxial and seven triaxial accelerometers. During the study period (January–December of 2008) a total of 26,176 microseismic events were located within this volume with moment magnitudes between −2.8 and 0.9, with the highest frequency of events occurring at the magnitude bin of −1.5 (Fig. 2a).

2.1.2. Macassa, Kirkland lake. 5036 Longhole stopes.

The mining block under study is composed of a set of primary, longitudinal, continuous retreat sublevel longhole stopes with delayed paste backfill at a depth below surface of 1500 m. The underground microseismic monitoring system surrounding the zone consists of a dense array of 66 uniaxial accelerometers. The volume of interest consists of approximately 150 m × 100 m × 100 m. During the study period (December 2004–May 2007) a total of 10,351 microseismic events were located within this volume with moment magnitudes between −1.7 and 0.7, with the highest frequency of events occurring at the magnitude bin of −1.2 (Fig. 2b). The geotechnical domains include very brittle, massive, high-strength tuff rocks in the hangingwall and massive-to-moderately jointed high strength orebody in a series of sub-parallel faults striking northeast, which dip steeply (∼70°) to the south. The footwall consists of a medium-strength blocky basic syenite. Stope dimensions are approximately 3 m in thickness and 30 m width. The dominant geological structure of the zone is a single major fault intersecting the stopes.
which can be parallel to the hangingwall or footwall contact or be the actual contact itself. Inclusions are infrequent and discontinuous.

2.2. Identification of seismic sequences and magnitude filtering

There is no standard definition of aftershocks, but several are used for specific purposes [7–14]. Molchan and Dmitrieva [15] argue that aftershock identification depends on the research goals. Our principal objective is to reflect current re-entry practices where the seismic data is used for re-entry protocol decision-making in a specified volume without any formal consideration of the spatial distribution of seismicity [5] and [16]. Therefore, the analysis is relaxed to the temporal identification of seismic sequences without spatial dependence.

For a specified zone or target volume, seismic sequences are identified in time by the following approaches. The first involves using the identification provided by the mine personnel. When this identification is not available or reliable, the start of a sequence is identified by the ratios method [17]. This method evaluates the ratio \( r_{NB} = T_{NB}/T_{NA} \), where \( T_{NB} \) and \( T_{NA} \) are the time of occurrence of the \( N^{th} \) and \( N^{th} \) event following and preceding the principal event, respectively. The beginning of the sequence is identified if \( r_{NB} \) is smaller than a critical value \( r_{c} \) generated by a Poisson process with a certain probability. For our analysis, we set \( N_A = 1 \), \( N_B = 5 \) with a probability of 1%, giving a critical value of \( r_{c} = 0.002 \) [17]. We define the start of the seismic sequence if \( r_{5} \) is smaller than \( r_{c} \) for a group of at least three consecutive events. The first event of this group is identified as the principal event of the sequence regardless of its magnitude.

Note that the objective of this scheme is to identify in time, within a specified volume, the beginning of a seismic sequence based on spikes of event rate (Fig. 3) and does not attempt to classify events as foreshocks or aftershocks. Also no restriction is applied to the magnitude of the aftershocks to be less than the first event in the sequence.

After the seismic sequences were identified, a cut-off magnitude \( M_c \) filter, selected at the magnitude bin with the highest frequency of events in a non-cumulative frequency-magnitude distribution [18] and [19], was applied. The effect of this filter is to provide some degree of uniformity to the data as events below this magnitude level may not be fully recorded by the microseismic monitoring system.

![Fig. 2. Non-cumulative frequency–moment magnitude distributions for the recorded microseismic events and blasts during 2008 at Creighton Deep (frame a) and from December 2004 to May 2007 at the Macassa-5036 Longhole stopes mining zone (frame b). The magnitude bin with the highest frequency of events is indicated with an arrow.](image)

![Fig. 3. Example of the seismic sequences identified by the ratios method for a time period of two months at the Macassa-5036 Longhole stopes (events labeled as blasts are identified by stars).](image)
3. Background levels of seismicity rate

Currently there is no recognized method to decide when mining seismicity is at background levels and practices vary across the industry. The most common approach is to set maximum and minimum mine-wide background levels [6]. For the minimum level, a maintenance shutdown period with no mining activities is used, which has resulted in extremely long re-entry times. For the maximum level, data is used from specific days in which no anomalous seismic events or large crown blasts occurred. Based on a superposition of seismicity on a 24-h chart a practical method for estimating an upper bound of normal levels of seismic activity was provided [5]. In the crustal seismology literature several methods are used to define background levels as the independent temporal component, which yields the time series similar to a Poisson process [20] and [21]. The resulting seismicity levels using these methods can be substantially low for re-entry purposes [5].

The proposed technique is justified using rate histograms. Instead of subjectively selecting individual days for defining normal levels, the seismicity rate is continuously evaluated for the time period and volume of interest using a time window regression technique coincident with the one used for re-entry purposes. Current re-entry practices indicate that the most common regression window is 2 h [5]. To illustrate the technique, Fig. 4a presents the resulting event rate time series after an $M_n=2.4$ rockburst. In this case an approximately constant level between hours 11.2 and 20.3 is observed, indicating that most of the physical readjustments imposed by the rockburst have been released during the first 12 h. We suggest the use of this approximately constant level as representative of the background levels for re-entry protocol development. Note that rigorously speaking the decay still continues during this approximately constant level, but as observed in Fig. 4a there is no reason for delaying re-entry as the maximum change in rate has already occurred and it may take several hours to achieve a stable lower level of seismicity rate. Using the rate time sequence, the rate histogram and cumulative descending distributions (CDD) are built (Fig. 4b). To represent the rate histogram the data was divided into logarithmic intervals of 0.05. Note that the rate histogram and the CDD are normalized by the most frequent level of seismicity rate and by the total population, respectively, so they both take values from zero to one. For this particular seismic sequence the seismicity rate distributions (Fig. 4b) presents a bimodal feature; however, a pronounced most repeated level of occurrence of seismicity rate in time is observed, coincident with the approximately constant rate level previously identified in Fig. 4a.

The proposed method can be applied to any regressed seismic source parameter of interest and for any particular time period or target volume. This approach is used in Section 5 to define background levels for the entire available seismicity catalog at the two sites under study and for back-analysis of isolated seismic sequences at different mine sites.

4. Theoretical framework relating the productivity of seismicity and decay time

In this section we propose a theoretical development to demonstrate the link between the productivity of seismicity and decay time to background levels. Generally, the time decay of aftershocks is represented by the modified Omori’s law. Statistical evidence for the validity of this law applied to mining seismicity and preliminary guidelines on how to use it for re-entry protocol development were proposed [16] and [22]. A generic decay-law formula can be formulated by

$$r(t) = \frac{d\Omega}{dt} = \frac{K}{(c+ct)^p}$$

(1)

where $r(t)$ is the rate at time $t$ measured from the principal event, $\Omega$ is the accumulated seismic quantity of interest until time $t$, and $K$, $c$ and $p$ are adjustable parameters. The productivity of seismicity $\Omega$ can be conveniently expressed as a function of the seismic moments at each $N$th event after time zero by

$$\Omega = \sum_{i=1}^{N} (M_{0i})^\zeta$$

(2)

where $(M_{0i})^\zeta$ is the $i^{th}$ seismic moment after time zero for $\zeta = 1$, event count for $\zeta = 0$ referred to as the modified Omori’s law, and similar to Benioff strain [23] for $\zeta = 0.5$, known in the mining industry as seismic work [24]. Values of $\zeta = 1$ and $\zeta = 0$ give...
dominating weights to the largest and smallest events within the analysis, respectively, while fractional values of \( \zeta \) provide filters that modify the relative contributions of events in different magnitude ranges [25].

From Eq. (1) the predicted cumulative seismic quantity on a time interval \([T_A, T_B]\) is given by

\[
\Omega_{T_B - T_A} = \int_{T_A}^{T_B} n(t) dt = \begin{cases} 
K \ln(c + T_B) - \ln(c + T_A) & \text{for } p = 1 \\
K(c + T_B)^{1-p} - (c + T_A)^{1-p} / (1-p) & \text{for } p \neq 1 
\end{cases}
\]

(3)

From Eq. (3) the parameter \( K \) can be related to the total measured cumulative seismic quantity on a time interval \([T_A, T_B]\) and the other two parameters \( c \) and \( p \) by

\[
K = f(T_A, T_B, c, p) \Omega_{T_B - T_A}
\]

(4)

with

\[
f(T_A, T_B, c, p) = \begin{cases} 
\frac{1}{(c + T_A)^{1-p}} & \text{for } p = 1 \\
\frac{(1-p)}{(c + T_B)^{1-p}} & \text{for } p \neq 1 
\end{cases}
\]

(5)

Eq. (4) suggests that the parameter \( K \) is in direct proportion to \( \Omega_{T_B - T_A} \). This is confirmed in Fig. 5 for the case of event count \( \xi = 0 \) where the parameter \( K \) is plotted as a function of the measured number of events \( N \) for 252 mining-induced seismic sequences from 7 different mines sites in Ontario, Canada analyzed by [16] and [22]. The parameters \( K, c, \) and \( p \) for these sequences were estimated by maximum likelihood [26] for the time interval where Eq. (1) statistically satisfies power-law decay, i.e., \( c = 0 \). The implication of the average correlation between \( K \) and \( N \) observed in Fig. 5, for a variety of \( T_A, T_B \) and \( p \) values, is that for practical purposes the function \( f(T_A, T_B, c, p) \) can be considered as a constant, and therefore the parameter \( K \) is proportional to \( \Omega_{T_B - T_A} \).

Eq. (1) can also be used to estimate the time required for the seismic sequence to decay to some predefined background level of seismicity rate \( B \)

\[
t_d^B = \left( \frac{K}{B} \right)^{1/p} - c
\]

(6)

Eq. (6) indicates that a seismic sequence with a higher \( K \) value will result in a longer decay time to reach a certain level of seismicity rate \( B \) for given values of \( p \) and \( c \). Note that the correlation between \( t_d^B \) and \( K \) is not necessarily linear and will depend on the average \( p \) value of the zone under study.

The analysis reveals that if a correlation can be established between a physical process and the productivity of seismicity in a given seismic environment, then a similar correlation between the decay time and the physical process should be expected. In the next Section, this will be demonstrated using case histories.

5. Case histories

5.1. Volume of mined rock

The dependency between seismic activity and the volume of extracted rock has long been recognized from theory and observations [27–30]. These models state that when a volume of rock \( V_m \) is removed at time \( t_0 \) the cumulative seismic moment released in a specific volume and within a given period of time is proportional to \( V_m \)

\[
\sum_{i=0}^{N} M_i = \theta V_m
\]

(7)

Note the similarity of Eq. (7) with Eq. (2) for \( \xi = 1 \). The only difference is that in the decay-law formulas the main event is not considered as part of the sequence. The reason why the main event is used in Eq. (7) is that this equation is evaluated continuously in time, while for re-entry purposes the time zero is set at the time of the main event to start the analysis. We found that inclusion of the main event or not in Eq. (7) affects only the constant of proportionality \( \theta \), so in general both definitions are applicable.

The case history presented in this section corresponds to Macassa mine 5036 Longhole stopes. The mining sequence, the identified seismic sequences with their associated cumulative seismic moment for a 24 h period after the principal event, and the corresponding volume of mined rock for each mining step, are indicated in Fig. 6. Given the availability of sufficiently detailed data for this case study, the validity of relationship (7) is tested. Fig. 7a presents the cumulative seismic moment as a function of the mined volume. An overall linear correlation between the two parameters can be recognized, with the average release of seismic moment in the zone increasing at a rate of approximately \( 44 \pm 4 \times 10^6 \) (Nm/ton). This correlation, between the seismic moment release and mined volume, and Eq. (4) indicates that the parameter \( K \) must also be proportional to the mined volume and that, in general, the time for a seismic sequence to decay to a certain level of seismic moment rate should increase as the volume of extracted rock increases.

Next, the decay time to a predefined rate level is estimated and correlated with the volume of mined rock. The most frequent level of seismic moment rate \( B_{min} \) was established for the complete available seismic catalog and used to estimate the decay time after each mining step using a 2 h regression window and 0.1 h shift. Fig. 7b presents the seismic moment decay times \( t_d^B \) as a function of the mined volume in the zone. There is no improvement in the fit by assuming a power-law compared to the linear fit (Fig. 7b). Therefore, a linear increase in the decay time of approximate 0.011 (h/ton) is observed.

Note that the above analysis is simplified and there is a possible interaction of induced stresses between stopes that we have not included in the analysis. Also, the response of each stope may be affected by the fault crossing the zone. However, if the
correlation between decay time and mined volume is tracked and updated continuously as mining progresses it could be used to estimate in advance the decay time of the rock mass for a new mining step.

5.2. Depth

Although there is considerable scatter in the measured in-situ stress databases at any given depth, a linear or exponential model is generally assumed as a best fit trend [31]. It is expected, therefore, that an increase in mining depth will result in an increase in the magnitude and frequency of mining seismicity [32,33]. Fig. 8 presents the distribution of mining seismicity as a function of depth for different moment magnitude ($M_w$) levels at Creighton Deep. It is seen that under the current mining scale and conditions, there is an exponential increase in the frequency of mining events for almost all magnitude bands. Also, larger microseismic events seem to occur in the deepest part of the orebody. As a reference the best fit line is shown for events with $M_w \geq -1.6$.

Correlation between the total number of microseismic events and depth, and the theoretical development presented in Section 4 may suggest that as mining progresses to deeper levels the time for a seismic sequence to decay to background levels will increase. Based on these observations the decay time of seismic work as a function of depth was evaluated. First, the most frequent level of seismic work rate ($B_{SW}$) was evaluated for the entire seismic catalog using a 2 h regression window and 0.1 h shift. Next, the identification of seismic sequences provided by the mine personnel was used. For each sequence the location of the principal event was considered as representative of the depth of the sequence. The estimated decay time to reach $B_{SW}$ after each principal event are presented in Fig. 9 as a function of depth. The identification of the type of principal event (reported or blast) was obtained from the mine database, where reportable incidents are defined as seismic events that are felt on surface or underground and are also typically recorded by the on-site strong ground motion seismic system. Inspection of Fig. 9 provides the following:

1. The longest two decay times correspond to reported incidents.
2. There are few cases (10%) with decay times longer than 8 h.
3. Decay times longer than 10 h only occur at depths greater than 2100 m.

4. The distribution of the decay time (Fig. 9b) increases exponentially with depth with the same proportional constant of the distribution of microseismicity with depth (Fig. 8).

This dependence with depth indicates that as the in-situ stresses increase, and for sustained mining conditions, the rock mass will take more time to respond to a new mining configuration.

5.3. Ontario large magnitude event database

To provide some guidance on the possible decay time and exclusion zone size after large magnitude events, data was collected from several mine-wide rockbursts and large magnitude events at different sites in Ontario. Table 1 presents the cases collected so far together with some of their characteristics, including: Nuttli ($M_n$) magnitude scale, date, total duration of mined volume, seismic moment decay time, and the number of events.

![Fig. 7](image1)

Fig. 7. (a) Total seismic moment after each mining step as a function of the volume of mined rock. (b) Seismic moment decay time as a function of the volume of mined rock.

![Fig. 8](image2)

Fig. 8. Distribution of mining seismicity as a function of depth for different moment magnitude levels at Creighton Deep.

![Fig. 9](image3)

Fig. 9. Seismic work decay time as a function of depth (frame a) and distribution of seismic work decay time as a function of depth (frame b).
the sequence \( t_{BEC} \) determined by the ratios method, and the total number of events \( N \) associated with each sequence. In this paper, the Nuttli (\( M_n \)) scale is used to express the magnitude of large seismic events for mines in the Canadian Shield. Over the range of primary interest in mine seismicity (\( M_n = 1.5–4.0 \)), the \( M_n \) scale records magnitudes about 0.3–0.6 units greater than the \( M_p \) scale [34]. In the following, all microseismic events regardless of location error, number of sensors used in the location and moment magnitude are used for the analysis.

First, the decay time of the sequences is analyzed. In order to compare the decay times of different sites it is necessary to use a normalized and uniform criterion independent of the site specific nature of seismicity. A common most frequent level of seismicity rate may not exist for all the sites. Therefore, individual rate-histogram plots were examined for each seismic sequence, and the most frequent level of event count rate \( B_{EC} \) was determined. The resulting values are included as a reference in Table 1. The decay time \( t_{BEC} \) is defined as the time to decay to this individual most frequent level of event count rate. An example of this application was already presented in Fig. 4. The premise behind this methodology is that seismic sequences in different seismic environments have their own delay time of significant readjustment indicated by the beginning of the most frequent level of seismicity rate. Using this criterion the back-analysis of the seismic sequences was performed.

Once the decay time was estimated the spatial extent of the events was analyzed. For simplicity, the exclusion zone is represented by a sphere. In some cases, we found that the first event in the sequence was not necessarily associated with the cluster of seismicity. Considering that this can be attributed to an unusual location of the selected first event, the centroid of seismicity occurring during the first hour after the principal event was used as the center of the sphere. This point ensured a better statistical representation of the size of the affected zone. The best fit spherical radius was estimated by least squares using only events that occurred before the decay of the sequence to the most frequent level of seismicity rate. This ensures that only events associated to the maximum change in rate of the sequence are included in the exclusion zone.

Fig. 10 presents the resulting decay times for the event count parameter and the best fit spherical radius as a function of the Nuttli magnitude for the 22 sequences analyzed. Despite some natural dispersion in the data, a remarkable and significant exponential increase in the decay time and the spherical radius representing the exclusion zone can be recognized as the Nuttli magnitude of the event increases.

6. Discussion

The definition of background levels of seismicity rate based on selection of single days may not be completely representative of a common process in time in a given seismic environment. A procedure for estimating seismicity rate thresholds for re-entry protocol development was proposed. This technique is based on the physical concept that the most frequent level of seismicity

<table>
<thead>
<tr>
<th>#</th>
<th>Site</th>
<th>Date</th>
<th>( M_n )</th>
<th>( t_{BEC} )</th>
<th>( B_{EC} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>10/13/2006</td>
<td>1.1</td>
<td>27.3</td>
<td>48</td>
</tr>
<tr>
<td>2</td>
<td>Copper Cliff North</td>
<td>09/30/2004</td>
<td>1.9</td>
<td>25.6</td>
<td>51</td>
</tr>
<tr>
<td>3</td>
<td>Copper Cliff North</td>
<td>11/30/2004</td>
<td>2.4</td>
<td>29.9</td>
<td>855</td>
</tr>
<tr>
<td>4</td>
<td>Copper Cliff North</td>
<td>06/10/2005</td>
<td>2.1</td>
<td>10.3</td>
<td>172</td>
</tr>
<tr>
<td>5</td>
<td>Copper Cliff North</td>
<td>06/11/2006</td>
<td>2.8</td>
<td>72.1</td>
<td>1880</td>
</tr>
<tr>
<td>6</td>
<td>Copper Cliff North</td>
<td>09/24/2008</td>
<td>2.4</td>
<td>69.4</td>
<td>164</td>
</tr>
<tr>
<td>7</td>
<td>Copper Cliff North</td>
<td>09/11/2008</td>
<td>3.8</td>
<td>165.6</td>
<td>1411</td>
</tr>
<tr>
<td>8</td>
<td>Craig</td>
<td>06/22/2007</td>
<td>2.2</td>
<td>37.5</td>
<td>507</td>
</tr>
<tr>
<td>9</td>
<td>Creighton</td>
<td>11/29/2006</td>
<td>4.1</td>
<td>165.3</td>
<td>3742</td>
</tr>
<tr>
<td>10</td>
<td>Creighton</td>
<td>06/15/2007</td>
<td>3.0</td>
<td>27.6</td>
<td>591</td>
</tr>
<tr>
<td>11</td>
<td>Creighton</td>
<td>10/07/2007</td>
<td>3.1</td>
<td>53.6</td>
<td>801</td>
</tr>
<tr>
<td>12</td>
<td>Creighton</td>
<td>10/17/2007</td>
<td>1.0</td>
<td>18.4</td>
<td>86</td>
</tr>
<tr>
<td>13</td>
<td>Creighton</td>
<td>11/20/2007</td>
<td>0.6</td>
<td>9.3</td>
<td>24</td>
</tr>
<tr>
<td>14</td>
<td>Creighton</td>
<td>02/07/2008</td>
<td>2.4</td>
<td>45.9</td>
<td>197</td>
</tr>
<tr>
<td>15</td>
<td>Creighton</td>
<td>04/17/2008</td>
<td>1.5</td>
<td>7.1</td>
<td>23</td>
</tr>
<tr>
<td>16</td>
<td>Creighton</td>
<td>12/06/2008</td>
<td>2.9</td>
<td>25.3</td>
<td>161</td>
</tr>
<tr>
<td>17</td>
<td>Creighton</td>
<td>03/14/2009</td>
<td>2.6</td>
<td>197.7</td>
<td>2933</td>
</tr>
<tr>
<td>18</td>
<td>Fraser</td>
<td>10/16/2008</td>
<td>2.4</td>
<td>14.0</td>
<td>86</td>
</tr>
<tr>
<td>19</td>
<td>Garson</td>
<td>12/05/2008</td>
<td>3.3</td>
<td>14.4</td>
<td>117</td>
</tr>
<tr>
<td>20</td>
<td>Kidd Creek</td>
<td>03/02/2006</td>
<td>1.6</td>
<td>23.5</td>
<td>223</td>
</tr>
<tr>
<td>21</td>
<td>Kidd Creek</td>
<td>01/06/2009</td>
<td>3.8</td>
<td>71.6</td>
<td>116</td>
</tr>
<tr>
<td>22</td>
<td>Macassa</td>
<td>07/12/2008</td>
<td>3.1</td>
<td>469.7</td>
<td>583</td>
</tr>
</tbody>
</table>

Fig. 10. Event count decay times (frame a) and best fit spherical radius (frame b) as a function of the Nuttli magnitude for different seismic sequences in Ontario mines.
rate is the state in which the rock mass is most likely to be most of the time, and that blasts and large magnitude events disrupt the equilibrium. This is a major improvement in the standardization and development of re-entry protocols. It can be applied to a complete catalog for evaluating the global response of the seismic environment or to isolated seismic sequences for back-analysis. There is also almost no need for interpretation, as the most frequent level is selected automatically by the scheme.

Three case histories were reviewed, selected to illustrate the possible effects of factors such as: volume of mined rock, depth, and magnitude of large events, on the decay time of mining-induced seismic sequences.

A significant positive linear correlation was established between the volume of mined rock and the decay time of seismic moment. This correlation is an effect of the influence of stress changes resulting from stope enlargement during blasting. By using this correlation it is possible to estimate in advance the decay time response of the rock mass to a new mining configuration. This can be particularly useful for developing a proactive re-entry protocol that can be adjusted as new data becomes available.

Using data from the Creighton Mine, microseismicity was shown to correlate with depth. An exponential increase in the frequency of mining seismic events for almost all magnitude bands was observed. As mining progresses to deeper levels, and for a sustained mining condition, a larger number of seismic sequences with longer decay times are found. This is a direct consequence of the in-situ stresses that increase with depth.

Preliminary correlations for estimating the decay time and size of the exclusion zone based on the Nuttli magnitude of the main event were proposed. This is a major development for mines with less experience, developing their first re-entry protocol, and for areas with poor coverage of the microseismic monitoring system. The dispersion in Fig. 10 not only reflects the site specific nature of seismicity but also suggests that the mechanism of the sequence may play a role in determination of the decay time. It is expected that for mining-induced seismic sequences, the mechanism involved (e.g., pillar burst, fault slip, strain burst) may play a role in the aftershock productivity. This has been accounted for in the crustal literature by considering aftershock statistics separately for intraplate and interplate earthquake sequences. The database of seismic sequences following large magnitude events from Ontario mines needs to be extended, in terms of both information on currently included cases and addition of more cases. A more refined classification of the cases with respect to mining factors may help to introduce the mechanism in the proposed correlations. Based on the results of a re-entry protocol survey, some mines were using a spherical radius to restrict access. Distances of less than 50 m were related mostly to strain burst damage and entry mining methods, while distances between 50 and 100 m included open stope mining. Distances larger than 100 m were associated with regional fault slip in certain mines. Inspection of the average correlation determined in Fig. 10b indicates that distances less than 50 m are found for \( M_L \leq 2.2 \), while distances over 100 and 200 m are associated with \( M_L \geq 3.2 \) and \( M_L \geq 4.1 \), respectively. The proposed correlation between exclusion zone and magnitude of the main event corresponds very well with the identified ranges of exclusion zones currently used at the surveyed mines and with previous rockburst classifications systems [37].

7. Conclusions

A method for quantifying background levels of seismicity rate for re-entry protocol development using analysis of standard mining seismic databases was presented. When applied to the case studies reported here, it was shown to produce useable relations for management of seismic risk related to large magnitude events/rockbursts or blasts. This successful demonstration suggests the potential usefulness of the method as a framework for evaluating background levels for re-entry protocol development.

Case histories relating the decay of seismicity with mining activities on the basis of a theoretical framework were presented. These correlations are not intended to replace real-time data analysis. They were developed to quantify and reflect the site specific influence of diverse mining factors on the decay time response of the rock mass. However, the presented methodology should be widely applicable.

Several controlling parameters in the decay time of mining-induced seismic sequences were presented, such as: volume of mined rock, depth and magnitude of main event; however, there is insufficient data to rank their relative importance and provide a methodology of how to account for these factors for a general re-entry protocol. It is suggested that this could be a productive area for further investigation.
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