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Abstract We study the probabilistic evolution of a birth and death continuous time
measure-valued process with mutations and ecological interactions. The individuals
are characterized by (phenotypic) traits that take values in a compact metric space.
Each individual can die or generate a new individual. The birth and death rates may
depend on the environment through the action of the whole population. The offspring
can have the same trait or can mutate to a randomly distributed trait. We assume that
the population will be extinct almost surely. Our goal is the study, in this infinite
dimensional framework, of the quasi-stationary distributions of the process condi-
tioned on non-extinction. We first show the existence of quasi-stationary distributions.
This result is based on an abstract theorem proving the existence of finite eigenmea-
sures for some positive operators. We then consider a population with constant birth
and death rates per individual and prove that there exists a unique quasi-stationary
distribution with maximal exponential decay rate. The proof of uniqueness is based
on an absolute continuity property with respect to a reference measure.
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1 Introduction and main results

1.1 Introduction

We consider a general discrete model describing a structured population with a micro-
scopic individual-based and stochastic point of view. The dynamics takes into account
all reproduction and death events. Each individual is characterized by an heritable
quantitative parameter, usually called trait, which can for example be the expression
of its genotype or phenotype. During the reproduction process, mutations of the trait
can occur, implying some variability in the trait space. Moreover, the individuals can
die. In the general model, the individual reproduction and death rates, as well as the
mutation distribution, depend on the trait of the individual and on the whole popula-
tion. In particular, cooperation or competition between individuals in this population
are taken into account.

To precise these notions let us introduce some notation. For a topological space
A we denote by B(A) the Borel σ -field, by P(A) the set of probability measures on
(A,B(A)) and by M(A) the set of (positive) measures on (A,B(A)).

In our model the set of traits T is a compact metric space with metric d. For conve-
nience we assume diameter(T) = 1. The structured population is described by a finite
point measure on T. Thus, the state space, denoted by A, is the set of all finite point
measures which is a subset of M(T).

In all what follows, the set A will be endowed with the Prokhorov metric which
makes it a Polish space (complete separable metric space). This metric induces the
weak convergence topology for which A is closed in the set of finite positive measures
(See for example [7, Chapter 7] and “Appendix”).

A configuration η ∈ A can also be described by (ηy : y ∈ T) with ηy ∈ Z+ =
{0, 1, . . .}, where only a finite subset of elements y ∈ T satisfy ηy > 0. The finite set
of present traits (i.e., traits of alive individuals) is denoted by

{η} := {y ∈ T : ηy > 0}

and it is called the support of η, its cardinality is denoted by #η. We denote by ‖η‖ =∑

y∈{η}
ηy the total number of individuals in η. The void configuration is denoted by

η = 0, hence #0 = ‖0‖ = 0 and we define A−0 := A \ {0} the set of nonempty
configurations with the induced topology.

The structured population dynamics is given by an individual-based model, taking
into account each (clonal or mutation) birth and death events.
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Quasi-stationary distributions for structured birth and death 193

The clonal birth rate, the mutation birth rate and the death rate per individual with
trait y in a population η ∈ A, are denoted respectively by by(η),my(η) and λy(η). The
total reproduction rate for an individual with trait y ∈ {η} is equal to by(η)+ my(η).
We assume λy(0) = by(0) = my(0) = 0 for all y ∈ T, which is natural for population
dynamics. In what follows we assume that the functions

λy(η), by(η),my(η) : T×A−0 → R+ are continuous and strictly positive. (1)

We notice that λy(η), by(η),my(η) do not necessarily vanish when ηy = 0. This
is not a problem because in the transition rates what matters are the quantities
ηyλy(η), ηyby(η), ηymy(η).

Let σ be a fixed non-atomic probability measure on (T,B(T)), whose support
coincides with T. The density location function of the mutations is g : T × T :→
R+, (y, z)→ g(y, z), where g(y, ·) is the probability density of the trait of the new
mutated individual born from y. It satisfies

∫

T

g(y, z)dσ(z) = 1 for all y ∈ T.

We assume that the function g is jointly continuous. To simplify notations we express
the mutation part using the location kernel G(η, z) : A× T → R

+ given by

∀η ∈ A∀z ∈ T, G(η, z) =
∑

y∈{η}
ηymy(η)g(y, z).

Note that the ratio G(η, z)dσ(z)/
∫
T

G(η, z′)dσ(z′) is the probability that, given there
is a mutation from η, the new trait is located at z. The function G is continuous on
A× T under condition (1) (see Lemma 2.6 below).

We define a continuous time pure jump Markov process Y = (Yt ) taking values on
A using the above transition rates.

We denote by Q : A × B(A) → R+, (η, B) → Q(η, B), the kernel of measure
jump rates given by

Q(η, B) =
∑

y∈{η},η+δy∈B

ηyby(η)+
∑

y∈{η},η−δy∈B

ηyλy(η)+
∫

η+δz∈B

G(η, z)dσ(z).

To simplify notation, sometimes we use Q(η, η′) = Q(η, {η′}).
The total jump rate Q(η) = Q(η,A) at configuration η is always finite and given

by

Q(η) =
∑

y∈{η}
(ηyby(η)+ ηyλy(η)+ ηymy(η))

The construction of this process Y with càdlàg trajectories is the canonical one.
Namely, assume that the process starts from Y0 = η. Then, after an exponential
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time of parameter Q(η), the process jumps to η + δy for y ∈ {η} with probability
ηyby(η)/Q(η), or to η− δy for y ∈ {η}with probability ηyλy(η)/Q(η), or with prob-
ability density G(η, z)/Q(η) (w.r.t. σ ) to a point η + δz for z ∈ T \ {η}. The process
restarts independently at the new configuration.

The process Y can have explosions. We will avoid explosion assuming throughout
the paper that

sup
η∈A

sup
y∈{η}

(by(η)+ my(η)) <∞. (2)

This condition also guarantees the existence of the process (Yt : t ≥ 0) as the unique
solution of a stochastic differential equation driven by Poisson point measures. This
is proved in Sect. 2 following [11,5]. In order to control the martingale properties of
(Yt ), we will assume there exist p ≥ 1 and c > 0 such that

∀η ∈ A : sup
y∈T

λy(η) ≤ c‖η‖p. (3)

Since Q(0) = 0, the void configuration is an absorbing state for the process Y . We
denote by

T0 = inf{t ≥ 0 : Yt = 0}

the extinction time. We will make later on further assumptions ensuring that the process
almost surely extincts when starting from any initial configuration:

∀η ∈ A : Pη(T0 <∞) = 1.

So, in our setting we assume that competition between individuals, often due to the
sharing of limited amount of resources, leads the discrete population to extinction with
probability 1. Nevertheless, the extinction time T0 can be very large compared to the
typical lifetime of individuals, and for some species one can observe fluctuations of the
population size for large amounts of time before extinction ([18,17]). To capture this
phenomenon, we work with the notion of quasi-stationary measure, that is the class
of probability measures that are invariant under the conditioning to non-extinction.
This notion has been extensively studied since the pioneering work of Yaglom for
the branching process in [23] and the classification of killed processes introduced by
Vere-Jones in [22]. The description of quasi stationary distributions (q.s.d.) for finite
state Markov chains was done in [6]. For countable Markov chains the infinitesimal
description of q.s.d. on countable spaces was studied in [16] and [21] among others,
and the more general existence result in the countable case was shown in [10]. For
one-dimensional diffusions there is the pioneering work of Mandl [13] further devel-
oped in [4,14,19] and for bounded regions one can see [15] among others. For models
of population dynamics and demography see [2,12] and [3].

Let us recall the definition of a quasi-stationary distribution.
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Quasi-stationary distributions for structured birth and death 195

Definition 1.1 A probability measure ν supported by the set of nonempty configura-
tions A−0 is said to be a q.s.d. if

∀B ∈ B(A−0) : Pν(Yt ∈ B|T0 > t) = ν(B),

where B(A−0) is the class of Borel sets of A−0 and where as usual we put Pν =∫

A−0

Pηdν(η).

When starting from a q.s.d. ν, the absorption at the state 0 is exponentially distributed
(for instance see [10]). Indeed, by the Markov property, the q.s.d. equality Pν(Yt ∈
dη,T0 > t) = ν(dη)Pν(T0 > t) gives

Pν(T0 > t + s) =
∫

A−0

Pν(Yt ∈ dη,T0 > t + s) = Pν(T0 > t)
∫

A−0

ν(dη)Pη(T0 > s)

= Pν(T0 > t)Pν(T0 > s).

Hence there exists θ(ν) ≥ 0, the exponential decay rate (of absorption), such that

∀t ≥ 0 : Pν(T0 > t) = e−θ(ν)t . (4)

In nontrivial situations as ours, 0 < Pν(T0 > t) < 1 (for t > 0), then 0 < θ(ν) <∞.
We deduce that for all θ < θ(ν),Eν(eθT0) <∞. So, for all θ < θ(ν), ν almost surely
in η it holds: Eη(eθT0) <∞. Then, a necessary condition for the existence of a q.s.d.
is exponential absorption at 0, that is

∃η ∈ A−0, ∃θ > 0, Eη(e
θT0) <∞. (5)

This condition is equivalent to

∃η ∈ A−0, ∃θ ′ > 0, ∃C > 0, Pη(T0 > t) ≤ Ce−θ ′t , ∀t ≥ 0.

1.2 The main results

Let us introduce the global quantities

λ∗ = lim inf
k→∞ inf

η∈A−0

‖η‖=k

inf
y∈{η} λy(η).

�∗ = lim sup
k→∞

sup
η∈A
‖η‖=k

sup
y∈{η}

(by(η)+ my(η)).

Theorem 1.2 Under the assumptions (2), (3), and

�∗ < λ∗ (6)
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there exists a q.s.d. ν such that ‖Y0‖ has exponential moments, that is there exists
a > 0 such that

∫

ea‖η‖ν(dη) <∞.

For all k ≥ 1

θ(ν) = − log

(∫ ‖Y1(η)‖kν(dη)
∫ ‖η‖kν(dη)

)

. (7)

Notice that under the hypothesis (6) and continuity of λy(η) [see (1)] we obtain

inf
η∈A−0

inf
y∈{η} λy(η) > 0. (8)

Theorem 1.2 is proved in Sect. 4. This proof is based on an intermediate abstract
theorem that shows existence of a finite eigenmeasures for some positive operators
(Theorem 4.2). Note that our result contains the case where the total birth rate per
individual is bounded and the death rate per individual is bounded away from 0 and
grows polynomially for large populations.

In Sect. 5, we will introduce a natural σ -finite measure μ and show that abso-
lute continuity with respect to μ is preserved by the process. We study the Lebesgue
decomposition of a q.s.d. with respect to μ.

In Sect. 6 we will study the uniform case, which is given by

∀y ∈ T, η ∈ A−0 : λy(η) = λ, by(η) = b(1− ρ), my(η) = bρ,

where λ, b and ρ are positive numbers with ρ < 1. The property (6) reads λ > b.
In this case Theorem 1.2 ensures the existence of a q.s.d. with exponential decay rate
λ− b. We will prove that this q.s.d. is the unique one with this decay rate, under the
(irreducibility) condition

σ ⊗ σ
{
(y, z) ∈ T

2 : gk0(y, z) = 0
}
= 0, (9)

for some fixed integer k0 ≥ 1. Here gk denotes the iterated mutation kernel defined
recursively by g1 = g and for k ≥ 1

gk+1(x, y) =
∫

T

g(x, z)gk(z, y)dσ(z).

Furthermore, given the weights of the configuration, the locations of the traits under
this q.s.d. are absolutely continuous with respect to σ .
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Quasi-stationary distributions for structured birth and death 197

Theorem 1.3 In the uniform case assume that λ > b and (9). Then there is a unique
q.s.d. ν on A−0, associated with the exponential decay rate θ = λ − b. Moreover ν
satisfies the absolute continuity property,

ν(η ∈ •|η)� σ⊗#η(•).

In this statement, η denotes the ordered sequence of the elements of the support {η},
(the compact metric space (T, d) being ordered in a measurable way, see Sect. 2.1),
and

η = (ηy : y ∈ {η}) (10)

is the associated sequence of strictly positive weights ordered accordingly.

Remark 1.4 It is an open problem to exhibit, in the general case, a q.s.d. with a non
trivial singular part or to prove that this could not happen.

2 Poisson construction, martingale and Feller properties

Recall that (1) and (2) are assumed. We now give a pathwise construction of the pro-
cess Y . As a preliminary result, we introduce an equivalent representation of finite
point measures as finite sequences of ordered elements.

2.1 Representation of the finite point measures

Since (T, d) is a compact metric space there exists a countable basis of open sets
(Ui : i ∈ N = {1, 2, . . .}), that we fix once for all. The representation

R : T → {0, 1}N, z → R(z) = (ci : i ∈ N) with ci = 1(z ∈ Ui )

is an injective measurable mapping, where the set {0, 1}N is endowed with the prod-
uct σ−field. On {0, 1}N we consider the lexicographical order ≤l which induces the
following order on T : z � z′ ⇔ R(z) ≤l R(z′). This order relation is measurable.

The support {η} of a configuration η can be ordered by � and represented by the
tuple η = (y1, . . . , y#η) and the associated discrete structure is η = (η(k) := ηyk :
k ∈ {1, . . . , #η}). Let us define S0(η) = 0 and Sk(η) =

k∑

l=1
ηyl for k ∈ {1, . . . , #η}.

Observe that S#η(η) = ‖η‖. It is convenient to add an extra topologically isolated point
∂ to T. Now we can introduce the functions Hi : A �→ T ∪ {∂} given by H0(η) = ∂
for all η ∈ A and for i ≥ 1

Hi (η) =
{

yk if i ∈ (Sk−1(η), Sk(η)] for k ≤ #η

∂ otherwise
.
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The functions Hi are measurable. We extend the functions b, λ and m to ∂ by putt-
ing b∂ (η) = λ∂(η) = m∂ (η) = 0 for all η ∈ A. The functions Hi will be used to
enumerate in a measurable way all the individuals in the population.

2.2 Pathwise Poisson construction

Let (�,F ,P) be a probability space in which there are defined two independent
Poisson point measures:

• M1(ds, di, dz, dθ) is a Poisson point measure on [0,∞) × N × T × R
+, with

intensity measure ds(
∑

k≥1 δk(di))dσ(z)dθ (the birth Poisson measure).
• M2(ds, di, dθ) is a Poisson point measure on [0,∞)×N×R

+, with the intensity
measure ds(

∑
k≥1 δk(di))dθ (the death Poisson measure).

We denote (Ft : t ≥ 0) the canonical filtration generated by these processes.
We define the process (Yt : t ≥ 0) as a (Ft : t ≥ 0)-adapted stochastic process

such that almost surely and for all t ≥ 0,

Yt = Y0 +
∫

[0,t]×N×T×R+
1{i≤‖Ys−‖}

{

δHi (Ys−)1
{
θ≤bHi (Ys−)(Ys−)

}

+ δz 1{
bHi (Ys−)(Ys−)≤θ≤bHi (Ys−)(Ys−)+m Hi (Ys−)(Ys−)g(Hi (Ys−),z)

}

}

× M1(ds, di, dz, dθ)

−
∫

[0,t]×N×R+
δHi (Ys−) 1{i≤‖Ys−‖}1{θ≤λHi (Ys−)(Ys−)

}M2(ds, di, dθ). (11)

The existence of such process is proved in [11], as well as its uniqueness in law. Its
jump rates are those given in Sect. 1.1 so this process has the same law as the process
introduced in Sect. 1.1. In particular, the law of Y does not depend on the choice of
the functions Hi neither on the order defined in Sect. 2.1.

Observe that the process ‖Y‖ is dominated everywhere by the birth process Z
solution of

Zt = ‖Y0‖ +
∫

[0,t]×N×T×R+
1{i≤‖Zs−‖}1{θ≤C∗}M1(ds, di, dz, dθ), (12)

where

C∗ = sup
η∈A

sup
y∈{η}

(by(η)+ my(η)). (13)

This means that almost surely ‖Yt‖ ≤ Zt .
We will use below the standard notation,

∀K ∈ N : T W
K = inf{t ≥ 0 : W ≥ K }, (14)
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Quasi-stationary distributions for structured birth and death 199

for a real process W . We shall use the notation T Y
K instead of T ‖Y‖K . The following

results are consequences of the above domination.

Proposition 2.1 For any η ∈ A, any p ≥ 1, there exist two positive constants cp and
bp such that for all t0 > 0

Eη( sup
t∈[0,t0]

‖Yt‖p) ≤ cp ebpt0 <∞.

We refer to [11] for the proof.

Lemma 2.2 For any t ≥ 0 and any η ∈ A−0, there is a number c = c(t, ‖η‖) ∈ (0, 1)
such that,

∀K > ‖η‖ : Pη
(

T Y
K ≤ t

)
≤ P‖η‖

(
T Z

K ≤ t
)
≤ c−1e−cK . (15)

Proof Since ‖η‖ < K then T Y
K ≥ T Z

K almost surely. Therefore, for any t ≥ 0, and
any η ∈ A−0

Pη

(
T Y

K ≤ t
)
≤ P‖η‖

(
T Z

K ≤ t
)
.

For a pure birth process (see for example [9]) we have

P‖η‖
(

T Z
K ≤ t

)
= P‖η‖ (Zt ≥ K ) =

∞∑

m=K

(
m − 1
‖η‖ − 1

)

e−C∗‖η‖t (1− e−C∗t
)m−‖η‖

,

where C∗ was defined in (13). The result follows at once from this estimate. ��
Let us introduce the following notation for any integer m ≥ 1

b(m) = sup
0<‖η‖≤m

1

m

∑

y∈{η}
ηy(by(η)+ my(η))

and

λ(m) = inf‖η‖=m
inf

y∈{η} λy(η).

Note that from (2), continuity of the rates, and compactness of T, we have
supm≥1 b(m) < ∞. Moreover, if (8) is satisfied, we have infm λ(m) > 0. More
precisely we have the following result.

Lemma 2.3 Under the hypothesis of Theorem 1.2, we have

lim sup
m→∞

b(m) ≤ �∗ < λ∗ = lim inf
m→∞ λ(m). (16)
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Proof By definition of λ∗ and (6) we need only to prove the first inequality. By defi-
nition of �∗, for any ε > 0, there exists an integer K (ε) such that for any k > K (ε)
we have

sup
‖η‖=k

sup
y∈{η}

(by(η)+ my(η)) ≤ �∗ + ε.

Therefore for m ≥ K (ε)

b(m) ≤ sup
0<‖η‖≤K (ε)

1

m

∑

y∈{η}
ηy(by(η)+ my(η))

+ sup
K (ε)≤‖η‖≤m

1

m

∑

y∈{η}
ηy(by(η)+ my(η)).

This implies

lim sup
m→∞

b(m) ≤ �∗ + ε.

Since this holds for any ε > 0 the result follows. ��

In the next result we shall need the use of X = (Xt : t ≥ 0), a birth and death process
on Z+ = {0, 1, . . .} absorbed at 0, with individual birth rates (b(m) : m ≥ 1) and
individual death rates (λ(m) : m ≥ 1). This means P(Xt+h = m + 1|Xt = m) =
mb(m)h+o(h) and P(Xt+h = m−1|Xt = m) = mλ(m)h+o(h), for m ≥ 1. We will
prove that this birth and death chain X is exponentially absorbed. On the other hand it
is easy to see that irreducibility implies that the condition of exponential absorption of
a birth and death process does not depend on the initial state, and that the exponential
absorption is uniform, namely

∃θ > 0, En
(
eθT

X
0
)
<∞, ∀n > 0,

where T X
0 = inf{t > 0 : Xt = 0}.

Lemma 2.4 Under the hypothesis of Theorem 1.2 the process ‖Y‖ is exponentially
absorbed. Moreover, we have uniform absorption in the sense that

∃θ > 0, Eη

(
eθT0

)
<∞, ∀η ∈ A−0.

Proof We will show that ‖Y‖ is dominated by X , and X is exponentially absorbed.
We introduce a coupling on the subset J of A× N defined by

J = {(η,m) ∈ A× N : ‖η‖ ≤ m} .
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The coupled process is defined by the nonzero rates

J (η,m; η + δy,m + 1) = ηyby(η), y ∈ {η},
J (η,m; η + δz,m + 1)dσ(z) = G(η, z)dσ(z), z �∈ {η},

J (η,m; η,m + 1) = mb(m)−
∑

y∈{η}
ηy(by(η)+ my(η)),

J (η,m; η − δy,m − 1) = λ(m)ηy1‖η‖=m, y ∈ {η},
J (η,m; η − δy,m) = ηy

(
λy(η)− λ(m)1‖η‖=m

)
, y ∈ {η},

J (η,m; η,m − 1) = mλ(m)1‖η‖<m,

J (0,m; 0,m + 1) = mb(m),

J (0,m; 0,m − 1) = mλ(m).

It is immediate to check that the marginals of this process have, respectively, the laws
of Y and X . On the other hand when the coupled process starts from J it remains in
J forever, so the domination follows.

From the coupling the lemma will be established as soon we prove X is exponen-
tially absorbed.

In the sequel Exp[q] denotes the distribution of an exponential random variable
with mean 1/q. Also we put qi = bi + λi for all i ≥ 1.

We claim that starting from any k the time of first visit to k − 1 has exponential

moment, that is there exists θk > 0 such that Ek(e
θT X

k−1) < ∞ for all θ ≤ θk , where
T X

k−1 = inf{t > 0 : Xt = k − 1}. This proves that T X
0 has exponential moment,

starting from any k because Ek(eθT
X

0 ) = ∏1
j=k E j (e

θT X
j−1) which is finite for all

0 < θ ≤ min{θ j : j = 1, . . . , k}.
The condition (16), namely lim sup

m→∞
b(m) < lim inf

m→∞ λ(m), implies there exists i0

such that for i ≥ i0

0 < b
∗
i < λ∗i where b

∗
i = sup

l≥i
bl , λ∗i = inf

l≥i
λl .

From the results in [21], there exists θi ≥ λ∗i − b
∗
i > 0 such that

Ei+1(e
θi T X

i ) <∞.

Therefore the claim is proved for i ≥ i0. The desired property will be proved by
induction on k = i0, i0 − 1, . . . , 1.

Assume that for k ≤ i0 there exists θk such that Ek+1(eθkT X
k ) < ∞. We shall

prove, from this fact, the existence of θk−1 > 0 such that Ek(e
θk−1T X

k−1) < ∞. This
will be done by studying the sequence of times of successive visits to k, starting from
k, before to visit k − 1. Let (Em : m ≥ 1) be a sequence of i.i.d. random variables
with common distribution Exp[qk]. These random variables represent the time spent
at k in each successive visit.
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On the other hand consider (Lm : m ≥ 1) be a sequence of i.i.d. random vari-
ables, where the common distribution is the one of the hitting time at k, under Pk+1.
We also take them independent from (Em). The last ingredient we need is M , a

random variable geometrically distributed with parameter 0 < ε = bk
qk
< 1, that is,

P(M = m) = (1− ε)εm for all m ∈ Z+. M represents the number of excursions from
k to k, previous to visit k − 1 for the first time. We also take M independent from
(Em)m, (Lm)m .

It is straightforward to show that under Pk

T X
k−1 ∼

M∑

m=1

Em +
M−1∑

m=1

Lm ≤
M∑

m=1

(Em + Lm).

Hence we obtain for any θ > 0

Ek
(
eθT

X
k−1
) ≤

∞∑

m=1

(
E

(
eθ(E1+L1)

))m
(1− ε)εm .

We notice that for 0 ≤ θ < θk ∧ qk one has E(eθ(E1+L1)) <∞. From the monotone
convergence Theorem we have

lim
θ↓0

E(eθ(E1+L1)) = 1.

Therefore, there exists θk−1 > 0 such that for all 0 ≤ θ ≤ θk−1

E(eθ(E1+L1)) <
1

ε

and then Ek(e
θk−1T X

k−1) <∞. As previously mentioned the result follows by induction.
��

2.3 Martingale properties

The process Y is Markovian and we describe its infinitesimal generator L , in a weak
form, using related martingales. Given f : A→ R, a measurable and locally bounded
function with f (0) = 0, we define L f as

L f (η) =
∑

y∈{η}
ηyby(η)( f (η + δy)− f (η))

+
∑

y∈{η}
ηymy(η)

∫

T

( f (η + δz)− f (η))g(y, z)dσ(z)

+
∑

y∈{η}
ηyλy(η)( f (η − δy)− f (η)). (17)
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Proposition 2.5 Assume (2) and (3). Let f : R+×A → R be a measurable function
such that for any ξ ∈ A the marginal function f (·, ξ) is continuously differentiable.
We assume f (·, 0) = 0 and we take Y0 = η.

(i) If for any t0 ≥ 0 we have for some finite C(t0) and any η

sup
0≤t≤t0

| f (t, η)| + |∂t f (t, η)| ≤ C(t0)(1+ ‖η‖p−1),

then

M
f

t =: f (t,Yt )− f (0, η)−
t∫

0

(∂s f (s,Ys)+ L f (Ys))ds

is a càdlàg (Ft : t ≥ 0)-martingale.
(ii) If the functions f, ∂s f are assumed to be continuous, or more generally locally

bounded, then M f is a local martingale and the process (M f
T Y

N ∧t
: t ≥ 0) is a

martingale.

Proof Let us first prove (i) for f with compact support. Using (11) we get for all
t ≥ 0

f (t,Yt )− f (0, η)−
t∫

0

∂s f (s,Ys)ds =
∑

s≤t

( f (s,Ys− + (Ys − Ys−))− f (s,Ys−))

=
∫

[0,t]×N×T×R+
1{i≤‖Ys−‖}

{
(

f
(
s,Ys− + δHi (Ys−)

)

− f (s,Ys−)
)
1{
θ≤bHi (Ys−)(Ys−)g(Hi (Ys−),z)

}

+( f (s,Ys− + δz)− f (s,Ys−)) 1{
θ≤m Hi (Ys−)(Ys−)g(Hi (Ys−),z)

}

}

M1(ds, di, dz, dθ)

+
∫

[0,t]×N×R+

(
f (s,Ys−− δHi (Ys−))− f (s,Ys−)

)
1{

i≤‖Ys−‖,θ≤λHi (Ys−)(Ys−)
}

×M2(ds, di, dθ),

where both integrals belong to L1(Pη). Compensating each Poisson measure, using
Fubini’s Theorem, and the fact that

∫
T

g(y, z)dσ(z) = 1, we obtain

f (t,Yt )− f (0, η)−
t∫

0

(∂s f (s,Ys)+ L f (Ys))ds

is a martingale. The rest of the Proposition is proved by localization arguments, justi-
fied by Proposition 2.1. ��
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2.4 Feller property of the semi-group

Let us start with a general smoothness result needed later on.

Lemma 2.6 Let F : A×T×T → R be a continuous function on T. Then the function
F̂ defined on A× T by

F̂(η, z) =
∑

y∈{η}
F(η, y, z)ηy,

is continuous.

Proof Let η, η̃ ∈ A and z, z′ ∈ T. Thus

|F̂(η, z)− F̂(η̃, z′)| ≤
∑

y∈{η}
|F(η, y, z)− F(η, y, z′)|ηy

+
∑

y∈{η}
|F(η, y, z′)− F(η̃, y, z′)|ηy

+
∣
∣
∣
∣
∣
∣

∑

y∈{η}∪{η̃}
(ηy − η̃y)F(η̃, y, z′)

∣
∣
∣
∣
∣
∣
.

Since T is a compact set, it is immediate that the two first terms are small if z is
close to z′ and η close to η̃. If η̃ is in a small enough neighborhood of η, these two
atomic measures have the same weights, and the corresponding traits are close. In
particular, η̃ belongs to a compact set, and the smallness of the last term follows by
the equicontinuity and boundedness of F on compact sets. ��
Let N = (Nt : t ≥ 0), where Nt is the number of jumps of the process Y up to time
t . We shall prove by induction the following result.

Lemma 2.7 Assume that f : R+ ×A → R is a bounded continuous function. Then
for all m ≥ 0

(t, η)→ Eη( f (t,Yt ),Nt = m)

is a continuous function.

Proof Denote by j = ‖η‖ and n = m + j + 1. Observe that because of (1)

∀k ≥ 1, Q+(k) = sup{Q(η) : ‖η‖ ≤ k} <∞. (18)

We first prove the continuity on time. For this purpose, we assume that 0 ≤ u ≤ t ≤ t0
where t, u are close and t0 is fixed. From

f (t,Yt ) = f (t,Yu)1Nt=Nu + f (t,Yt )1Nt �=Nu
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we find [recall the notation (18)],

|Eη( f (t,Yt ),Nt = m)− Eη( f (u,Yu),Nu = m)|
≤ sup
‖ξ‖≤ j+m

| f (t, ξ)− f (u, ξ)| + ‖ f ‖Q+(m + j)((t − u)+ o(t − u)),

where ‖ f ‖ is the uniform norm of f . Since the set {ξ : ‖ξ‖ ≤ j + m} is compact,
it follows from the uniform continuity of f on compact sets that the first term on the
r.h.s. is small if |t − u| is small. Hence the result follows.

So in what follows we consider that t = u and we prove continuity onη. We will do it
by induction on m. In the case m = 0,we have Eη( f (t,Yt ),Nt = 0) = f (t, η)e−Q(η)t

which is clearly continuous on η. Now we prove the induction step, so we assume that
the statement holds for m and all continuous functions f . We have

Eη( f (t,Yt ),Nt = m + 1) =
t∫

0

(A1(η,m, t − s)+ A2(η,m, t − s)

+A3(η,m, t − s))e−Q(η)sds,

where

A1(η,m, t − s) =
∑

y∈η
ηyby(η)Eη+δy ( f (t − s,Yt−s),Nt−s = m)

A2(η,m, t − s) =
∑

y∈η
ηyλy(η)Eη−δy ( f (t − s,Yt−s),Nt−s = m)

A3(η,m, t − s) =
∫

T

Eη+δz ( f (t − s,Yt−s),Nt−s = m)G(η, z)σ (dz).

From the inductive assumption and Lemma 2.6, it is immediate that the functions
A1, A2 and A3 are continuous in (t, η). We conclude by the dominated convergence
Theorem since f is bounded. ��

Proposition 2.8 Let f : R+ ×A→ R be a bounded continuous function. Then

(t, η)→ Eη( f (t,Yt ))

is a continuous bounded function. In other words, the process (Yt ) has the Feller
property.

Proof It is easy to verify that if the process starting from η has M > ‖η‖ jumps up
to time t > 0 then there are at least (M − ‖η‖)/2 birth or mutation events up to
time t . Hence, Zt ≥ (M + ‖η‖)/2, where Z is the pure birth process defined in (12),
starting from Z0 = ‖η‖. Using (15), we obtain that for each η ∈ A, t > 0, there exists
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1 > a = a(t, ‖η‖) > 0 such that for any positive integer M > ‖η‖,

Pη

(
T N

M ≤ t
)
= Pη (Nt ≥ M) ≤ P‖η‖ (Zt ≥ (M + ‖η‖)/2)
= P‖η‖

(
T Z
(M+‖η‖)/2 ≤ t

)
≤ a−1e−aM .

Assume that η′ is close to η (such that ‖η‖ = ‖η′‖) and consider u, t close and smaller
than t0 fixed. Then for K > ‖η‖ we have

|Eη( f (t,Yt ))− Eη′( f (u,Yu))| ≤ 2‖ f ‖a−1e−aK

+
K∑

m=0

|Eη( f (t,Yt ), Nt = m)

−Eη′( f (u,Yu), Nu = m)|.

The result follows by taking a large K and using Lemma 2.7. ��

3 Quasi-stationary distributions

3.1 The process killed at 0

Let us recall that the state 0 is absorbing for the population process Y . We have
moreover assumed in (4) that the population goes almost surely to extinction, that
is P(T0 < ∞) = 1. This is in particular true if λ∗ > �∗. Our aim is the study of
existence and possibly uniqueness of a q.s.d. ν, which is a probability measure on A−0

satisfying Pν(Yt ∈ •|T0 > t) = ν(•). Let us now give some preliminary results for
q.s.d.

Since by condition (6), the process Y is almost surely but not immediately absorbed
then its exponential decay rate satisfies 0 < θ(ν) <∞. Since 0 is absorbing it holds
Pν(Yt ∈ B) = Pν(Yt ∈ B,T0 > t) for B ∈ B(A−0). So, the q.s.d. equation can be
written as,

∀B ∈ B(A−0), ν(B) = eθ(ν)tPν(Yt ∈ B). (19)

Recall that a necessary condition for the existence of a q.s.d. is exponential absorption
at 0 [see (5)].

Let (Pt : t ≥ 0) be the semi-group of the process before killing at 0, acting on the
set Cb(A−0) of real continuous bounded functions defined on A−0:

∀η ∈ A−0,∀ f ∈ Cb(A−0) : (Pt f )(η) = Eη( f (Yt ),T0 > t).

Let us observe that for any continuous and bounded function h : A→ R and for any
η ∈ A−0, we have

Eη(h(Yt )) = Eη(h(Yt ),T0 > t)+ h(0)Pη(T0 ≤ t).
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In particular, if h(0) = 0, we get Eη(h(Yt )) = Eη(h(Yt ),T0 > t).
We denote by P†

t the adjoint semi-group acting on the space of positive measures
M(A−0). It is defined trough the formula

P†
t v( f ) = v(Pt f ),

for any v ∈M(A−0) and any positive measurable function f (or equivalently for all
f ∈ Cb(A−0)).

From relation (19) we get that a probability measure ν is a q.s.d. if and only if there
exists θ > 0 such that for all t ≥ 0

ν(Pt f ) = e−θ tν( f ),

holds for all positive measurable function f . Then ν is a q.s.d. with exponential decay
rate θ if and only if it verifies

∀t ≥ 0 : P†
t ν = e−θ tν. (20)

3.2 Some properties of q.s.d

Let us show that the existence of a q.s.d. will be proved if for a fixed strictly positive
time, the eigenmeasure equation (20) is satisfied.

Lemma 3.1 Assume there exists ν̃ ∈ P(A−0) and β > 0 such that P†
1 ν̃ = βν̃. Then

β < 1 and there exists ν a q.s.d. with exponential decay rate θ := − logβ > 0.

Proof First note that for all η ∈ A−0 we have Pη(T0 > 1) < 1. Hence β =
P†

1 ν̃(A−0) = Pν̃ (T0 > 1) < 1, so θ := − logβ > 0. We must show the existence of

ν ∈ P(A−0) such that P†
t ν = e−θ t ν for all t ≥ 0. Consider,

ν =
1∫

0

eθs P†
s ν̃ds.

For t ∈ (0, 1) we have

P†
t ν =

1∫

0

eθs P†
t+s ν̃ds =

1−t∫

0

eθs P†
t+s ν̃ds +

1∫

1−t

eθs P†
t+s ν̃ds

=
1∫

t

eθ(u−t)P†
u ν̃du +

1+t∫

1

eθ(u−t)P†
u ν̃du

= e−θ t

1∫

t

eθu P†
u ν̃du + e−θ t

t∫

0

eθueθ P†
u P†

1 ν̃du = e−θ tν.
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For t ≥ 1 we write t = n + r with 0 ≤ r < 1 and n ∈ N. We have

P†
t ν = P†

r P†
n ν = βn P†

r ν = e−nθe−rθ ν = e−θ tν.

��
Note that

θ(ν) = lim
t→0+

1

t
(1− Pν(T0 > t)) = lim

t→0+
Pν(T0 ≤ t)

t
.

In the next result we give an explicit expression for the exponential decay rate asso-
ciated to a q.s.d. We will use the identification between the trait y ∈ T and δy the
singleton configuration that gives unit weight to y.

Lemma 3.2 If ν ∈ P(A−0) is a q.s.d. then its exponential decay rate θ(ν) satisfies

θ(ν) =
∫

‖η‖=1

Q(η, 0)ν(dη),

where for η = δy we have Q(η, 0) = λy(η).

Proof We will denote by τ = inf{t > 0 : Yt �= Y0} the time of the first jump of the
process Y . For i = 1, 2 we introduce

ai (t) = sup{Pξ (T0 ≤ t) : ‖ξ‖ = i}.

Consider η such that ‖η‖ ≥ 3, then the strong Markov property implies

Pη(T0 ≤ t) = Eη(T2 < t,EYT2
(T0 ≤ t − T2))≤Eη(T2< t,EYT2

(T0 ≤ t)) ≤ a2(t).

When ‖η‖ = 2, conditioning on the first jump and using the previous estimate we
obtain

Pη(T0 ≤ t) = Eη(τ < t,EYτ (T0 ≤ t − τ))
= Eη(τ < t, ‖Yτ‖ = 1,EYτ (T0 ≤ t − τ))
+Eη(τ < t, ‖Yτ‖ = 3,EYτ (T0 ≤ t − τ))

≤ Pη(τ < t)(a1(t)+ a2(t)) = (1− e−Q(η)t )(a1(t)+ a2(t))

≤ (1− e−C2t )(a1(t)+ a2(t)),

where C2 = max{Q(ξ) : ‖ξ‖ = 2} <∞. Hence we deduce that

a2(t) ≤
(
eC2t − 1

)
a1(t).
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On the other hand, if ‖η‖ = 1 we have

Pη(T0 ≤ t) ≤ Pη(τ ≤ t) = 1− e−Q(η)t ≤ 1− e−C1t ,

where C1 = max{Q(ξ) : ‖ξ‖ = 1} <∞. In particular we deduce that a1(t) = O(t).
Collecting all these facts we deduce

a2(t) = O(t2).

Now, if ‖η‖ = 1 we get

Pη(τ ≤ t)
Q(η, 0)

Q(η)
≤ Pη(T0 ≤ t)

= Pη(τ = T0 ≤ t)+ Eη(τ < t, ‖Yτ‖ = 2,EYτ (T0 ≤ t − τ))
≤ Pη(τ ≤ t)

Q(η, 0)

Q(η)
+ a2(t).

Given that Pη(τ ≤ t) = 1− e−Q(η)t we deduce

lim
t→0

Pη(T0 ≤ t)

t
=
{

Q(η, 0) if ‖η‖ = 1

0 otherwise
,

and the uniform bound: for all η ∈ A−0 and all t > 0

Pη(T0 ≤ t)

t
≤ (eC2t − 1)(1− e−C1t )

t
+ 1− e−C1t

t
.

Finally from the q.s.d. equation we have
∫

Pη(T0 > t)dν(η) = e−θ(ν)t and then∫
Pη(T0 ≤ t)dν(η) = 1 − e−θ(ν)t . The result follows from the Dominated Conver-

gence Theorem. ��

4 Proof of the existence of q.s.d

In this section we give a proof of Theorem 1.2. The proof is based upon a more general
result, Theorem 4.2, which shows that for a class of positive linear operators defined
in some Banach spaces, whose elements are real functions with domain in a Polish
space, there exist finite eigenmeasures. We show Theorem 1.2 in Sect. 4.2. For this
purpose we construct the appropriate Banach spaces and the operator, in order that the
eigenmeasure given by Theorem 4.2 is a q.s.d. of the original problem.
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4.1 An abstract result

In this paragraph, (X , d) is a Polish metric space. We will denote by Cb(X ) the set of
bounded continuous functions on X . This set becomes Banach space when equipped
with the supremum norm. We will also make the following hypothesis.
Hypothesis H : There exists a continuous real function ϕ2 on (X , d) such that

H1 ϕ2 ≥ 1.
H2 For any u ≥ 0, the set ϕ−1

2 ([0, u]) is compact.

It follows from H2 that if (X , d) is not compact, there is a sequence (x j : j ∈ N) in
X such that lim j→∞ ϕ2(x j ) = ∞.

Before stating the main result of this section we state and prove a lemma which
will be useful later on.

Lemma 4.1 Let v be a continuous nonnegative linear form on Cb(X ). Assume there
is a positive number K such that for any function ψ ∈ Cb(X ) satisfying 0 ≤ ψ ≤ ϕ2,
we have

v(ψ) ≤ K .

Then there exists a positive measure ν on X such that for any function f ∈ Cb(X )

v( f ) =
∫

f dν.

Proof Let C0(X ) be the set of continuous functions vanishing at infinity. Let � be a
real continuous non-increasing nonnegative function on R

+. Assume that � = 1 on
the interval [0, 1] and � = 0 on [2,∞). For any integer m, let vm be the continuous
positive linear form defined on C0(X ) by

vm( f ) = v(�(ϕ2/m) f ).

This linear form has support in the set ϕ−1
2 ([0, 2m]) in the sense that it vanishes on

those functions which vanish on this set. Note also that ϕ−1
2 ([0, 2m]) is compact by

hypothesis H2. Therefore it can be identified with a nonnegative measure νm on X ,
namely for any f ∈ Cb(X ) we have

vm( f ) =
∫

f dνm .

We now prove that this sequence of measures is tight. Let u > 0 and define the set

Ku = ϕ−1
2 ([0, u]).

123



Quasi-stationary distributions for structured birth and death 211

Again, by hypothesis H2, for any u > 0 this is a compact set. We now observe that
1K c

u
≤ 1−�(2 ϕ2/u). Therefore,

νm
(
K c

u

) ≤ νm(1−�(2ϕ2/u)) = vm(1−�(2ϕ2/u))

= v(�(ϕ2/m)(1−�(2 ϕ2/u))).

We now use the fact that the function ϕ2�(ϕ2/m)(1 −�(2 ϕ2/u)) is in Cb(X ) and
satisfies

u

2
�(ϕ2/m)(1−�(2 ϕ2/u)) ≤ �(ϕ2/m)(1−�(2ϕ2/u))ϕ2 ≤ ϕ2

to obtain from the hypotheses of the lemma that

v(�(ϕ2/m)(1−�(2ϕ2/u))) ≤ 2

u
v(�(ϕ2/m)(1−�(2ϕ2/u))ϕ2) ≤ 2K

u
.

In other words, for any u > 0 we have for any integer m

νm
(
K c

u

) ≤ 2K

u
.

The sequence of measures νm is therefore tight, and we denote by ν an accumulation
point which is a nonnegative measure on X . We now prove that for any f ∈ Cb(X )
we have ν( f ) = v( f ). For this purpose, we write

v( f ) = v(�(ϕ2/m) f )+ v((1−�(ϕ2/m)) f ).

We now use the inequality

ϕ2 ≥ (1−�(ϕ2/m))ϕ2 ≥ m(1−�(ϕ2/m)),

to conclude using the hypothesis of the lemma (since (1 − �(ϕ2/m))ϕ2 ∈ Cb(X ))
that

|v((1−�(ϕ2/m)) f )| ≤ v((1−�(ϕ2/m))| f |) ≤ ‖ f ‖v(1−�(ϕ2/m)) ≤ K‖ f ‖
m

.

In other words, we have for any f ∈ Cb(X )

|v( f )− νm( f )| ≤ K‖ f ‖
m

.

From the tightness bound, we have for any f ∈ Cb(X )

lim
m→∞ νm( f ) = ν( f ),
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see for example [1], and therefore ν( f ) = v( f ) which completes the proof of the
lemma. ��
We now state the general result.

Theorem 4.2 Assume hypothesis H . Let S be a bounded positive linear operator on
Cb(X ). Assume that there exist three constants c1 > γ > 0 and D > 0 such that

S1 ≥ c1

and for any ψ ∈ Cb(X ) with 0 ≤ ψ ≤ ϕ2

Sψ ≤ γ ϕ2 + D.

Then there is a probability measure ν on X such that S†ν = βν, with β = ν(S1) > 0
(S† being the adjoint operator of S). Moreover, we have ν(ϕ2) <∞.

Proof In the dual space Cb(X )∗, we define for any real K > 0 the convex set KK

given by

KK =
{

v ∈ Cb(X )∗ : v ≥ 0, v(1) = 1, sup
ψ∈Cb(X ),0≤ψ≤ϕ2

v(ψ) ≤ K

}

,

Note that by Lemma 4.1, the elements of KK are positive measures.
We observe that for any K large enough the set KK is non empty. It suffices to

consider a Dirac measure δx on a point x ∈ X and to take K ≥ ϕ2(x). Since for
any K ≥ 0,KK is an intersection of weak* closed subsets, it is closed in the weak*
topology. Since it is contained in the ball of Cb(X )∗ of radius K , it is compact in
the weak* topology (see for example [24], Theorem 1 and Corollary, in Appendix to
chapter V).

We now introduce the non-linear operator U having domain KK and defined by

U (v) = S†v

v(S1)
.

Note that since S1 > c1 > 0, we have v(S1) ≥ c1v(1) and this operator U is well
defined on KK . We have obviously U (v)(1) = 1. We now prove that U maps KK

into itself. Let ψ ∈ Cb(X ) with 0 ≤ ψ ≤ ϕ2. Since

Sψ ≤ γ ϕ2 + D

and obviously

0 ≤ Sψ ≤ γ ‖Sψ‖
γ
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we get

0 ≤ Sψ ≤ γ (ϕ2 ∧ (‖Sψ‖/γ ))+ D.

Therefore since the function ψ ′ = ϕ2 ∧ (‖Sψ‖/γ ) satisfies ψ ′ ∈ Cb(X ) and 0 ≤
ψ ′ ≤ ϕ2. We conclude that for v ∈ KK

U (v)(ψ) ≤ γ v(ψ ′)+ D

c1
.

From the bound v(ψ ′) ≤ K we get

U (v)(ψ) ≤ γ v(ψ ′)+ D

c1
≤ γ

c1
K + D

c1
≤ K

if K > D/(c1− γ ). Therefore, for any K large enough, the set KK is non empty and
mapped into itself by U .

It is easy to show that U is continuous on KK in the weak* topology. This follows
at once from the continuity of the operator S. We can now apply Tychonov’s fixed
point theorem (see [20] or [8]) to deduce that U has a fixed point. This implies that
there is a point ν ∈ KK such that S†ν = v(S1)ν. In particular we have ν(ϕ2) < ∞
and this concludes the proof of the Theorem. ��

4.2 Proof of Theorem 1.2

We assume that the hypotheses of Theorem 1.2 hold. The proof of this result is based
on Theorem 4.2 and Lemma 3.1. Here S = P1, where Pt is the semigroup of Y acting
on Cb(A−0). Then

S f (η) = P1 f (η) = Eη( f (Y1),T0 > 1), η ∈ A−0 .

Here the Polish metric space (X , d) of the previous paragraph will be (A−0, dP )

(where dP is the Prokhorov metric), and so the function ϕ2, of hypothesis H , will be
defined on the set of nonempty configurations.

We recall the elementary formula valid for any continuous and bounded function
f on A and any t ≥ 0

Eη( f (Yt )) = Eη( f (Yt ),T0 > t)+ f (0)Pη(T0 ≤ t).

We start with the following bounds.

Lemma 4.3 Let λ1 = sup
η:‖η‖=1

sup
y∈η

λy(η) <∞. Then, the generator L defined in (17),

verifies

−λ1 ≤ L1A−0 ≤ 0,
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and

∀t ≥ 0 : e−λ1t ≤ Pt 1 ≤ 1.

Proof The proof follows at once from Lemma 2.5 and a computation of L1A−0 [see
formula (17)]. ��

To define the function ϕ2, we will need the two following results.

Lemma 4.4 Let 0 < v < u <∞ be two real numbers. The differential equation

da

dt
= u(1− e−a)+ v(1− ea) (21)

has two fixed points a = 0 and a = log(u/v). The trajectory of any initial condition
a0 ∈ (0, log(u/v)) is increasing in time and converges to log(u/v).

Proof Left to the reader. ��

Lemma 4.5 Assume (6). Let u and v be two real numbers such that

�∗ < v < u < λ∗.

Let a(t) be the solution of (21) with initial condition a0 ∈ (0, log(u/v)). Then there
exists a constant C > 0 such that for any t ≥ 0

Eη

(
ea(t)‖Yt‖,T0 > t

)
≤ ea0‖η‖ + Ct.

Proof We introduce the function

f (t, η) = ea(t)‖η‖1A−0(η),

and for any integer N we denote by f N the function

f N (t, η) = f (t, η)1‖η‖≤N .

Note that f N (t, η) is continuous with compact support {η : ‖η‖ ≤ N }.
Using Proposition 2.5 (i i i) we get

f N
(

t ∧ T Y
M ,Yt∧T Y

M

)
= f N (0,Y0)+

t∧T Y
M∫

0

(
∂s f N (s,Ys)+ L f N (s,Ys)

)
ds +M

f N

t∧T Y
M
,
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where M f N
is a martingale and T Y

M is the stopping time defined in (14). Then we
obtain

Eη

(
f N
(

t ∧ T Y
M ,Yt∧T Y

M

))
= f N (0,Y0)

+Eη

⎛

⎜
⎝

t∧T Y
M∫

0

(
∂s f N (s,Ys)+ L f N (s,Ys)

)
ds

⎞

⎟
⎠ .

Observe that if N > M and s ≤ T Y
M we have f N (s,Ys) = f (s,Ys). Let N tend to

infinity to get

Eη

(
f
(

t ∧ T Y
M ,Yt∧T Y

M

))
= f (0,Y0)

+Eη

⎛

⎜
⎝

t∧T Y
M∫

0

(∂s f (s,Ys)+ L f (s,Ys)) ds

⎞

⎟
⎠ . (22)

We now compute Lϕa(η) using (17), where ϕa (η) = ea‖η‖1A−0(η). For η ∈ A−0 we
have

Lϕa(η) =
∑

y∈{η}
ηy(by(η)+ my(η))(e

a − 1)ea‖η‖

+
∑

y∈{η}
ηyλy(η)(e

−a − 1)ea‖η‖ − λy(η)1‖η‖=1.

Using hypothesis (6), we derive that there is a constant C > 0 such that for any
η ∈ A−0 and for any a ∈ [0, log(u/v)]

Lϕa(η) ≤ (u(e−a − 1)+ v(ea − 1))‖η‖ea‖η‖ + C.

Therefore

∂s f (s,Ys)+ L f (s,Ys)

= (u(1− e−a(s))+ v(1− ea(s)))‖Ys‖ϕa(s)(Ys)+ Lϕa(s)(Ys) ≤ C.

This implies from (22)

Eη

(
f
(

t,Yt∧T Y
M

))
≤ f (0,Y0)+ Ct.

Letting M tend to infinity and by using Fatou’s Lemma we obtain,

Eη( f (t,Yt )) ≤ f (0,Y0)+ Ct.

The result follows from the definition of f . ��
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We now choose once for all two real numbers u and v such that

�∗ < v < u < λ∗.

We take for ϕ2 the function defined on A−0 by

ϕ2(η) = ϕa(1)(η) = ea(1)‖η‖,

for a solution of (21) with initial condition a0 ∈ (0, log(u/v)). The operator S = P1
is positive and maps continuously Cb(A−0) into itself. We must now show that S, and
ϕ2 satisfy the hypothesis of Theorem 4.2.

Lemma 4.6 (i) The hypotheses H1 and H2 are satisfied.
(ii) S1 ≥ c1 > 0, with c1 = e−λ1 .

(iii) For any γ > 0, there is a constant D = D(γ ) > 0 such that for any ψ ∈
Cb(A−0) with 0 ≤ ψ ≤ ϕ2

Sψ ≤ γ ϕ2 + D.

Proof The hypotheses H1 and H2 are easy to check using the Feller property of P1
(see Proposition 2.8).

(ii) follows at once from Lemma 4.3. We now prove (iii).
Let ψ ∈ Cb(X ) with 0 ≤ ψ ≤ ϕ2. We have from Lemma 4.5

P1ψ(η) = Eη(ψ(Y1), T0 > 1) ≤ Eη(ϕ2(Y1),T0 > 1) ≤ ea0‖η‖ + C.

Since a(1) > a0 by Lemma 4.4, for any 1 > γ > 0 there is an integer mγ such that
for any m ≥ mγ we have

ea0 m ≤ γ ea(1)m .

Therefore, for any η we have

P1ψ(η) ≤ ea0‖η‖ + C ≤ γ ea(1)‖η‖ + ea0 mγ + C.

In other words, we have proved (i i i) with the constant D = ea0mγ + C . ��
Theorem 1.2 follows immediately from the previous Lemma, Theorem 4.2 and
Lemma 3.1. Since ν(ϕ2) < ∞ we get that under ν, ‖Y0‖ has exponential moment
and therefore for all k ≥ 1 the integrability of ‖η‖k with respect to ν. From the q.s.d.
condition we have

Eν(‖Y1‖k) = Eν(‖Y1‖k,T0 > 1) = e−θ(ν)
∫

‖η‖kν(dη),

which implies (7).
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5 The process and absolute continuity

In this section we introduce a natural σ−finite measure μ. We will show that the pro-
cess Y preserves the absolute continuity with respect to μ and that when the process
starts from any point measure after any positive time the absolutely continuous part
of the marginal distribution does not vanish.

5.1 The measures

We will denote by T̂k the set of all strictly increasing k-tuples in T with respect to the
order � (see Sect. 2.1). So, for η ∈ A, its ordered support η = (y1, . . . , y#η) belongs
to T̂#η. The discrete structure η = (ηy1, . . . , ηy#η ) is an element in N

#η and the set of
all discrete structures is denoted by

�(N) =
⋃

n∈Z+

N
n .

Here N
0 contains a unique element denoted by 0 and it is the discrete structure of the

void configuration η = 0. A generic element of�(N)will be denoted by q. Moreover
for each q ∈ �(N) we put #q = k if q ∈ N

k . We put

Aq = {η ∈ A : η = q} for q ∈ �(N),

and for B ⊆ A,

Bq = {η ∈ B : η = q} for q ∈ �(N).

In the sequel for q ∈ N
k and C ⊆ T̂k we denote

{q} × C := {η ∈ A : η = q, η ∈ C}.

We denote by M f (A) the set of measures on (A,B(A)) that give finite weight to all
sets Aq. By M f (�(N)) we mean the set of measures on �(N) giving finite weight
to all the subsets N

k , and M f (N) denotes the measures on N giving finite weight to
all its points. Every measure v ∈M f (A) defines a measure v ∈M f (�(N)) by

v(q) = v(Aq) . (23)

Also v defines a set of conditional measures vq ∈M(T̂#q) by

vq(•) =
{

0 if v(q) = 0,

v(η ∈ A : η = q, η ∈ •)/v(q) otherwise.
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Then vq ∈ P(T̂#q) is a probability measure if v(q) > 0. In the case that v ∈ P(A)
we have

vq(•) = v(η ∈ •|η = q).

Conversely a probability measure v ∈ P(A) is given by a probability measure v ∈
P(�(N)) and the family of conditional measures (vη ∈ P(Aη)) so that

v(B) =
∑

q∈�(N)
v(q)vq(Bq), B ∈ B(A−0).

Let ϕ : A → R be a function. Observe that its restriction to Aq can be identified with

a function ϕ
∣
∣Aq

with domain in T̂#q by the formula ϕ
∣
∣Aq

(η) = ϕ(η). Let ϕ : A → R

be a v−integrable function, we have

∫

A
ϕ(η)dv(η) =

∑

q∈�(N)
v(q)

∫

T̂#q

ϕ
∣
∣Aq

(y)dvq(y).

Now we define the measure μ by,

μ(N0 × T
0) = μ({0}) = 1 and μ|

Nk×T̂k = �k × σ k for k ≥ 1,

where �k is the point measure on N
k that gives a unit mass to every point, and σ k is the

restriction to T̂k of the product measure σ⊗k defined on T
k . Note that v ∈ M f (A)

satisfies

v � μ⇔
(
∀q ∈ �(N) : vq � σ #q

)
.

Hence, if v ∈ P(A) is such that v � μ, then v is of the form

v(η ∈ A : η = q, η ∈ d y) = v(q)ϕq(y)dσ #q(y).

where v ∈ P(�(N)) and for each fixed q ∈ �(N), ϕq(•) is a density function in T̂#q

with respect to σ #q.

5.2 Absolute continuity is preserved

Proposition 5.1 The process Y preserves the absolutely continuity with respect to μ,
that is

∀v ∈ P(A), v � μ⇒ ∀t > 0 Pv(Yt ∈ •)� μ(•).
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Proof Let us define the jump time sequence,

τ0 = 0 and τn = inf{t > τn−1 : Yt �= Yτn−1} for n ≥ 1.

In particular τ = τ1 is the time of the first jump. Remark that the sequence τn tends
almost surely to infinity since the process Y has no explosions. We have

Pv(Yt ∈ •) =
∑

n≥0

Pv(Yt ∈ •, τn ≤ t < τn+1).

Since the sum of absolutely continuous measures is also absolutely continuous it
suffices to prove that

Pv(Yt ∈ •, τn ≤ t < τn+1)� μ for all n ≥ 0.

First, let us show the case n = 0. For B ∈ B(A)

Pv(Yt ∈ B, t < τ) = v(B)

and the property holds trivially in this case.
Now, for n ≥ 1 we have

Pv(Yt ∈ •, τn ≤ t < τn+1) ≤ Pv(Yτn ∈ •).

So, in order to prove that Pv(Yt ∈ •, τn ≤ t < τn+1) is absolutely continuous it is
enough to prove this property for Pv(Yτn ∈ •). On the other hand, the strong Markov
property shows, for n ≥ 1,

Pv(Yτn ∈ •) = Ev(PYτ (Yτn−1 ∈ •)).

A recurrence argument shows the result as soon as we prove Pv(Yτ ∈ •) is abso-
lutely continuous. For proving the absolute continuity, it is enough to consider a fixed
p ∈ �(N) with #p = k,C ∈ B(T̂k) such that σ k(C) = 0 and prove that

Pv(Yτ ∈ {p} × C) = 0.

To develop a formula that will show this property it will be useful to introduce the
following relation on �(N). This relation gives the allowed transitions from q to p.
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We put

q
i→
b

p ⇔ #q = k,

⎧
⎪⎨

⎪⎩

q j = p j j �= i

qi = pi − 1

qi ≥ 1

q
i→
m

p ⇔ #q = k − 1,

⎧
⎪⎨

⎪⎩

q j = p j 1 ≤ j ≤ i − 1

q j = p j+1 i ≤ j ≤ k − 1

pi = 1

q
i→

1,d
p ⇔ #q = k,

⎧
⎪⎨

⎪⎩

q j = p j j �= i

qi = pi + 1

pi ≥ 1

q
i→

0,d
p ⇔ #q = k + 1,

⎧
⎪⎨

⎪⎩

q j = p j 1 ≤ j ≤ i − 1

q j+1 = p j i ≤ j ≤ k

qi = 1

With this notation we obtain

Pv(Yτ ∈ {p} × C) =
∫

A
dv(η)

∫

{p}×C

1

Q(η)
Q(η, dη′)

=
k∑

i=1

∑

q:q i→
b

p

v̄(q)
∫

y∈C

qi byi

(∑k
j=1 q j δy j

)

Q
(∑k

j=1 q j δy j

) ϕq(y)dσ k(y)

+
k∑

i=1

∑

q:q i→
1,d

p

v̄(q)
∫

y∈C

qiλyi

(∑k
j=1 q j δy j

)

Q
(∑k

j=1 q j δy j

) ϕq(y)dσ k(y)

+
k+1∑

i=1

∑

q:q i→
0,d

p

v̄(q)
∫

y∈C

⎛

⎜
⎝

∫

{z:yi−1�z�yi }

λz

(∑k
j=1 p j δy j + δz

)

Q
(∑k

j=1 p j δy j + δz

) ϕq(y+i,z)dσ(z)

⎞

⎟
⎠ dσ k(y)

+
k∑

i=1

∑

q:q i→
m

p

v̄(q)
∫

y∈C

G
(∑k

j=1 p j δy j − δyi , yi

)

Q
(∑k

j=1 p j δy j − δyi

) ϕq(y−i )dσ k(y).

where y+i,z = (y1, . . . , yi−1, z, yi , . . . , yk) and y−i = (y1, . . . , yi−1, yi+1, . . . , yk)

when y = (y1, . . . , yk) ∈ T̂k . We take by convention y+1,z = (z, y1, . . . , yk) and
y+(k+1),z = (y1, . . . , yk, z). When y ∈ T̂k the restriction y0 � z � y1 is interpreted as
z � y1 and similarly yk � z � yk+1 as yk � z. We conclude that Pv(Yτ ∈ {q}×C) = 0
whenever μ({q} × C) = 0, and the result follows. ��
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5.3 Evolution after the first mutation

We want to study the absolute continuity with respect to μ of the law of Yt initially
distributed according to a general measure v. To this aim we will introduce the first
mutation time. Note that a mutant individual has a different trait from those of its
parent, so the time of first mutation is almost surely

χ = inf{t ≥ 0 : {Yt } �⊆ {Y0}}.

When χ is finite we have {Yχ } �= ∅, so (χ <∞)⇒ (χ < T0).
Now, let us consider the first time where the traits of the initial configuration dis-

appear,

κ = inf{t ≥ 0 : {Yt } ∩ {Y0} = ∅},

and for a fixed η, the first time where the traits of η disappear

κη = inf{t ≥ 0 : {Yt } ∩ {η} = ∅}.

When {η} ∩ {Y0} = ∅, then κη=0. We have κ �= χ except when κ = χ = ∞.
Obviously κ ≤ T0. Moreover

(χ > κ)⇔ (∞ = χ > κ)⇔ (χ > κ = T0), and (κ < T0)⇔ (χ < κ < T0).

Also note that (κ < χ) ∩ (κ ≤ t) ⊆ (κ = T0 ≤ t).
Since Pη(Yt ∈ •,T0 ≤ t) = δ0(•)Pη(T0 ≤ t) is concentrated on η = 0, then

Pη(Yt ∈ •, κ < χ, κ ≤ t) = δ0(•)Pη(κ < χ, κ ≤ t).

The unique nontrivial cases are the following two ones.

Proposition 5.2 Let η ∈ A−0 and t ≥ 0, we have:

(i) Pη(Yt ∈ •, χ < κ ≤ t < T0) is absolutely continuous with respect to μ and it
is concentrated in A−0;

(ii) Pη(Yt ∈ •, t < κ) is singular with respect to μ.

Proof Let us show (i). From the Markov property we have,

Pη(Yt ∈ •, χ < κ ≤ t) =
∑

ξ :∅�={ξ}⊆{η}
Pη(χ < κ ≤ t,Yχ− = ξ,Yt ∈ •)

=
∑

ξ :∅�={ξ}⊆{η}

∑

y∈{ξ}

⎛

⎜
⎝

ξymy(ξ)
∑

y′∈{ξ}
ξy′my′(ξ)

⎞

⎟
⎠

t∫

0

Pη(χ ∈ ds,Ys− = ξ)

×
∫

T\{ξ}
g(y, z)Pξ+z (Yt−s ∈ •, κξ ≤ t − s)dσ(z).
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Hence, it is sufficient to show that for every u > 0, η ∈ A−0 and y ∈ {η}, it holds

∫

T\{η}
Pη+z (Yu ∈ •, κη ≤ u) g(y, z)dσ(z)� μ(•).

By using
∫
T\{η} Pη+z ({Yu}∩{η} �= ∅, κη ≤ u)g(y, z)dσ(z) = 0, and since the measure

σ is non-atomic, a similar proof to the one showing Proposition 5.1 works and proves
the result. Indeed, for each t > 0, the singular part with respect to μ of Pη(Yt ∈ ·) is a
measure on the set of atomic measures with support contained in {η} (corresponding
to death or clonal events from individuals initially alive).

Let us show (ii). Let {η} ⊂ T be the finite set of initial traits and put k = #η. Con-
sider the Borel set B = {ξ ∈ A−0 : {ξ}∩{η} �= ∅} and define Bl,n = {ξ ∈ A−0 : #ξ =
n, |{ξ} ∩ {η}| = l} for n ∈ N, l = 1, . . . , n ∧ k. We have B = ⋃

n∈N,l∈{1,...,n∧k}
Bl,n .

Since σ is non-atomic we have μ(Bl,n) = 0 for all l ∈ {1, . . . , n ∧ k}. On the other
hand, from the definition of κ we have Pη(Yt ∈ B, t < κ) = 1, and the result follows.

��
Let v ∈ P(A). We denote by vt the distribution of Yt when the distribution of Y0 is v,
that is

vt (B) = Pv(Yt ∈ B), B ∈ B(A), t ≥ 0.

We denote by v = vac+vsi the Lebesgue decomposition of v into its absolutely contin-
uous part vac � μ and its singular part vsi with respect toμ. For vt this decomposition
is written as vt = vt,ac+vt,si. As usual, δη is the Dirac measure at η ∈ A, so δt

η denotes
the measure δt

η(•) = Pη(Yt ∈ •). We will denote by dP (η, η
′) the Prokhorov distance

between η and η′.
Proposition 5.3 The process Y verifies:

(i) For all t > 0 and all η ∈ A−0 we have δt,ac
η (A−0) > 0;

(ii) For all t > 0 and all v ∈ P(A−0) it holds vt,ac ≥ ∫A−0 δ
t,ac
η v(dη) > 0;

(iii) For all η ∈ A−0 and ε > 0, the following relation holds

∀t > 0, δt,ac
η (B(ξ, ε)) > 0,

where B(ξ, ε) = {ξ ′ ∈ A : dP (ξ, ξ
′) < ε}. In particular the closed support of

δt,ac
η is A−0, for all t > 0.

Proof It suffices to show (i) and (iii). Let us show the first part. Fix t ≥ 0 and η ∈ A−0.
We claim that Pη(χ < κ ≤ t < T0) > 0. In fact, it suffices to consider the event where
a mutation occurs at the first jump and after it all the initial traits disappear before t and
these changes are the unique ones before t . This event has strictly positive probability,
so the claim is proved. Proposition 5.2 (i) gives Pη(Yt ∈ •, χ < κ ≤ t < T0) � μ

and we deduce,

δt,ac
η (A−0) ≥ Pη(χ < κ ≤ t < T0) > 0.

Then (i) holds.
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The proof of (iii) is entirely similar to the proof of (i) but we need a previous remark.
From condition (9), the set

D = {y ∈ T : σ ({z ∈ T : gk0(y, z) > 0
}) = 1

}

verifies σ(D) = 1.
Now, let η = (y1, . . . , yk) and let ξ ∈ A−0 with ξ = (z1, . . . , zl) and ξ =

(p1, . . . , pl). Consider the following event: a mutation occurs at the first jump, from
the initial configuration η, to η+ δy′ with y′ ∈ D. This is possible because σ(D) = 1
and so σ({z ∈ D : g(y j , z) > 0}) > 0 for all j . Consider then the event where l
blocs of k0 births with mutations occur in order to arrive to traits z′i ∈ B(zi , ε)∩D for
i = 1, . . . , l. We must now produce the discrete structure ξ . For this purpose, for each
trait z′i we consider the trajectories having pi − 1 clonal births (when pi > 1). Finally
we consider the event where all the traits different from z′1, . . . , z′l disappear. These
events occur before t and these changes are the unique ones that happen before t . A
straightforward argument shows that the measure δt,ac

η of this event is strictly positive.
The claim is proved. ��

5.4 Decomposition of q.s.d

Let us study the Lebesgue decomposition of a q.s.d. with respect to μ.

Proposition 5.4 Let ν be a q.s.d. on A−0. Then,

(i) νac �= 0;
(ii) The closed support of νac is A−0;

(iii) If νsi �= 0, the probability measure ν∗si := νsi/νsi(A−0) satisfies

Pν∗si(Yt ∈ B) = e−θ(ν)tν∗si (B) ∀B ∈ B(Bsi), t ≥ 0, (24)

where Bsi ∈ B(A−0) is a measurable set such that μ(Bsi) = 0 and νsi(Bsi)

= νsi(A−0).

Proof We first note that the existence of the set Bsi ∈ B(A−0) satisfying μ(Bsi) = 0
and νsi(Bsi) = νsi(A−0) is ensured by the Radon–Nikodym decomposition theorem.
Define H := A−0 \ Bsi. Let us show that

∀t > 0, ∀η ∈ A−0 : δt
η(H) > 0. (25)

Sinceμ(Bsi) = 0 and δt,ac
η � μwe have δt,ac

η (Bsi) = 0. Then δt,ac
η (H) = δt,ac

η (A−0).
By Proposition 5.3, δt,ac

η (A−0) > 0 for all t > 0 and all η ∈ A−0. So

δt
η(H) ≥ δt,ac

η (H) = δt,ac
η (A−0) > 0,

and the assertion (25) holds.

123



224 P. Collet et al.

Now we prove part (i). We can assume νsi �= 0, if not the result is trivial. From (25)
we get,

νt (H) =
∫

A−0

δt
η(H)ν(dη) > 0.

On the other hand, from relation (19) we obtain ν(H) = eθ(ν)tνt (H) > 0. Since
νsi(H) = 0, we necessarily have νac(H) = ν(H) > 0, so (i) holds.

Similar arguments as above and the use of (iii) in Proposition 5.3, show (ii).
Let us show (iii). Let ν∗ac := νac/νac(A−0). For every B ⊆ Bsi, B ∈ B(A−0), we

have

ν(B) = eθ(ν)t
(
νac(A−0)Pν∗ac(Yt ∈ B)+ νsi(A−0)Pν∗si(Yt ∈ B)

)
. (26)

By Proposition 5.1, Y preserves absolute continuity with respect to μ, so Pν∗ac(Yt ∈
•) � μ. Since μ(Bsi) = 0 we get Pν∗ac(Yt ∈ Bsi) = 0. By evaluating (26) at t = 0
and since B ∈ B(Bsi) we find ν∗si(B) = ν(B)/ν(Bsi). By putting all these elements
together we obtain relation (24). ��

6 The uniform case

6.1 The model

In this section, we assume that the individual jump rates satisfy,

λy(η) = λ, by(η) = b(1− ρ), my(η) = bρ, ∀y ∈ {η},

λ, b and ρ are positive numbers with ρ < 1. Recall that g : T× T → R+ is a jointly
continuous nonnegative function satisfying

∫
T

g(y, c)dσ(c) = 1 for all y ∈ T and the
condition (9).

We observe that in this case the process of the total number of individuals ‖Y‖ =
(‖Yt‖ : t ≥ 0) is a Markov process and that Yt = 0 ⇔ ‖Yt‖ = 0, which means that
the time of absorption at 0 of the processes Y and ‖Y‖ is the same (note that although
the 0’s have a different meaning, they are identified).

Now, in [21] it is shown that there exists a q.s.d. for the process ‖Y‖ killed at 0 if
and only if λ > b. In addition, the extremal exponential decay rate of ‖Y‖, defined by
sup{θ(ν) : ν q.s.d.}, is equal to λ − b and there exists a unique (extremal) q.s.d. ζ e

for ‖Y‖ with this exponential decay rate λ− b, given by

ζ e(k) =
(

b

λ

)k−1 (

1− b

λ

)

, k ≥ 1. (27)
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When ν is a q.s.d. for Y with exponential decay rate θ(ν) then the probability vector
ζ = (ζ(k) : k ∈ N) given by

ζ(k) = ν({η ∈ A : ‖η‖ = k}), k ∈ N,

is a q.s.d. with exponential decay rate θ = θ(ν), associated with the linear birth and
death process ‖Y‖. Hence a necessary condition for the existence of a q.s.d. for the
process Y is λ > b. We also deduce that all quasi-stationary probability measures ν̃
of Y with exponential decay rate λ− b are such that ν̃({η ∈ A : ‖η‖ = k}) = ζ e(k),
so by (27) we get

ν̃(ϕ1) <∞, where ϕ1(η) = ‖η‖.

Now, we know from Theorem 1.2 that there exists a q.s.d. ν with exponential decay
rate θ(ν) = − log(ν(P1(1))). Moreover, it is immediate to show that ϕ1 satisfies
Lϕ1 = −(λ− b)ϕ1. Then, from Proposition 2.5 we get P1ϕ1 = e−(λ−b)ϕ1. Hence, if
ν is a q.s.d. satisfying ν(ϕ1) <∞ (this is the case for those provided by Theorem 1.2)
its exponential decay rate is

θ = λ− b.

Let us now consider the semi-group Rt given by,

Rt (ϕ)(η) = eθ t Pt (ϕ)(η) = eθ t
Eη

(
ϕ(Yt )1T0>t

)
, t ≥ 0.

The function ϕ1 satisfies Rtϕ1 = ϕ1.

Proposition 6.1 Every q.s.d. ν with exponential decay rate θ = λ − b is absolutely
continuous with respect to μ.

Proof Let ν be a q.s.d. which is not absolutely continuous. Then we can write the
Lebesgue decomposition

ν = f μ+ ξ that is ν(B) =
∫

B

f dμ+ ξ(B), B ∈ B(E),

where f is a nonnegative μ−integrable function and ξ is a singular measure with
respect to μ.

From now on we denote by R†
t the dual action of Rt on the set of measures defined

by (R†
t v)(ϕ) = v(Rtϕ) for every measure v ∈ M f (A) and any positive measurable

function ϕ. Since ν is a q.s.d. it is invariant by the adjoint semi-group R†
t , that is

R†
t ν = ν, then

f μ+ ξ = ν = R†
t (ν) = R†

t ( f μ)+ R†
t (ξ).
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On the other hand, it follows from Proposition 5.1 that R†
t ( f μ)� μ. Therefore

R†
t ( f μ) ≤ f μ.

Since ϕ1 is ν integrable it must also be f dμ integrable. From the relation Rt (ϕ1) = ϕ1
we get,

∫

ϕ1 f dμ =
∫

ϕ1d R†
t ( f μ),

and since ϕ1 is strictly positive, we conclude R†
t ( f μ) = f μ. This implies R†

t (ξ) = ξ .
However by Proposition 5.3 (ii) (with v = ξ ), R†

t (ξ) cannot be completely singular
with respect to μ unless ξ vanishes. This concludes the proof of the proposition. ��
Let us now turn to the study of uniqueness. Recall that the we denote by (gk) the
sequence of kernels defined recursively by g1(x, y) = g(x, y) and

gk+1(x, y) =
∫

T

g(x, z)gk(z, y)dσ(z).

Lemma 6.2 Assume condition (9): that is σ ⊗ σ({gk0 = 0}) = 0, for k0 ≥ 1. Let
A(1,1) = {η ∈ A : q = (1, 1)}. Then for any q.s.d. ν with exponential decay rate
θ = λ−b and for any Borel set B withμ(A(1,1)∩B) > 0, we have ν(A(1,1)∩B) > 0.

Proof Let us consider a q.s.d. ν with exponential decay rate θ = λ − b. Lemma 3.2
implies that the restriction ν(1) of ν to {η ∈ A : ‖η‖ = 1}, does not vanish. On the
other hand by the previous result, it is absolutely continuous with respect to σ . Then,

dν(1) = f1dσ

for some nonnegative function f1 that does not vanish σ almost surely.
For any function f in Cb(A) such that f (0) = 0 and with compact support, that is

f (η) = 0 for all ‖η‖ large enough, it follows from ν(Pt f ) = exp(−θ t)ν( f ) that

ν(L f 1A−0) = −θν( f ).

Since this is true for any such function we get, using notations introduced in (10) and
(23),

− θν(η)dνη(η) = b(1− ρ)
∑

y:ηy>1

(
ηy − 1)ν(η−y)dνη−y (η)

+λ
∑

y∈{η}

(
ηy + 1

)
ν(η+y)dνη+y (η)+ λ

∫

z∈T\{η}
ν(η+z)dνη+z (η+z)
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+bρ
∑

y:ηy=1

ν(η−y)
∑

y′∈{η}\{y}
ηy′g(y

′, y)dνη−y (η−y)dσ(y)

−(λ+ b)
∑

y∈{η}
ηyν(η)dνη(η).

In this formula if η = (q1, . . . , qk), η = (y1, . . . , yk) then η−y, η−y , for y ∈ {η}, and
η+z, η+z , for z /∈ {η}, are defined as

η−y =
{
(q1, . . . , qi−1, qi − 1, qi+1, . . . , qk) if yi = y, qi > 1

(q1, . . . , qi−1, qi+1, . . . , qk) if yi = y, qi = 1

η−y =
{
η if yi = y, qi > 1

(y1, . . . , yi−1, yi+1, . . . , yk) if yi = y, qi = 1

η+z = (q1, . . . , qi , 1, qi+1, . . . , qk) if yi < z < yi+1

η+z = (y1, . . . , yi , z, yi+1, . . . , yk) if yi < z < yi+1

Since θ > 0, we get

(λ+ b)
∑

y∈{η}
ηyν(η)dνη(η) ≥ λ

∫

z∈T\{η}
ν(η+z)dνη+z (η+z)

+bρ
∑

y:ηy=1

ν(η−y)
∑

y′∈{η}\{y}
ηy′g(y

′, y)dνη−y (η−y)dσ(y). (28)

For any integer m ≥ 1, we denote by (1m) ∈ �(N) the discrete configuration

(1m) =
(

1, . . . , 1
︸ ︷︷ ︸
m times

)

From inequality (28) (keeping only the second term on the right hand side), we get
for any integer m ≥ 2 and some constant Cm > 0

dν(1m )(y1, . . . , ym) ≥ Cm g(ym−1, ym)dσ(ym)dν(1m−1)(y1, . . . , ym−1).

Using this inequality recursively, we obtain for any integer m ≥ 2

dν(1m )(y1, . . . , ym) ≥ f1(y1)dσ(y1)

m−1∏

j=1

C j+1g(y j , y j+1)dσ(y j+1). (29)
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We also derive from inequality (28), using only the first term on the right hand side,
that for any integer m ≥ 1, there exists a constant C ′m > 0 such that

dν(1m )(y1, . . . , ym) ≥ C ′m
∫

z∈T\{y1,...,ym }
dν(1m+1)(y1, z, y2, . . . , ym).

Using this inequality recursively, we get for any integer m > 2

dν(12)(x1, x2)

≥
m−1∏

j=2

C ′j
∫

T\{x1,x2}

∫

T\{x1,z1,x2}
. . .

∫

T\{x1,z1,...,zm−2,x2}
dν(1m )(x1, z1, . . . , zm−2, x2).

Combining this inequality with (29), we get for any m > 2, and for some constant
C ′′m > 0

dν(12)(x1, x2) ≥ C ′′m f1(x1)gm−1(x1, x2)dσ(x1)dσ(x2). (30)

It follows directly from (28) that the same inequality holds for m = 2.
We also derive from inequality (28) that for some constant C1 > 0 we have

dν(1)(x) ≥ C1

∫

T\{x}
dν(12)(z, x)

≥ C1 C ′′mdσ(x)
∫

T

f1(z)gm−1(z, x)dσ(z).

where for the last inequality, which holds for any m > 2, we use (30). This implies
immediately that for σ almost every x

f1(x) ≥ C1C ′′m
∫

T

f1(z)gm−1(z, x)dσ(z).

We now choose m = k0 + 1 (k0 is given in (9)) therefore gm−1(z, x) > 0, σ ⊗ σ

almost surely, and from the above inequality we get f1 > 0, σ almost surely. There-
fore, f1(x1)gm−1(x1, x2) > 0, σ ⊗ σ almost surely, and the result follows. ��
Proposition 6.3 There is a unique q.s.d. associated with the exponential decay rate
θ = λ− b.

Proof Let ν and ν′ be two different q.s.d. with the exponential decay rate θ . We can
write the Lebesgue decomposition

ν′ = f ν + ξ
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with f a nonnegative measurable function and ξ a singular measure with respect to ν.
Assume ξ �= 0. Applying R†

t we get

ν′ = f ν + ξ = R†
t ( f ν)+ R†

t (ξ).

If f is bounded, since ν is a q.s.d., we have R†
t ( f ν)� ν. In the general case, the same

result holds by approximating f by an increasing sequence of nonnegative functions.
Therefore, we must have

R†
t ( f ν) ≤ f ν.

Integrating the function ϕ1 as before, we conclude that R†
t ( f ν) = f ν, and therefore

R†
t (ξ) = ξ .
Then, we have two q.s.d. ν and ξ with exponential decay rate θ = λ − b, which

are mutually singular. We claim that this is excluded by Lemma 6.2. Indeed let B be a
measurable subset such that ξ(B) = ν(Bc) = 0. Then ν(B ∩A(11)) = ν(A(11)) > 0.
Since ν � μ we get μ(B) ≥ μ(B ∩ A(11)) > 0. From Lemma 6.2 we deduce
ξ(B ∩ A(11)) > 0 which is a contradiction. Namely ξ = 0 and we conclude that
ν′ = f ν. Let us now show that f ≡ 1, which will yield ν′ = ν and so will conclude
the uniqueness result.

Multiplying if necessary by a positive constant, we can assume than ν and ν′ are
probability measures. In particular, the integral of f with respect to ν is equal to 1.
The measure ν − ν′ = (1 − f )ν is also invariant by the semi-group R†

t . Therefore,
denoting by (1− f )+ the positive part of 1− f , we have

R†
t ((1− f )+ν) = (1− f )+ν + R†

t (( f − 1)+ν)− ( f − 1)+ν.

Since R†
t (( f − 1)+ν) is a nonnegative measure, this implies the relations

R†
t ((1− f )+ν)(• ∩ { f ≤ 1}) ≥ (1− f )+ν(• ∩ { f ≤ 1})

R†
t ((1− f )+ν)(• ∩ { f > 1}) ≥ 0 = (1− f )+ν(• ∩ { f > 1}),

showing that

R†
t ((1− f )+ν) ≥ (1− f )+ν.

Since ϕ1 is invariant by Rt we get

0 =
∫

ϕ1d
(

R†
t ((1− f )+ν)− (1− f )+ν

)
.

Using that ϕ1 is strictly positive we deduce

R†
t ((1− f )+ν) = (1− f )+ν.
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We also get

R†
t (( f − 1)+ν) = ( f − 1)+ν.

If f is not almost surely equal to one, since its integral with respect to ν is equal to one,
the two measures (1− f )+ν and ( f −1)+ν are two non-trivial nonnegative measures,
invariant by Rt . Moreover, they are mutually singular, but we saw above that this is
impossible. This contradiction ensures that f = 1 almost surely and completes the
proof of the proposition. ��
The proof of Theorem 1.3 is now complete, it follows from Propositions 6.1 and 6.3.
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