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A B S T R A C T

The identification of seismic records in seismically active mines is examined by considering logistic regression and neural network classification techniques. An efficient methodology is presented for applying these approaches to the classification of seismic records. The proposed procedure is applied to mining seismicity from two mines in Ontario, Canada, and compared based on an analysis of the receiver operating characteristic curve as well as a number of performance metrics related to the contingency matrix. The logistic and neural network models presented excellent performance for identifying blasts, seismic events and reported events in the training and testing datasets for both mining seismicity catalogues. Operated under their respective optimal decision threshold values, the logistic and neural network models, accuracy was higher than 95% for classification of seismic records. In general, the logistic regression and neural network methods had close overall classification accuracies. The ability of the models to reproduce the frequency-magnitude distribution of the testing dataset was used as a signature of classification quality. The logistic and neural network models reproduced the reference distribution in a satisfactory manner. The advantages and limitations pertaining to the two classifiers are discussed.
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1. Introduction

Microseismic monitoring is employed in many mining operations in Canada as a tool to identify potential ground control safety hazards to workers. The full-waveform seismic systems employed at these mines provide real-time seismic parameters of seismic records. From these seismic parameters, it is possible to characterize the rockmass response around mining excavations, particularly to the blasting cycle which triggers most of the seismicity as aftershocks. Occasionally large magnitude events are triggered, caused by the interaction of mining and geological structures at depth.

Following large seismic events or blasts there is a short-term increase in levels of seismicity that over time decays to background levels. One of the applications of the microseismic data is to enhance workplace safety by restricting access to the affected zones of the mine for sufficient time to allow this decay of aftershock events. This is the re-entry protocol [1,2].

A key aspect of re-entry policies is the triggering of re-entry incidents, i.e., when should a re-entry protocol be invoked? Based on a survey on current re-entry practices at 18 seismically active mines, it was established that 90% of re-entry incidents are triggered by blasting [3]. Therefore, it is necessary to accurately identify the origin time and location of blasts. The microseismic technologist at the mine has an idea when blasts are scheduled, but exact times are not recorded in blast notices or daily blast logs. It is up to the technologist to manually match blasts to the recorded seismicity; therefore, automating this procedure is an invaluable labour saving device [4].

Some of the guidelines used at the surveyed mines for invoking a re-entry protocol after large magnitude events, measured in the Nuttli magnitude scale ($M_n$), are:

1. Any seismic event with a $M_n \geq 3.0$, regardless of location and whether or not there was damage to mine excavations.
2. Any seismic event with a $M_n \geq 1.5$ and affecting the main accesses (e.g. ramp, footwall drifts), which could require workers to be confined to underground refuge stations and/or could require the evacuation of workers.
3. Any seismic event with a $3.0 > M_n \geq 1.5$, located within 30 m from mine excavations and/or main infrastructure (e.g. cross-cuts, ramp, refuge station, electrical sub-station, garage, crusher station).

Guidelines such as these, which are based on a correlation between event magnitude and damage, require a history of seismicity and careful calibration. However, large magnitude events are not that frequent in all mining operations in Ontario, and mines that are...
just starting to experience seismicity and rockbursting are faced with the difficulty of having to develop their own guidelines for invoking a re-entry protocol without the benefit of significant local experience. What is needed is an approach that enables the type of seismic event based on the maximum amplitude of a seismic wave at a particular frequency. $M_s$, $E$, $f_L$ or $r_o$, $\Delta$ and $\sigma_a$ are determined over P-wave and/or S-wave windows using a time-domain methodology [5]. $\Delta\sigma_{ds}$, $D_{max}$, $PVP$ and $PAP$ are based on velocity and acceleration waveforms accounting for source-receiver distance.

Generally, the seismic records are classified by mine personnel mainly into three categories: microseismic events (e), blasts (b), and the associated vectorial error sum ($\Delta r$), origin date-time ($t$), number of sensors used in the location of the event ($N_s$) and 13 seismic parameters: uniaxial magnitude ($uMag$), triaxial magnitude ($tMag$)—not applicable if no triaxial sensors were used to acquire the data set, seismic moment ($M_o$) and moment magnitude ($M_w$), seismic energy ($E_o$), S-wave to P-wave energy ratio ($E_s/E_P$), source radius ($r_o$), asperity radius ($r_a$), static stress drop ($\Delta\sigma$), apparent stress ($\sigma_a$), dynamic stress drop ($\Delta\sigma_d$), maximum displacement ($D_{max}$), peak velocity parameter ($PVP$), and the peak acceleration parameter ($PAP$).

### Table 1

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Required parameters and variables</td>
<td>$A, B$ : Parameters based on local conditions</td>
</tr>
<tr>
<td></td>
<td>$R$ : Source-sensor distance</td>
</tr>
<tr>
<td></td>
<td>$ppV$ : Peak particle velocity</td>
</tr>
<tr>
<td></td>
<td>$\rho$ : Density at the source</td>
</tr>
<tr>
<td></td>
<td>$c$ : P-wave velocity</td>
</tr>
<tr>
<td></td>
<td>$\beta$ : S-wave velocity</td>
</tr>
<tr>
<td></td>
<td>$T_r$ : Wave radiation coefficient</td>
</tr>
<tr>
<td></td>
<td>$K$ : Wave source model parameter</td>
</tr>
<tr>
<td></td>
<td>$\mu$ : Dynamic shear modulus</td>
</tr>
<tr>
<td></td>
<td>$V_{max}$, $\Delta_{max}$ : Maximum velocity and acceleration recorded from the root-mean-square trace</td>
</tr>
<tr>
<td>Local Magnitude</td>
<td>$uMag = uMag^{\text{tMag}}R_{ppV}$ + $B$ Estimate of the energy release of an event based on measurements of the maximum amplitude of a seismic wave at a particular frequency. It can be calculated using either uniaxial or triaxial sensors: $uMag$: average of the unclipped peak amplitudes of uniaxial sensors $tMag$: average of the unclipped data of the vectorial amplitudes for each component of the triaxial sensors. $-9.99$ default value if no triaxial sensors</td>
</tr>
<tr>
<td>Squared spectral integrals</td>
<td>$S_{02}$ and $S_{y2}$ are integrals of the squared spectral displacement and velocity determined over P-wave and S-wave windows</td>
</tr>
<tr>
<td></td>
<td>$S_{02} = 2 \int_0^{\infty} D^2(t) dt$</td>
</tr>
<tr>
<td></td>
<td>$S_{y2} = 2 \int_0^{\infty} V^2(t) dt$</td>
</tr>
<tr>
<td>Corner frequency</td>
<td>$f_c = \frac{1}{2\pi} \sqrt{S_{02}/S_{y2}}$</td>
</tr>
<tr>
<td>Low-frequency spectral level</td>
<td>$Q_0 = \frac{S_{02}/\Omega_{y2}}{S_{y2}}$ Flat part of the displacement amplitude spectra prior to the corner frequency</td>
</tr>
<tr>
<td>Energy flux</td>
<td>$J = S_{02}$ Measure of seismic event strength equivalent to the amount of work done to produce the observed displacement over the entire slip surface. Average of P- and S-waves</td>
</tr>
<tr>
<td>Seismic moment</td>
<td>$M_o = 4\pi^3/3\mu \rho$ Measure of the total energy contained in the P- and S-waves. The sum of the P and S contributions</td>
</tr>
<tr>
<td>Moment magnitude</td>
<td>$M_{p} = 4\pi^2 G M_{o} / 9.0$ Equivalent circular surface over which slip is predicted to occur during a seismic event. Average of P- and S-waves</td>
</tr>
<tr>
<td>Seismic energy</td>
<td>$E_o = 4\pi^2 G M_{o}$ Source radius $r_s = \frac{r_o}{\rho}$ Calculated on the S-wave only</td>
</tr>
<tr>
<td>Source radius</td>
<td>$r_a = 1 \Delta_{max}$ Static stress drop $\Delta = \frac{\mu - \rho}{\rho}$ Average difference between initial and final (shear) stress levels over a fault plane associated with slip on that surface</td>
</tr>
<tr>
<td>Apparent stress</td>
<td>$\sigma_a = \frac{\mu - \rho}{\rho}$ Difference between the average loading stress and the average resisting stress</td>
</tr>
<tr>
<td>Dynamic stress drop</td>
<td>$\Delta\sigma_d = 2.5\mu / R_{max}$ Estimate of the stress release associated with breaking through the strongest part of the source area. Calculated on the S-wave only</td>
</tr>
<tr>
<td>Maximum displacement</td>
<td>$D_{max} = 8.1R_{max}$ Calculated on the S-wave only</td>
</tr>
<tr>
<td>Peak velocity parameter</td>
<td>$PVP = R_{max}$ Calculated on the S-wave only</td>
</tr>
<tr>
<td>Peak acceleration parameter</td>
<td>$PAP = \rho R_{max}$ Calculated on the S-wave only</td>
</tr>
</tbody>
</table>
and reportable seismicity (r). The last category may include: Ontario’s reportable occurrences (rockburst damage greater than 5 r), events that cause visible damage to the excavations, and events that are felt on surface or underground.

3. Modeling approach

The approach used here estimates the probability of having a blast/event as a function of microseismic parameters through the use of logistic regression and artificial neural networks. This approach is also adapted to include the probability of having a reportable incident. The models are described below.

3.1. Logistic regression

Logistic regression (LR) is a statistical modeling technique in which the probability of a category is related to a set of explanatory variables [6]. Suppose that the dependent variables have M categories. One value (typically the value with the highest frequency) of the dependent variable is designated as the reference category. The probability of membership in other categories is compared to the probability of membership in the reference category [7]. For dependent variables with M categories, this requires the calculation of M-1 equations, one for each category relative to the reference category, to describe the relationship between the dependent variable and the independent variables. Assuming the first category as the reference, then for each category (m=2, ..., M) the logistic model is defined by the following equations:

\[
\begin{align*}
  z_m &= a_m + \sum_{i=1}^{N} a_{mi}x_i; \quad m \geq 2 \\
  P(z_m) &= \frac{e^{z_m}}{1 + \sum_{i=2}^{M} e^{z_i}}; \quad m \geq 2 \\
  P(z_m) &= \frac{1}{1 + \sum_{i=2}^{M} e^{z_i}}; \quad m = 1
\end{align*}
\]

where \( z_m \) is a measure of the contribution of the explanatory variables \( x_i \), and \( a_{mi} \) are the regression coefficients which are obtained by maximum likelihood in conjunction with their standard errors \( \Delta a_{mi} \), and \( P(z_m) \) is the categorical response of variable \( m \) that represents the probability of a particular outcome. In this particular application \( x_i \) are the microseismic parameters of interest, and \( P(z_m) \) is the probability of having a blast, microseismic, event and reportable seismicity.

3.2. Artificial neural networks

Artificial neural networks (ANN) is a mathematical model made up of large numbers of simple, highly interconnected processing elements (called neurons) to generate a solution to a problem. An advantage of a neural net is that it can model a variety of response surfaces given enough hidden nodes. There are several architectures and elements of neural networks [8]. In this paper, a multi-layer perceptron network model is used. This type of network has an input layer, one hidden layer, and an output layer. The net input to a neuron is linear while the activation function is given by a logistic S-shaped function:

\[
S(x) = \frac{1}{1 + e^{-x}}
\]

Therefore, given \( N \) input variables \( x_\text{in} \), the activation function for the hidden node \( L \), is defined by

\[
H_L = S \left( b_{L0} + \sum_{i=1}^{N} b_{Li}x_i \right)
\]

where \( b_{Li} \) is the weight from input variable \( i \) to the hidden node \( L \). For a problem with \( M \) categories and using the first category as the reference, the contribution \( z_m \) from the \( N_h \) hidden nodes on category \( m \) is given by

\[
z_m = c_{mo} + \sum_{l=1}^{N_h} c_{ml}H_L; \quad m \geq 2
\]

where \( c_{ml} \) is the weight from hidden node \( L \) to the output category \( m \). The weights \( b_{Li} \) and \( c_{ml} \) are estimated by using standard back-propagation techniques. The probabilities for each category are given by replacing Eq. (6) in Eqs. (2) and (3).

3.3. Classifier performance

The performance of a classifier is assessed by comparing the prediction outcomes of the model to known values. For a two-class prediction problem, there are four possible situations [9]. If the actual value is positive (P) and it is classified as positive (P ′), it is counted as a true positive (TP); if it is classified as negative (N) it is counted as a false negative (FN). If the actual value is negative (N) and it is classified as negative, it is counted as a true negative (TN); if it is classified as positive, it is counted as a false positive (FP). The information is displayed in a two-by-two contingency matrix (Table 2). To evaluate the contingency matrix it is necessary to set a decision threshold value. For identifying blasts with LR and ANN there is only one, which corresponds with the probability of having a blast \( P_b \). Once a decision threshold is selected the contingency matrix forms the basis for several performance metrics. Three of them are the true positive rate, TPR, false positive rate, FPR, and accuracy, ACC:

\[
\begin{align*}
  TPR &= \frac{TP}{TP + FN}; \quad FPR = \frac{FP}{FP + TN}; \quad ACC = \frac{TP + TN}{TP + TN + FP + FN}
\end{align*}
\]

For a perfect classifier TPR=ACC=1, and FPR=0. The plot of TPR as a function of FPR for a range of decision thresholds is known as a receiver operating characteristic (ROC) curve. The area under the ROC curve, abbreviated AUC, is an absolute measure of the performance of the model [9,10] and takes values between 0.5 and 1.0. An AUC of greater than 0.9 is considered excellent, 0.8 to 0.9 is considered good, 0.7 to 0.8 is considered fair, and below 0.7 is considered poor.

Considering that the performance of each model depends on the value of the decision threshold, the selection of the optimal

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contingency matrix. (a) Two-class prediction problem. (b) Three-class prediction problem.</td>
</tr>
<tr>
<td>Actual value</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>(a) Prediction outcome</td>
</tr>
<tr>
<td>N’</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Actual value</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b) Prediction outcome</td>
<td>A</td>
<td>AA</td>
<td>AB</td>
</tr>
<tr>
<td>B</td>
<td>BA</td>
<td>BB</td>
<td>BC</td>
</tr>
<tr>
<td>C</td>
<td>CA</td>
<td>CB</td>
<td>CC</td>
</tr>
</tbody>
</table>
threshold for each model is guided by locating the maximum values of the following two skill scores on the corresponding ROC curve:

\[
HSS = \frac{2(TP \times TN - FP \times FN)}{(TP + FN)(FN + TN) + (TP + FP)(FP + TN)}, \quad PSS = TPR - FPR
\]

where HSS and PSS are the Heidke’s [11] and Peirce’s [12] skill scores respectively. By examining the contingency matrix and performance metrics of these two skill scores on the ROC curve an optimal decision threshold that would optimize the classification accuracy of the model can be determined.

In the case of a three-class prediction problem the contingency matrix is a three-by-three matrix (Table 2b). To evaluate the selection accuracy of the model can be determined. Once this threshold is set and the seismic records corresponding to the decision threshold for class A is guided by maximizing Eq. (8). The optimal decision threshold for identifying class A is guided by maximizing Eq. (8). Considering the other classes as negatives. The selection of the decision threshold for class B is also guided by maximizing Eq. (8).

4. Data and methods

4.1. Sources of data

Seismic records from two mining sites, namely Nickel Rim South and Kidd Creek, are used throughout this paper. In the following, a brief overview of each site is provided.

4.1.1. Nickel Rim South

The Nickel Rim South orebody is a nickel–copper deposit, located in Sudbury, Ontario. The top of the orebody is roughly 1200 m below surface and extends down to 1700 m. Transverse blasthole with pillars is the principal mining method. The underground microseismic monitoring system consists of 25 uniaxial accelerometers (Fig. 1a). The seismic database (from 06/01/2009 to 11/30/2009) contains a total of 38,301 seismic records with all the seismic parameters evaluated, from which 25,644 are labelled as events and 12,657 as blasts. Of these seismic records 31% have been manually labelled by mine personnel. Three main daily blasting shifts are observed from the diurnal chart in Fig. 1b, between hours 6–7, 14–15 and 22–23, each of which triggers an increase in seismicity that decays over a two to three hour time period.

4.1.2. Kidd Creek

The Kidd mine orebody is a large-scale copper-zinc deposit, located near Timmins, Ontario. Blasting mining with delayed paste backfill is used to extract the ore underground. The study region corresponds to the complete Mine D, covering a volume of approximately 300 m × 200 m × 500 m, between 2000 and 2700 m below surface. The underground microseismic monitoring system consists of 15 uniaxial and 4 triaxial accelerometers (Fig. 2a). The seismic database (from 06/01/2005 to 10/31/2008) contains a total of 18,231 seismic records with all the seismic parameters evaluated, from which 13,542 are labelled as micro-seismic events, 4596 as blasts and 93 as reported. Of these seismic records 98% have been manually labelled by mine personnel. Two main daily blasting shifts are observed from the diurnal chart in Fig. 2b, between hours 3–7 and 15–19, each of which triggers an increase in seismicity that decays over a three to four hour time period. The reported incidents are distributed throughout the day with a higher frequency of cases occurring at hours 3 and 4.

4.2. Model building

Data from the seismicity catalogues is used to train and test the logistic and the neural network models. In the logistic regression the “training data” is referred to the portion of the database used to calibrate the model and derive the regression equations, respectively. Assuming that microseismic events, blasts, and reportable seismicity are consistently time labelled, the databases are divided into two groups (Table 3): (1) training dataset (first 70% of the seismic records) used to train the models, and (2) testing dataset (last 30% of the seismic records) used to examine the prediction performance of the trained model. In the following, the steps used to train the models are described.

4.2.1. Logistic regression

Initially, the logistic model is calibrated using the location error, and the 13 seismic parameters provided by the full-waveform system (Section 2). Parameters that do not contribute significantly (at a 5% level) to the model fit are removed from the analysis. This is accomplished by examining the likelihood-ratio tests calculated as twice the difference of the log-likelihoods between the full model and the model constrained by the hypothesis to be tested (the model without the parameter). With this procedure the microseismic parameters that best describe the classification of blasts, microseismic events and reported incidents are identified.
for the logistic model (Table 4). At both sites $\Delta r$, $u$Mag, $M_w$, $E_p/E_{\text{th}}$, $r_{\text{Min}}$, $\Delta r$, $s$, and PAP were found to be significant. In addition, PVP was determined to be significant at the Kidd Creek Mine (Table 4b).

### 5. Results

#### 5.1. Nickel Rim South

In the case of the Nickel Rim South dataset the main objective of the models is to properly identify blasts throughout the mine. The ROC curves for the training dataset for the two models considered are presented in Fig. 4. For the logistic model the optimal probability levels for identifying blasts $P_b$ estimated by maximizing the Heidke and Peirce skill scores are 0.56 and 0.47 respectively (Fig. 4a). Both of them are located in the upper left corner of the ROC curve. The performance metrics are extremely similar for both skill scores. Taking the average of these, a $P_b$ of 0.52 was set as optimal for this model. For the neural network (Fig. 4b) the optimal $P_b$ estimated by maximizing the Heidke and Peirce skill scores are 0.37 and 0.47 respectively. A $P_b$ of 0.42 was considered optimal for this model.

Table 5 summarizes the contingency matrices and performance metrics for the models with optimized decision thresholds for both the training and testing datasets. Inspection of Table 5 provides the following:

1. Based on the AUC, the optimized logistic and neural network models present an excellent discrimination of blasts within the seismic records for both the training and testing datasets.
2. The optimized logistic and neural network models have similar performance.
3. When comparing the results of the models between the training and testing datasets, it can be concluded that the logistic and neural network models generalize extremely well as similar performance statistics are obtained for both datasets. There is inclusively a slight increase in the performance of these models for the testing dataset.
4. There are a few seismic events misclassified as blast (low FP) by the logistic and neural network models for both the training and testing dataset.
5. The number of real blasts misclassified as seismic events (FN) are similar for the two models for the testing dataset.

An important issue is the time and magnitude distribution of the misclassified seismic records by the models for the testing dataset.
dataset. This is studied by considering the diurnal chart of \( FP \) and \( FN \) (Fig. 5a1–b1), and the cumulative frequency-magnitude distributions of TN, FN and FP (Fig. 5a2–b2). In Fig. 5a1–b1 approximately half of FP and almost all of the FN occurrences are associated with the process of blasting (between hours 6–7, 14–15 and 22–23). In terms of the percentages of the total occurrences;
for magnitude larger than approximately observed that there is a lack of seismic records labelled as events. This corresponds to the group of real blasts labelled as events by the trained models (Fig. 5a2). These occurrences correspond to seismic records with large magnitude for the training (frame a), and testing (frame b) datasets for the seismicity recorded at the Nickel Rim South Mine. The end product provided by the trained models for studying mining seismicity is the seismic records classified as seismic events. This corresponds to TN+FN. The testing dataset provides a unique opportunity to understand the shape of the cumulative frequency–magnitude distribution for FN+FP provided by the trained models by examining separately the magnitude distribution of FN+FP in connection with their time distributions (Fig. 5). The magnitude range of real events labelled as blasts (FP) by the logistic and neural network models are concentrated in the largest events measured at the mine (Fig. 5a2–b2). It can be observed that there is a lack of seismic records labelled as events for magnitude larger than approximately ~1.0 in the frequency–magnitude distribution of TNs. A different situation appears for the group of real blasts labelled as events by the trained models (FN). These occurrences correspond to seismic records with medium measured magnitude events. By adding TN+FN the total seismic records classified as events by the trained models is obtained. It can be observed that the addition of FN to TN does not affect significantly the distribution of TN (Fig. 5a2–b2).

Even though the final frequency–magnitude distribution (TN+FN) obtained by the logistic and neural network model seems to misclassify large magnitude real events as blasts it has to be considered in this case that the reference database used to train the model is far from ideal. Further analysis revealed that from the 103 and 75 FN s detected by the logistic and neural network models, only 36 and 18 were manually labelled by mine personnel respectively. In addition, the part that was labelled automatically by the system was the one responsible for the discrepancies between the classification provided by the logistic and neural network models with the reference database in the large magnitude range. It can be concluded that the trained logistic and neural network models were able to learn the identification of blasts in an efficient manner to the point that possible misclassifications in the reference database were detected.

### 5.2. Kidd Creek

In the Kidd Creek dataset a third category is available and introduced into the analysis. The actual objective of the logistic and neural network models is to identify both reported occurrences and blasts throughout the mine. The approach is to select a threshold $P_t$ that maximizes the identification of reported incidents (TP) which also gives an acceptable level of the mean time interval between false alarms (FP):

$$ t_{FP} = t_M / P_F $$

where $t_M$ is the monitoring period in days for the calibrating dataset (Table 3b). The resulting ROC curves, related metrics and $t_{FP}$ for different thresholds for the training dataset are presented in Fig. 6. In both models the threshold $P_t$ that maximizes the PSS presented a large number of FP, approximately one per day, which is unreliable. On the other hand, the thresholds $P_t$ that maximizes the HSS presents a low and medium TPR for the logistic (Fig. 6a) and neural network models, respectively (Fig. 6b). In between the two metrics (PSS and HSS) there is a range of suitable thresholds as shown in Fig. 6. In the case of the logistic model a $P_t$ of 0.05 was selected as it produces a TPR higher than 0.8 and $t_{FP}=5$ days. In the case of the neural network model a $P_t$ of 0.03 is selected as this threshold produces the same number of FP as the threshold selected for the logistic model. It can also be observed from Fig. 6 that both models present an excellent discrimination of reported incidents within the seismic records ($AUC > 0.9$).

Once the $P_t$ thresholds have been set, the models are used to classify the testing dataset (Table 6). As a reference, the contingency matrix and performance statistics for the calibrating dataset have been included in Table 6. Both models generalize well as similar performance statistics are obtained for the training and testing datasets. However, the logistic model appears to

---

**Table 5**

<table>
<thead>
<tr>
<th>Model</th>
<th>Contingency matrix</th>
<th>Performance metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>TN</td>
</tr>
<tr>
<td>(a) Training dataset (26,811 seismic records)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>9252</td>
<td>16,761</td>
</tr>
<tr>
<td>ANN</td>
<td>9292</td>
<td>16,814</td>
</tr>
<tr>
<td>(b) Testing dataset (11,490 seismic records)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>2759</td>
<td>8,478</td>
</tr>
<tr>
<td>ANN</td>
<td>2782</td>
<td>8,506</td>
</tr>
</tbody>
</table>
The timing of false alarms in Table 6b (FP) deserves further analysis. The time relative to blasts of these FP is investigated with the logistic model for the testing dataset. The cumulative ascending distribution of the elapsed time between the false positives and the last seismic record labelled as blast, $\Delta t_{FP,b}$, is presented in Fig. 7. This figure indicates that 65% of the FP's correspond to seismic records labelled as blasts ($\Delta t_{FP,b} = 0$). An additional 15% of the FP's are events triggered within 1 h after the last event labelled blast ($\Delta t_{FP,b} = 1$). The implication is that 80% of the FP's may be attributed to the process of blasting.
Next, the identification of blasts is addressed. In the case of the logistic and neural network models a $P_b$ of 0.39 and 0.36 were considered as optimal respectively. The performance of the logistic and neural network models are compared using the training and testing datasets (Table 7). Inspection of Table 7 shows the following:

1. The logistic and neural network models generalize extremely well and present an excellent discrimination of blasts within the seismic records (AUC > 0.9) for both the training and testing datasets.
2. There is a decrease in the performance of the neural network model for the testing dataset (lower AUC).
3. The logistic and neural network models have similar performance for the testing dataset.

The cumulative frequency-magnitude distribution of the seismic records labelled and classified as events by the mine personnel and the models respectively are presented in Fig. 8. This confirms quantitatively that the classification of seismic records provided by these models are able to reproduce in a satisfactory manner the manual labelling of mine personnel at this mine.

6. Discussion

The applicability of logistic regression and artificial neural networks for classifying seismic records was investigated. These models presented a superior ability to generalize for new datasets. A remarkable aspect of these models is that they make it possible to include a third category (reported incidents) into the classification process. This result proved to be useful for providing guidelines of when a re-entry protocol should be invoked. Several main advantages of the approach were identified:

- Can be considered as a real time classification process.
- Misclassifications are minimized, reproducing in a satisfactory manner the manual labelling of mine personnel at the mine sites studied.
- The basis of the models is that blast, events, and reported incidents have different mechanisms represented by their seismic parameters.
- The probability of having a reportable incident is the first component of any formal risk assessment.
- For mines without a large history of seismic records these models will enable them to develop their own in-house classification system. Considering that the calibrated models reflect the blasting practices at the mines we recommend a minimum time period of three months of seismic records for calibrating the models.

There are, however, two possible limitations:

- It is necessary to have seismic records consistently-time-labelled to calibrate the model, which is currently not done at all the mines.
- The microseismic monitoring system has to be able to evaluate and report the seismic parameters consistently in time.

7. Conclusions

In this paper, approaches to develop classifiers for seismicity are evaluated and discussed. The method involves the use of logistic regression and neural network techniques, making it possible to incorporate a third class (reported incidents) into the analysis for re-entry protocol development. Logistic regression and artificial neural networks has proved to be an efficient and reliable tool for the classification of microseismic records. Operated under their respective optimal decision threshold values, the logistic and neural network models, accuracies were higher than 95%. The predictive ability of the artificial neural network was found to be comparable to that of the logistic regression for both seismic...
datasets. However, when a third class was included into the analysis the logistic model generalized better than the neural network model. Additional studies using other mining seismicity catalogues in different mining environments may further clarify the differences between logistic and neural network models for classifying seismic records. The fact that logistic regression can be developed quickly without overfitting the data makes it an efficient classifier that can be easily retrained as additional data becomes available.

The successful predictions of the logistic and neural network models invite further refinement of these models in the identification of blasts and reported incidents. Other parameters can be introduced in the algorithm, such as: distance from mining excavations and to the microseismic array, time relative to the last blast, and triggering of the strong ground motion system. Other types of neural network architectures and classification algorithms may be tested as well.
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Fig. 8. Cumulative frequency–magnitude distribution of seismic records classified as events for the testing dataset at the Kidd Creek Mine. (a) Logistic regression. (b) Neural network.