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Although in electric power systems (EPS) the regulatory level guarantees a bounded error between the reference and the
corresponding system variables, to keep its availability in time, optimizing the system operation is required for operational reasons
such as, economic and/or environmental. In order to do this, there are the following alternative solutions: first, replacing the
regulatory system with an optimized control system or simply adding an optimized supervisory level, without modifying the
regulatory level. However, due to the high cost associated with the modification of regulatory controllers, the industrial sector
accepts more easily the second alternative. In addition, a hierarchical supervisory control system improves the regulatory level
through a new optimal signal support, without any direct intervention in the already installed regulatory control system. This work
presents a secondary frequency control scheme in an electric power system, through a hierarchical model predictive control (MPC).
The regulatory level, corresponding to traditional primary and secondary control, will be maintained. An optimal additive signal is
included, which is generated from a MPC algorithm, in order to optimize the behavior of the traditional secondary control system.

1. Introduction

The growing complexity of the power systems, due to the
increased interconnection, the use of new technologies,
and the need for operating the system based on economic
indicators, has motivated the creation of some tools that
enable the system to operate with a high degree of security
and very close to the limits of stability conditions. The use
of advanced control techniques has been an effective way of
extending the limits of stability and improving the operation
of EPS [1, 2]. Model predictive control is one of such advanced
control techniques and is presented below.

1.1. Model Predictive Control. Model predictive control is a
control technique defined as a collection of past and present
information to predict the future behavior of a system,
through the explicit use of a process model. The generation
of the control signal is made through the minimization of an
objective function. Essentially, this control technique is based
on the use of a finite slide horizon control, which involves the
calculation of the control sequence for the whole horizon, but
only the first control signal in the sequence is applied to the

plant, and the process is repeated in the next sampling instant
[3].

MPC is one of the few control techniques that allow
the incorporation of variable constraints in the formulation.
Furthermore, this control strategy is valid for a wide range
of systems, linear and nonlinear, and has had a significant
impact on the industry.

Guaranteeing the stability of the closed loop system is
an essential aspect in the design of a controller. The stability
analysis in the MPC is an aspect that has been evolving
and now is considered as a mature field. The stability of
the MPC controller is guaranteed due to the establishment
of conditions (valid for most of the systems) [4]. These
conditions are based on a formulation of the controller that
includes cost terminal as well as terminal restrictions.

Determination of a more suitable hierarchical structure
to control a power system is a very important task. The use of
a single control system to operate the entire plant, or dividing
the plant in a set of subsystems, and make the individual
control of each one may represent a significant reduction in
electricity costs if the best option is selected. In this paper we
present the control techniques that gave better results in the
problem.


http://dx.doi.org/10.1155/2014/397567

1.2. Applications of MPC in EPS. One of the most important
applications of MPC in EPS is the voltage control, which
can be defined as operational activities to keep the voltage
within a permissible range into a specific sector, providing
appropriate reactive power flow through the transmission
system, at a particular time, with the objective of maximizing
the active power flow [2]. Some recent MPC algorithm
applications to control voltage can be cited, such as [5], where
a predictive controller is implemented with a mixed logical
dynamical model to control the voltage in a 12 bar network.
Discrete control actions are load shedding, control trans-
former taps, and capacitor connection. A similar work is
made in [6, 7], where a MPC to control the voltage of a 10 bar
system is presented. The implementation includes a terminal
region, which assures the stability of the controller, and
the solution is obtained solving a linear programming prob-
lem. In [8], a MPC approach is used to prevent voltage insta-
bility in the long term. The MPC algorithm is based on a lin-
earized steady state system model, derived from power flow
equations. Simulations have been made in an EPS Nordic-
32 system. In [6], a method for optimal coordination of load
shedding, capacitor switching, and taps changer is presented,
in order to preserve the voltage stability of long-term.
A dynamic model is used and a search tree is used as a method
of solution for the MPC algorithm.

Another type of application of MPC in EPS is the control
of power oscillations, which are variations on the three-phase
power, due to the advance and retreat of the relative angles of
voltage between generators, due to changes in the magnitude
of the loads, faults, and other disturbances in the system
[2]. We can cite works as [9], where a new control of generator
excitation is proposed, to assure the stability of an EPS with
multiple generators. The MPC algorithm is implemented
using a DSP to achieve stability in real time with adequate
speed. The simulations show that the interarea oscillation
arising after a large disturbance in a connection line of two
areas can be damped quickly. Besides, simulation shows that
the stability of the MPC for multiple generators has a similar
quality compared with the optimum excitation control using
an automatic voltage regulator (AVR) of high gain in addition
to a finely tuned power system stabilizer (PSS).

The harmonic control is an important issue in EPS too,
due to the fact that it is considered a main indicator of the
service quality. In [10], author argues that the increasing
nonlinear loads generate problems due to the effects of the
harmonic components of currents and voltages in an EPS, for
example, cables overheating transformers and motors, exces-
sive currents in the neutral resonance phenomena between
the circuit elements [11, 12], and considering the capacitor
banks for power factor correction. So, in general, the quality
of the power supply is deteriorated by this distortion in
voltages and currents [13-15]. Regarding the applications of
MPC in harmonic control, we can mention the work in
[16], which presents a modulation method based on the
MPC and the sliding Fourier transform, including a low
switching frequency and less distortion in lower order har-
monics. The results are similar to the algorithm of selective
harmonic mitigation [17]. However, the proposed technique
is computed online and presents an improvement in the
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dynamic performances. The method can be applied to any
converter topology with any number of levels in a simple
manner. Results show that a large modulation index can be
used to achieve excellent performance, even in the range of
overmodulation.

Frequency control is defined as the ability of an EPS
to keep the frequency constant after a disturbance, whose
origin is a significant imbalance between generation and load.
The literature related to the implementation of the MPC
algorithm to control frequency of an EPS includes the area
called automatic control of large scale systems. We can cite a
decentralized frequency control presented in [18], using the
MPC algorithm in a multiarea power. The MPC technique
is designed such that the effect of the uncertainty due
to variation of the parameters of the governor and tur-
bine is reduced. Each local area controller is independently
designed, so that the overall stability of the closed loop system
is guaranteed. Model frequency response of EPS multizone is
introduced, and the physical limitations of the governors and
turbines have been considered. Note that in this decentralized
controller the stability of the entire system is not guaranteed.

In [19] a MPC distributed control addressed the problem
of cascading failures, which cause blackouts with high costs.
A cascading failure can be thought of as an alternating
sequence of equipment failures and violations of the dynamic
constraints of the power system. The designed controller is
described as a network of autonomous agents with quick
response to reduce these sequences. Agents work in the elimi-
nation of violations before they can cause more interruptions.
They make their decisions with a distributed MPC technique.
Each agent has a set of models, specialized in its location in
the network. The agent uses these models to predict what the
other agents will do and how the network will respond. Then,
each agent optimizes its decisions with respect to these
predictions. A comparison study on the basic data-driven
methods for process monitoring and fault diagnosis is pre-
sented in [20].

One remarkable work is the one in [21], which is the first
establishing the distributed MPC systems stability. Based on
noncooperative targets, this paper proposes a set of MPC
subcontrollers, which transmits the information of the cur-
rent state-entry trajectory to whole neighbors (MPC subcon-
trollers) with which it is interconnected and then competing
subcontrollers have no knowledge of the other cost functions.
From the game theory perspective, the balance of this
strategy, if it exists, is called a noncooperative equilibrium
or Nash equilibrium. The control objectives for each MPC
subcontrol are often in conflict with the objectives the other
MPC subcontrols have; that is, Nash equilibrium is usually
suboptimal Pareto [22]. In addition, recent results on large
scale system have been developed by [23].

Therefore, it is necessary to modify the objective function
of each subcontroller, in order to provide a cooperation
between them, which is achieved replacing in each subcontrol
the noncooperative objective by one that measures the impact
of control actions in the whole system. In this case, a convex
combination of the objectives of the individual subsystems is
used. With this modification, the best performance achiev-
able by controllers is characterized by a Pareto optimal path,
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FIGURE 1: Primary control block diagram with governor, prime motor, rotating mass, and load.

which represents the optimal trade-off set between their goals
and the goals of other systems with which there is conflict.
Then, it can be proved that the mediator iterations generated
by these MPC algorithms, based on cooperation, are feasible
and the control law state feedback MPC algorithm based
on these mediating iterations is asymptotically stable. As an
application the authors achieve a secondary control of four
areas in an EPS.

In [24], a comparison is made between a centralized,
decentralized, and distributed MPC for an EPS. An important
work has been developed by [25], where a distributed stable
nonlinear dynamic control system is proposed, based on a set
of MPC controllers that share only updated information of its
neighbors (without predictions of the behavior of neighbors).
Asymptotic stability in an equilibrium point (origin) in the
distributed MPC controller is achieved with the use of so-
called structured Lyapunov function control, applied to the
respective MPC subcontrollers. Authors present an applica-
tion in secondary control to a CIGRE EPS of seven machines,
using a distributed predictive control. However, all the
machines were used for this purpose, which is not reasonable
due to economic and technical reasons.

In relation to renewable energy, there are two interesting
works in [26], where an economic dispatch with intermittent
sources is presented and describes an objective function that
penalizes performance indices related to generation costs and
environmental costs. The flexibility of MPC algorithm allows
the use of constraints that limit the speed ramp for entry into
service. The prediction, through a solar power plant model
and turbine units model, allows dispatching units with slower
speed ramp, with the respective economical savings (the
generating units with faster speed ramp generally has higher
operating costs). The work in [27] also includes an analysis
of frequency stability of an EPS with intermittent sources
(generic name that includes renewable sources).

2. Classic Power System Control

In this section we present classic power system control, which
includes primary and secondary frequency control.

2.1. Primary Frequency Control. Primary control corresponds
to an integral control action of each unit, due to its speed

governors. This allows limiting frequency deviations from
disturbance in the generation/load balance, in a few seconds
of time response. However, the resulting frequency is not
necessarily the nominal frequency, a result that is achieved
with the secondary control, which is presented in Section 2.2.
The block diagram of the governor, prime motor, rotating
mass, and load is shown in Figure 1, where

Aw = w, — w, with w,: real angular speed, and w,:
nominal angular speed;

D: damping constant;

K: constant PI control;

R: statism;

M: 2H with H the inertia constant;

AY, AP, AP;, AP, and Aw are the variations in
position of the valve, mechanical power, load power,
power reference, and frequency, respectively;

T T = (1/KR) are the time constants of the
turbine and governor, respectively.

Considering a set of n-machines interconnected by trans-
mission lines [25], the equations that represent the primary
frequency control for the ith machine are

AS; = Aw;, ¢y
1
A@; = — [ AP, —~Didw, AP, - Y AP |, ()
M, , e
]l(Ci:Cj)ES}
. 1
ARy, = 7— (MY = 8B,,), G)
. 1 1 1
AY; = — [ AP — AY; — —Aw; con Tg =——.
Tg i R; " KiR;

i

(4)

We assume that Py, is the transmitted power by the
transmission line ij, where (g;, ;) represents the transmission
line between node ¢; and node ¢;, belonging to the set of arcs
€ and coupling (5) relating the angles of a load §;, j € {j |
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is suitably divided into submatrices B,

€

MNngg’

By, € Mpygxmod-ng)» Bar € Minod-Ng)xNg> and B,, €
M (nod-Ng)x(nod-Ng)» with Ng generators and nod nodes.
Eliminating the angles that represent the bar that does not

have generators Oy, - - -

M, Ad,

My, Adoy,

where

> 8n0d [25])
AP, - D,Aw,
APmNg — DyyAwy,
5 AP,
-T +Y
aNg APLnad

I:= (Bu - BuB;lezl) >

Y :=[-Iy, B,By].

(8)

Then, to represent the continuous dynamic model of EPS
with Ng generators and nod nodes we define the following

matrices:
0 ---0
o
1/M, 0
0 - 1My,
-1/Tey, 0
0 _1/’1:CHNg
0 ---0
0

)
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rln/Ml
: ], and

I‘nl/Z\/In rnn/Mn

1—‘ll/Ml
where [I'/M;] = [

r 0 -0 7
0 --- 0
0 -0 Do
0 - 0 0 --- 0
! Y/Mi :|
0 ---0
Baux: 0 -+ 0 0 -0 > (10)
0.0 0 -0
1/Tg, 0 0 -0
|0 o 1/TGNg 0 --0 ]

YII/MI Ylyx/Ml
with [Y/M;] = [ :|
Ynl]Mn va)Mn
Then, the continuous dynamic model can be represented

as
X = A.x + By, 11
with
x=
[6, -+ Ady, Awy - Awyg APy o APy AYp AYNg]',
!
M:[Aprefl . APreng APLI APLmd].
(12)

2.2. Secondary Frequency Control. The role of secondary fre-
quency control is to keep or restore the system frequency to its
nominal value, the balance generation/load within a control
area, and scheduled power exchanges with neighboring areas
of control. This control is addressed modifying the set-point
of active power units assigned to secondary control, which
belong to the control area where the imbalance occurs.

The secondary frequency control can be manually accom-
plished by instructions of the plant operators or automatically
by the automatic generation control. Unlike the primary con-
trol, its action is slow and coordinated, taking into account
characteristics of the units, such as its speed of response
(however for the current job this will not be considered). This
control covers a time from the end of the action of the primary
control to several minutes and should not interfere with the
action of the secondary control.

Now, area error control (ACE) value necessary for the
secondary frequency power control is developed. In Figure 2,
the connection between neighbors areas i and i + 1 and also
incoming and outgoing power flow are shown. Sets (); and \¥;
are defined as follows:

Q;: set of neighbors areas to i which inject power;

W;: set of neighbors areas to i which demand power.

For each area, the steady state dynamic equation depends
on the variation of mechanical power, the incoming net flow,

i+3 i+2

iv4 A{ea 1.\rei~
i i+
APBe i+l

i+5

APy,

F1GURE 2: Connection between areas.

and the outgoing net flow. Assuming that there is a load
variation AP in the ith area

APmech1 + Z Aptiel,j - Z APtiel,k = Ale’

jEQ, keVy,

AP, + APy, - Y AP, — AP, = AwD,

JjEQ; ke¥;
APmechn + Z APtie,,,j - Z APtien,k = Aan
j€Q, keVY,
(13)
then for each area frequency power variation ratio is
Aw;
APmech,- = _?l’ (14)

where R, is equivalent statism of ith area; also f3; = (1/R;)+D;.
Summing the equations in (13), then

n n
Y AP, — AP, = Aw) D, (15)
i=1 i=1

replacing AP ech, and 3; = (1/R;) + D;, implies —-AP, =
AwY?, B. Then we come to the traditional result of the
frequency variation for the complete system

Aw = -

B (16)
X B



Now, using the power frequency variation ratio (14) in
(13)

Z APﬁeu - Z APtiel,k = Awp,

JEQ, ke,

z APtie,-,]- - Z APtie,v)k - APL,. = Awﬁi (17)
jEQ, ke¥;

Z APtien’j - Z APtien,k = Awﬁn'
j€Q, keY,

From equation of the ith area, (16), we see that the power

variation introduced in this area —AP; = -} . APy, +
Ykev, APy, + Awp;, which provides a motivation to define
the error area AEC;, should be fed back to the reference power

of the secondary controller frequency of ith area

ACE; = = ) APy + ) APy +Awf;. (18)
jEQ, keY;

Now, as load variation AP;_occurs in the ith area, sum-
ming all equations in (5) except the ith, where load variation
occurred — Zjeo,. Aptiei,j + Zke\y,. APy, = Aw Yk-1,k+i Br-and

using (16)

B ZZ:1,k¢i B
-y AP, + > AP, = -AP, TSR (19)
jey ke¥; i=1 17
Therefore in (6) using (7) and (4)
Yherkri Br Bi
ACE, = -AP, ——"— AP, —1—
l b Y B b Y Bi
(20)
= AP, Z’jfl B _ _ap,.
" i Bi '

Now, summing all equations in (17), except the equation
of any area different from the ith area where there was load
variation AP ,

n
~ Y APy + ) APy, — APy = Awkz Be (1)
=1

JEQ; ke,
' ' k#i

Using (4)
- Z APy, + Z APy, + A“’Zﬁi = szp’k,
jey; ke¥; i=1 k=1
k+i (22)

- Z APtie,-,j + Z APy, = ~Awp;.
JEQ; keY;
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Therefore
ACE,; = -Awp; + Awf; = 0. (23)
Summarizing,
ACE, =0
ACE; = -AP, (24)
ACE, = 0.

This shows that the selection of error area, as in (18),
guarantees that the area where the power variation occurred
provides the required power, and all this is in steady state.

Summarizing, given an interconnection of N control
areas, suppose a disturbance load AP, appears in the ith
area. During the transient period, the dynamic phenomena
involve generation of different frequencies in each area and
deviations in the flow of power between them, calculating
each area with its own area control error ACE; (18). Then we

defined the error in the net power exchanged AP, from all
neighboring areas to the area i:
APtie,- == Z APtie,-,j + Z APtie,-)k’ (25)
JjeQ; ke¥;
and then area control error can be written as
ACE; = AP, + fAw. (26)

Finally, the new reference P, of generator i is expressed
by

T
P = —KiJ ACE, dt. 27)
0

3. Design of Hierarchical MPC for EPS

In this section we present the design of a frequency hierar-
chical MPC for EPS, including restrictions and optimization
problem.

3.1. Problem Statement. The control strategy proposed in this
paper is based on a hierarchical supervisor level, which deter-
mines the optimal set-point for a given regulatory system. The
supervisor level dynamically optimizes a general objective
function including equality and inequality constraints. Then,
the described problem can be solved analytically with the
predictive control theory and can be solved by numerical
algorithms when working with restrictions [3].

Figure 3 shows how the hierarchical supervisor level
delivery set-point r is based on the optimization of the
objective function J, the trajectory of an external reference
W, controlled variable y, and manipulated variable u. The
process is influenced by a nonmeasurable disturbance p.
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FIGURE 3: Supervisory control diagram.

3.2. Application of Secondary Control of EPS. The implemen-
tation of MPC control for the hierarchical secondary control
of an EPS is presented in Figure 4. The figure presents an area,
bounded by a dotted line, which represents the linear EPS

to signal of ACE. The correction is optimal because, in the
optimization MPC problem, the objective function strongly
penalizes the frequency variation and includes restrictions,
which represent plant model and traditional secondary con-
troller model.

3.3. Restrictions of EPS Model for the Optimization Problem.
The corresponding restrictions for building optimization
problem for the MPC algorithm are presented below. The
involved variables must behave according to the dynamic
model of the EPS. Then discretizing the model obtained in
(11) we obtain

A(T)=e"", B (T)=(e*" 1) (A0 ™'B

aux,>

model including a primary frequency control. Besides, in the (28)
traditional secondary control, we have included an additive
power signal Py, which provides an optimum correction  with
T, =1 [s],
Baux = [B BL] >
!
u(k) = [APg, (k) -+ AP (R)]', (29)
Py (k) = [AP, (k) -+ AP, (R,

x (k) = [A8, (k) -+ Adyy (k) Awy (k) -+ Awyg (k) APy, (k) -+ APy (k) AY, (k) -

Hence, we have the following discrete model:
x (k+1) = Ax (k) + Bu (k) + B P, (k). (30)

The group of restrictions to N steps of EPS model used
for the corresponding MPC optimization problem is

—B; P, (k) — Ax (k) — Bu (k) = —x (k + 1)
-B P (k+1)=-x(k+2)+Ax(k+1)+Bu(k+1)

(31)

-B,P, (k+N-1)
=-xk+N)+Ax(k+ N-1)+Bu(k+ N -1),

where P; model is obtained from a lineal model.

3.4. Constraints That Relate Angles. It is necessary to include
the relationship between the angles of the bars without
generators 6,, with the angles of the bars containing the
generators 8.

' ; . [B, B
Given the admittance matrix | B B2 ]

Bll € MNgXNg’ BIZ € MNgx(nod—Ng)’ ( )
32

B21 [S M(nod—Ng)XNg’ Bzz € M(nod—Ng)X(nodig)'

AYy, ()]

The group of restrictions to N steps that shows that
relationship between the angles can be deduced from (5) as
follows:

Ly Ppy (k) — By, (k) = ~B,8,, (k)

0 = ~L,, Py (k+1) = Byyd, (k + 1) = Byyd,,, (k +1)

0 = ~LyPpy (k+ N) = Byy8, (k+ N) = B3, (k+ N),
(33)

with

Ing € M(nod—Ng)x(nod—Ng) >

Py, (k) = [AP, () - AP (R)],

nod ’ (34)
8, (k+ N) = [A8, (k) -+ Adny ()],

8yg (e + N) = [Adgs (K) -+ Adoq (K)]'

3.5. Secondary Control Equations. The constraints that rep-
resent the secondary frequency control can be deduced
applying the Laplace transform to the equation of secondary
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FIGURE 4: Hierarchical MPC control diagram.

control in (26) including an additive signal power Pypc, to
area control error ACE;:

ACE,; + PMPC,-

ref, — i

i=1,...,G2, (35)

N

with G2 number generators with secondary control.
Using the Tustin triangular approximation, (1/s) =
(Ty(z+1))/(2(z—1)), where T is the sampling time, we obtain

Prefi (k)
ACE; (k) + Pypc, (k)
Ts(l+z_1)
== i—,Pref»(k+1)_Pref~(k)
U E) e T
= —STiACEi (k+1) - 52 ! Pypc, (k+ 1)
T.K

sTN TsKi
— =5 ACE; (k) - == Py, (K)
(36)
Then, we can generate the corresponding secondary

control restrictions for N steps. Finally the complete opti-
mization problem is presented.

3.6. Formulation of MPC Optimization. The formulation of
the optimization problem for the frequency MPC of the EPS
is as follows.

Given in (30), the discrete model of the EPS is

x(k+1) = Ax (k) + Bu (k) + B, P, (k). (37)

The frequency control of the EPS by the MPC algorithm
involves solving optimization problem (38) to find the opti-
mal set {u”(k),...,u"(k + N, - 1)} of control actions to N,

steps and apply as control action the single signal u” (k):

min } J = X(k)'QX (k) + U(k)'RU (k),

{u(k),..., u(k+NP—1) (38)

subject to the following:

constraints EPS model, (18),
constraints of relationship between §,,, with §,, (19),
constraints of secondary control, (22),

constraints of variables,

where
Qe M4Np N,X4N,N,> weights diagonal matrix;
R € My N,xN,N,» weights diagonal matrix.

Consider

X (k) = [ x(k)" - X(k+NP) I] e R*NoNg

UK = [uk) - u(k+N,) ] e RN™,

x (k) = [Ad; (k) -+

Ay (k) Awy (K) -+ Doy (k) APy (K) -+ APy (k) AY, (k) -+

AYy, (k)]', (39)

u (k) = [PMPC1 (k) - PMPCG2 (k)]’,

u” (k) = [PMPCI* (k) - PMPCGZ* (k)]’.
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TABLE 1: Secondary control generator.

Area Generator
1 10
2 3
3 4
4 8

4. Practical Application

As a practical application, a secondary MPC control to EPS
IEEE-39 of 39 bars and 10 generators is developed. The
system is divided into four interconnected areas. In each
area, a generator is designated for the secondary control (see
Table 1). The unifilar diagram of the EPS is shown in Figure 5.
The characteristics of the test system, generators, lines, and
transformers impedances are presented in [1].

4.1. Results. Because the objective of the MPC algorithm is
a quadratic form function and constraints are linear equa-
tions, the solution of the optimization problem presented is
obtained by quadratic programming. In particular, prediction
was performed at 10 steps with computation time of 0.75 [s]
per iteration (using the Matlab program Quadprog), time less
than the sampling interval of 1[s], which makes feasible the
real-time control.

Figure 6 shows the response of the secondary frequency
MPC controller to an increased load of 10% on bar 18 in
area 1 of EPS IEEE-39. It can be seen, in Figure 6(a), that the
MPC controller, within a reasonable time of 50 [s], achieves
the convergence to zero of the frequency variations of all the
generators.

In Figure 6(b), it can be seen that the generators making
the secondary control (generators 3, 4, 5, and 11) are the ones
that provide the required power (blue line) for satisfaction
load variation, whereas the other generators only contribute
in the initial stage. In Figures 6(c) and 6(d), the contribution
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FIGURE 6: Response of the secondary frequency MPC controller.

of each generator separately can be seen, the ones that
make secondary control (see Figure 6(c)) and the remaining
generators (see Figure 6(d)). The greatest contribution of the
power is given precisely by generator 3, as can be seen in
Figure 6(c), which made the secondary control in area 1,
where the load variation takes place.

Similar results (Figure 7) were achieved when simulating
over 1500 [s], where the EPS was subjected to a series of power
variations (Figure 7), not exceeding 15%, in bar 18 in area 1.

Then P; model to (31) is obtained from a lineal model series
of Figure 7.

Note that this work is in a framework of small signal
analysis, implying linear models as an approximation of
the system. However, by the necessity of using a predictive
model of the system and for a more realistic treatment of
the problem, we consider in future models nonlinear load
variation, for example, Takagi and Sugeno or neural models;
details of this type of model can be seen in [28-32].
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In Figure 8(a) we can see how the frequency variation
converges to zero for different power variations. Due to
similarity of results between control techniques, classical and
MPC secondary control, it is not possible to show differences
from the graphic point of view. Then, these differences will be

presented in data table (Tables 2 and 3).

Table 2 shows the values Z}iqo Aw,(j)* for each generator

i, using frequency variation Aw;(t) with i = 1,..., 10, in the
case of applying the traditional secondary control and for the
case of applying the secondary MPC control to load variation
on bar 18 in area 1 of EPS IEEE-39.

In this case, the average value for the 10 generators using
the traditional secondary control is 2.12% higher than the
average for the corresponding MPC secondary controller,
being a great improvement of the behavior of the system when
using MPC control. Also we have load variation on bar 22
(area 3) and load variation on bar 29 (area 4); results are
presented in Table 3.

Table 3 shows that there is an improvement in each area
at least of 2% higher than the average for the corresponding
MPC secondary controller. Demonstrating the effectiveness
of the control method which is independent of the selected
area (by definition EPS IEEE-39) does not consider loads in
area 2.

Figure 9(a) shows the power reference for generators that
perform secondary control. Figure 9(b) shows the additive
power signal generated by the MPC, to support the secondary
frequency control, which is small; however, its application
achieves improved controller behavior. Figure 9(c) shows
ACE signal, in response to varying load in area 1, also we see
that the generator 10 (responsible for secondary control area
1) is the one that provides the most power between the four
generators with secondary control. In addition, the expected
convergence of (24) fails because the time intervals disposed
for the load signal variation are small for this convergence.

Note that the works referenced in this paper [21, 25]
perform applications in secondary MPC control using all the
EPS machines, which is not reasonable due to economic and
technical reasons, for example, higher cost of communication
for all machines of system, absence of spinning reserve in

a specific generator, and energy cost generator incompatible
with the economic dispatch as secondary frequency con-
troller. In this paper, however, the MPC is applied only in the
machines which have secondary control in the area.

5. Conclusions

A frequency hierarchical supervisory control system is pre-
sented for an EPS, which improves the regulatory level
through a new optimal signal support, keeping fixed the
entire regulatory process system. The frequency control is
applied to an electric power system IEEE-39, where the
regulatory levels corresponding to the primary and sec-
ondary control were maintained, and an additive signal
generated from a MPC algorithm was added to the tradi-
tional secondary control system, in order to optimize their
performance. The results show the feasibility of this solution.
There is an improvement of the system performance when
using MPC control over the use of traditional secondary
control; that is, the average squared frequency variation for
the traditional secondary control was at least 2% higher than
in the case of using the MPC secondary controller.

Note that the works referenced in this paper perform
applications in secondary MPC control using all the EPS
machines, which is not reasonable due to economic and
technical reasons. In this paper, however, the MPC is applied
only in the machines which already have secondary control.
In future works, we will consider other characteristics of
the units, such as their response speed, which will add an
economic component to the analysis.

Finally, considering the measurement of energy quality,
European standard UNE-EN 50160 requires variations in
voltage frequency less than or equal to 1% for 10 seconds in
95% of the week. Then designing a controller that achieves
an improvement at least 2% over the control of traditional
frequency variations is a promising result.
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FIGURE 8: Secondary frequency MPC controller response.
TABLE 2: Accumulated squared frequency variation for secondary control.
Generators with secondary control Generators without secondary control
Secondary control Gen. 10 Gen. 3 Gen. 4 Gen. 8 Gen. 1 Gen. 2 Gen. 5 Gen. 6 Gen. 7 Gen. 9
#107 #107* #107* #107* #107* #107* #107* #107* #107* 107
Traditional 0.905 0.597 0.648 0.605 0.705 0.417 0.315 0.553 0.788 0.970
MPC 0.886 0.583 0.604 0.591 0.700 0.414 0.314 0.551 0.786 0.939
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FIGURE 9: Power reference, additive MPC power, and ACE for generators performing secondary control.

TaBLE 3: Improvement secondary control.

Place of load variation

Secondary control

Area bar Traditional mean MPC mean Improvement secondary MPC versus traditional %
#107* x107*
1 18 6.503 6.368 2.12
3 22 7.053 6.908 2.06
29 7.872 7.707 2.10
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