Internal noise and system size effects induce nondiffusive kink dynamics
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We investigate the effects of inherent fluctuations and system size in the dynamics of domain between uniform symmetric states. In the case of monotonous kinks, this dynamics is characterized by exhibiting nonsymmetric random walks, being attracted to the system borders. For nonmonotonous interface, the dynamics is replaced by a hopping dynamic. Based on bistable universal models, we characterize the origin of these unexpected dynamics through use of the stochastic kinematic laws for the interface position and the survival probability. Numerical simulations show a quite good agreement with the theoretical predictions.
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I. INTRODUCTION

Macroscopic systems under the influence of injection and dissipation of quantities such as energy and momenta usually exhibit coexistence of different states—this feature is usually denominated multistability [1]. This is clearly a manifestation that far from equilibrium systems are of nonlinear nature. Heterogeneous initial conditions usually caused by the inherent fluctuations generate spatial domains, which are separated by their respective interfaces. These interfaces are known as front solutions or interfaces, or domain walls [2–4].

Interfaces between these metastable states appear in the form of propagating fronts and give rise to rich spatiotemporal dynamics [5–7]. Front dynamics occurs in systems as different as walls separating magnetic domains [8], directed solidification processes [9], nonlinear optical systems [10,11,13,33], oscillating chemical reactions [14], fluidized granular media [15–21], and population dynamics [22–24], to mention a few. From the point of view of dynamical systems theory, in one spatial dimension a front is a nonlinear solution that is identified in the comoving frame system as a heteroclinic orbit linking two spatially extended uniform states [25,26]. The evolution of front solutions can be regarded as a particle-type one, i.e., they can be characterized by a set of continuous parameters such as position, core width, and so forth.

The interface dynamics depends on the nature of the states that are connected. In the case of a front connecting a stable and an unstable state, it is usually called a Fisher-Kolmogorov-Petrovsky-Piskunov (FKPP) front [22,27,28]. One of the characteristic features of these fronts is that their speed is not unique, but determined by the initial conditions. When the initial condition is bounded, after a transient, two counterpropagative fronts with the minimum asymptotic speed emerge [22,28]. FKPP fronts have been observed in Taylor-Couette [29], Rayleigh-Benard experiments [30], pearling and pinching on the propagating Rayleigh instability [31], spinodal decomposition in polymer mixtures [32], and liquid crystal light valves [33], to mention a few.

The former scenario changes drastically for a front connecting two stable uniform states. In this case, a variational system tends to develop the most stable state, in order to minimize its energy or Lyapunov function, so that the front always propagates towards the most energetically unfavorable state. There is only one point in the parameter space for which the front is motionless, which is commonly called the Maxwell point and is the point for which the two states have exactly the same energy [34]. Close to the Maxwell point, based on the parameters variation method, one can analytically determine the front speed [5]. For variational systems away from the Maxwell point one can have implicit expressions for the front speed [5], which correspond to nonlinear eigenvalue problems. In the nonvariational case, the analytical expression of the front speed is a problem still unresolved.

Systems with discrete reflection symmetries can possess two equivalent uniform states with interfaces, or domain walls, which are generically at rest. Indeed, the two connected states are energetically equivalent. These front solutions are termed kinks. However, under spontaneous breaking of the parity symmetry, these fronts can acquire a nonzero asymptotic speed. This phenomenon is denominated the nonvariational Ising-Bloch transition [35]. Variational systems do not exhibit this phenomenon, because the front speed is proportional to the energy difference between the two equivalent states.

On the other hand, a characteristic property of macroscopic systems is to present incoherent and uncontrollable fluctuations, as a result of their microscopic constituents. When macroscopic fluctuations are not dependent on the macroscopic variables describing the system is called internal or additive noise, in the opposite case, it is called external or multiplicative noise. Usually, the effects of these fluctuations were either considered as a nuisance (degradation of the signal-to-noise ratio) or ignored because it was not known how to handle them. In recent decades, a wealth of theoretical and experimental research has shown that fluctuations can have rather surprisingly constructive and counterintuitive effects in many physical systems, and that they can be figured out with the help of different analysis tools. These situations occur when there are mechanisms of noise amplification, or when noise interacts with nonlinearities or driving forces on the system. The most well-know examples in zero-dimensional systems are noise-induced transition [36] and stochastic resonance [37]. More recently, examples in spatially extended system are noise-induced phase transition, noise-induced patterns (see Ref. [38] and references therein),
noise-sustained structures in convective instability [39], stochastic spatiotemporal intermittency [40], precursor of patterns [41], noise-induced traveling waves [42], noise-induced ordering transition [43], and front propagation [44]. A natural question that arises is what is the effect of internal fluctuations on kink dynamics. As we have mentioned before, these extended solutions can be described as particle-type solutions. Hence, one expects that the effect of the inherent fluctuations induces a Brownian particle for the kink position (see Ref. [38] and references therein). Recently in Refs. [20,21], observations of kinks in a shallow one-dimensional fluidized granular layer subjected to a periodic air flow were reported each domain varied periodically with half of the forcing period. Figure 1 shows a granular kink observed at a given moment and the respective dynamic evolution of the kink position. Due to the internal fluctuations of the granular bed, the kink profile exhibits an effective wavelength, a precursor, which modulates spatially the homogeneous states and drastically modifies the kink dynamics. Indeed, it is shown that the temporal evolution of these kinks is dominated by a hopping dynamics, related directly to the underlying spatial structure (cf. Fig. 1).

The aim of this paper is to characterize the nondiffusive dynamics of a kink state under the influence of internal noise. The temporal evolution of the kinks is characterized by a hopping dynamic. This dynamic is a result of the combinations of the effects of system size and inherent fluctuations. Figure 1 illustrates this type of dynamic. When the kinks are spatially monotonous the system borders attract exponentially the interfaces. Based on bistable universal models, we characterize the origin of these unexpected dynamics, through determination of the kinematic laws and the survival probability of the kink position. In the case of nonmonotonous kinks, as a result of fluctuations and the system size, the interface exhibits a hopping dynamic. The bistable universal models allow us to characterize the origin of these unexpected dynamics. Numerical simulations show quite good agreement with the theoretical predictions.

The paper is organized as follows. In Sec. II, a prototype model for dissipative bistability systems is considered—the real Ginzburg-Landau equation. The stochastic dynamics exhibited by an interface between two symmetric states is characterized by finding its kinematics law and the survival probability. Interfaces with damped spatial oscillations are analyzed in Sec. III. As a result of fluctuations and the system size, an interface between two symmetric states exhibits a hopping dynamic. Analogously, by obtaining the kinematic law and the survival probability of of the kink position, the hopping dynamic is characterized. Our conclusions and remarks are left to the final section.

II. REAL GINZBURG-LANDAU EQUATION UNDER THE INFLUENCE OF INTERNAL NOISE

The simplest model that describes bistable systems is the supercritical real Ginzburg-Landau equation [38]. This model accounts for the dynamics of a scalar order parameter \( u(x,t) \), where \( (x,t) \) stand for the spatial coordinate and time, respectively. The scalar order parameter satisfies

\[
\partial_t u = \mu u - u^3 + \partial_x u, \tag{1}
\]

where \( \mu \) is the control parameter and the last term on the right-hand side accounts for the coupling process between the different local domains, which is of diffusive type. Depending on the context in which this equation has been derived, the physical meaning of the field \( u(x,t) \) could be the dominant magnetization, electric field, phytomass density, average molecular orientation, or chemical concentration, to mention a few. For negative \( \mu \), the above model is characterized by exhibiting a single equilibrium, \( u = 0 \). This scenario is modified when the control parameter changes sign. For \( \mu > 0 \), \( u = 0 \) is always unstable, while the homogenous states \( u = \pm \sqrt{\mu} \) are stable. Hence, this model exhibits bistability. The above model is variational type, that is,

\[
\delta_t u = -\frac{\delta F[u]}{\delta u},
\]

with the Lyapunov function

\[
F[u] = \int \left( \frac{1}{2} (\partial_x u)^2 - \frac{\mu}{2} u^2 + \frac{1}{4} u^4 \right) dx. \tag{2}
\]

Therefore, the dynamical behavior of this system consists in the minimization of the functional \( F \), the free energy. Since the homogenous states \( u = \sqrt{\mu} \) and \( u = -\sqrt{\mu} \) have the same free energy, we expect that an arbitrary initial condition can generate the appearance of domains. That is, solutions that connect regions with different equilibria. One solution that accounts for a single domain is (the Ising wall or kink solution)

\[
u_k^\pm(x; \Delta) = \pm \sqrt{\mu} \tanh \left( \frac{\mu}{2} (x - \Delta) \right)
\]

where \( \Delta \) stands for the position separating the different domains, that is, \( u_k^\pm(x = \Delta) = 0 \) and the core of the kink is \( l = \sqrt{2/\mu} \). The positive (negative) sign describes the kink (antikink) solution. Figure 2 illustrates the kink solution, its position, and core, respectively.

A. Stochastic real Ginzburg-Landau equation and kink dynamics

To describe the internal inherent fluctuations of the macroscopic system under study, let us consider an additive noise
Associated with the above Langevin equation, one has consequence of the specular boundary condition.

...this parameter is proportional to the temperature.

The profile link at an initial moment. (c) Evolution of survival probability distribution for sufficiently small noise accounts for the survival probability of the kink, i.e., this probability does not preserve its norm and accounts for the survival probability. Notwithstanding, numerical simulations of Eq. (4) for a single kink solution in a finite system with specular boundary conditions do not exhibit this behavior, where the survival probability distribution spreads asymmetrically. Figure 3(a) outlines the evolution of the kink position and its conditional probability. It is important to note that when the kink reaches the border of the system it disappears, because the system minimizes its free energy [cf. Fig. 3(a)]. Then the probability distribution for sufficiently small noise accounts for the survival probability of the kink remaining within the system. Once it reaches the border the survival probability is no longer considered. In addition, we note that the expected value moves toward the center of the system.

Therefore, the kink position satisfies a simple Langevin dynamic, Eq. (8), describing a Brownian particle [36, 46, 47]. The kink position Eq. (8) is derived rigorously in Ref. [48]. Associated with the above Langevin equation, one has the following equation for the conditional probability (Fokker–Planck equation [46, 47])

where \( P(\Delta, t | \Delta_0, t_0) = \delta(\Delta - \Delta_0) \). Then, the conditional probability satisfies a simple diffusion equation and its evolution is characterized by the dispersion of a Gaussian. Simulating the above equation in a finite system with absorbing boundary conditions \( P(\Delta = L, t | \Delta_0, t_0) = P(\Delta = 0, t | \Delta_0, t_0) = 0 \), where \( L \) is the system size, the probability does not conserve its norm and accounts for the survival probability. Notwithstanding, numerical simulations of Eq. (4) for a single kink solution in a finite system with specular boundary conditions do not exhibit this behavior, where the survival probability distribution spreads asymmetrically.
B. System size effects

To account for the dynamics described above, one must consider the effects of system size. Thus, we consider the Ginzburg-Landau equation, model (4), in a given domain $L$ with specular or Neumann boundary conditions, i.e., $\partial_t u(x = 0, t) = \partial_t u(x = L, t) = 0$. These boundary conditions are consistent with having an Ising wall as a solution. The effect of boundary conditions is to create mirror images of the kink, so its dynamics is described by considering the system as extended with a kink-antikink pair. Figure 2 illustrates the system size effect. The dynamics of the kink-antikink pair can be described by considering the following ansatz

$$ u(x, t) = u_+^k [x + \Delta(t)] + u_-^k [x - \Delta] - \sqrt{\mu} + w(x, \Delta), \quad (12) $$

where the kink position, $\Delta(t)$, is promoted to a temporal variable, the position of the left edge is set in the origin of the coordinate system, and $w(x, \Delta)$ is a small corrective function. Note that the above ansatz is valid when the kink and antikink are sufficiently isolated, i.e., $\Delta$ is much larger than the core of the kink ($\Delta \gg l$). Introducing the above ansatz in Eq. (4), linearizing in $w$, and imposing the solvability condition, in a similar manner to the previous calculation, we obtain the following Langevin equation

$$ N \dot{\Delta} = f_1(\Delta) + f_2(\Delta) + f_3(\Delta) + \sqrt{\eta}(t) N, \quad (13) $$

where

$$ f_1(\Delta) \equiv 3\sqrt{\mu}(\partial_x u_+^k | u_+^k - \sqrt{\mu} |), \quad (14) $$

$$ f_2(\Delta) \equiv 3(\partial_x u_-^k | (u_-^k)^2 | u_-^k - \sqrt{\mu} |), \quad (15) $$

$$ f_3(\Delta) \equiv 3\sqrt{\mu} \partial_x u_-^k | u_-^k | (u_-^k - \sqrt{\mu} |)^2, \quad (16) $$

and the mobility $N \equiv (\partial_x u_-^k | \partial_x u_-^k)$ is a constant. The above equation describes the kinematic law for the kink position as a result of size effect. The dynamics of the kink position has three sources $f(\Delta) = f_1 + f_2 + f_3$. With the aim of to obtain insight into the dynamics, we consider the limit of diluted kink, that is, the domains are sufficiently separated ($\Delta \gg 1/\sqrt{\mu}$).

Then, the third term on the right side is negligible, and after straightforward calculations we obtain the following expression

$$ \dot{\Delta} = -a e^{-2\sqrt{\mu} | \Delta |} + \sqrt{\eta}(t), \quad (17) $$

where $a$ is a positive constant defined by

$$ a \equiv -6\sqrt{\mu} \int e^{-\sqrt{\mu} x} | u_+^k + \sqrt{\mu} u_+^k \partial_x u_-^k | dx. \quad (18) $$

Therefore, the boundary condition produces an attractive force on the kink, which is exponential with a characteristic length $1/2\sqrt{2\mu}$. To verify the above kinematic law, we follow numerically the evolution of the position and the speed of kink. Figure 4 shows the comparison between the numerical and deterministic kinematic law predicted by the kink-antikink interaction, formula (13) with $\eta = 0$. Here we observe a good agreement between the numerical observations and theoretical predictions. However, when the kinks are closer the interaction intensifies and the exponential law is no longer valid. The analytical description of this dynamic becomes complex and is only accessible numerically. Notice that the range of validity of the kinematic law is $\Delta > \sqrt{2/\mu}$.

To describe the effect of the two edges, one must consider that the kink is under the influence of two antikinks, then the dynamic of a kink in a finite system is described by

$$ \dot{\Delta} = h(\Delta) + \sqrt{\eta}(t), \quad (19) $$

with $\Delta \leq L$ and $h(\Delta) \approx -ae^{-2\sqrt{\mu} | \Delta |} + ae^{-2\sqrt{\mu} (L-\Delta)}$ for large $\Delta \gg \sqrt{\mu}$ and $(L-\Delta) \gg \sqrt{\mu}$. Thus, each border attracts the kink with an intensity that decays asymptotically in an exponential manner. Associated with this Langevin equation, one has the following Fokker-Planck equation

$$ \partial_t P(\Delta, t | \Delta_0, t_0) = -\partial_\Delta [h(\Delta)] P + \frac{\bar{\eta}}{2} \partial^2_\Delta P, \quad (20) $$

FIG. 4. (Color online) Kinematic law of the kink position as a result of size effect. Points are obtained numerically by considering a uniform distribution of initial conditions for a single kink, then numerically the system evolves during a brief moment of time, and finally the temporal variation of the kink position is calculated. The solid line is the analytical expression (13) with $\eta = 0$, and $f(\Delta) = f_1 + f_2 + f_3$.

FIG. 5. (Color online) Temporal evolution of Fokker-Planck Eq. (20) with absorbing boundary conditions, using a drift force $h(\Delta) = -C[\Delta^{-n} + (L-\Delta)^{-n}]$ with $C=0.033, a=3.08, \Delta_0=0.3L$, and $\eta = 2.69 \times 10^{-3}$. 
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with the absorbing boundary conditions \( P(\Delta = 0, t|\Delta_0, t_0) = P(\Delta = 0, t|\Delta_0, t_0) = 0 \) and \( P(\Delta, t|\Delta_0, t_0) \) account for the survival probability of the kink, which was initially at \( \Delta = \Delta_0 \). These boundary conditions take into consideration that when the kink reaches the border it disappears. Figure 5 shows the evolution of the survival probability, considering a fitting drift force of the form \( h(\Delta) = -C[\Delta^{-\alpha} + (L - \Delta)^{-\alpha}] \), where \([C, \alpha]\) are fittings parameters. This simple drift force accounts qualitatively for the kinematics law of kink position in whole system, including the dynamic near the borders of the system. The survival probability has qualitative good agreement with the numerical simulations of Eq. (4), see the bottom panel of Fig. 3(c). Therefore, the kink dynamics under the influence of internal noise and system size effects exhibits nondiffusive behavior.

III. NONMONOTONIC KINK SOLUTIONS

One of the main characteristics of the domains between two symmetric states exhibited by the real Ginzburg-Landau equation, model (1), is that the kinks are monotonously increasing or decreasing spatially (see Fig. 2). Several bistable physical systems with symmetric uniform states show interfaces between two states with spatially damped oscillations, nonmonotonic kink solutions. Examples of these fronts are observed in a shallow one-dimensional fluidized granular layer subjected to a periodic air flow \([20,21]\), population dynamics models \([24]\), predator-prey systems \([22,49]\), parametrically driven chain of pendula \([50]\), to mention a few. Figure 6 shows the typical profile of a nonmonotonic kink solution. Because of the spatial oscillations, the size of the kink core is several times larger than in the case of monotonous kink states. Therefore, one expects a more relevant role of interactions between kinks and system border in the dynamics of these interfaces. To understand the dynamics of these nonmonotonic kink solutions, let us consider the simplest model that describes a bistable system with nonmonotonic kink solutions, the Swift-Hohenberg equation

\[
\partial_t u = \mu u - u^3 - (\partial_{xx} + q^2)u + \sqrt{\eta}\zeta(x,t), \tag{21}
\]

where \(u(x,t)\) is a scalar field, \(\mu\) is the bifurcation parameter, \(q\) is the pattern wave-number parameter, \(\eta\) is the noise intensity level, and \(\zeta(x,t)\) is a Gaussian white noise with zero mean value, \(\langle \zeta(x,t) \rangle = 0\), and correlation \(\langle \zeta(x,t)\zeta(x',t') \rangle = \delta(x-x')\delta(t-t').\) The Swift-Hohenberg model was introduced to describe the onset of Rayleigh-Bénard convection, however, recent generalizations have been used intensively to account for pattern formation in several physical systems \([3,4]\).

The deterministic Swift-Hohenberg Eq. (21), \(\eta = 0\), describes a spatial supercritical bifurcation. For \(\mu < 0\), the system presents a stable uniform state \(u(x,t) = 0\). At \(\mu = \mu_0 = 0\) the system bifurcates, the uniform solution becomes unstable and giving rise to a pattern state. For \(\mu > 0\), the pattern amplitude, at wave number \(k_c = \pm q\), grows as the square root of \(\mu\). Figure 7 illustrates the bifurcation diagram of Swift-Hohenberg Eq. (21), where the shaded area stands for the amplitude of the patterns. If one continues to increase the bifurcation parameter \(\mu\), the unstable uniform state \(u = 0\) has a secondary pitchfork bifurcation for \(\mu = \mu_p = q^2\), which generates new uniform unstable states \(u_{\pm} = \pm \sqrt{\mu - q^4}\) (see Fig. 7). These states become stable through a spatial bifurcation, when one increases the bifurcation parameter, at \(\mu = \mu_s = 3q^4/2\) \([51]\). Then for a bifurcation parameter larger than \(\mu_s\), one expects to observe kinks between uniform states. Figure 8 shows the typical kink observed in this model. Although nonmonotonous kink solutions, \(u_{\pm}\) are simple and occur in many dynamical systems, there are not analytical expressions of these solutions. This is due to fact that the kink solutions are solutions of the deterministic stationary system, \(\partial_t u = 0\),

\[
\mu u_k - u_k^3 - (\partial_{xx} + q^2)u_k = 0, \tag{22}
\]

which is a Lagrangian system with the following action

\[
S = \int \left( -\frac{(\mu - q^2)}{2}u_k^2 + \frac{u_k^4}{4} - q^2(\partial_x u_k)^2 + \frac{(\partial_{xx} u_k)^2}{2} \right) dx. \tag{23}
\]

This system has only one conserved quantity that corresponds to the Hamiltonian function, which has the form

\[
E = \frac{(\mu - q^2)}{2}u_k^2 - \frac{u_k^4}{4} - q^2(\partial_x u_k)^2 + \frac{(\partial_{xx} u_k)^2}{2} - \partial_t u_k \partial_{xxxx} u_k. \tag{24}
\]
Then, the dynamical system is not integrable, and one can show that the kink and localized structures displayed on this stationary dynamical system (22) are the result of chaotic behavior in this system [52].

One can characterize the asymptotic behavior of the kink through linearizing Eq. (22) around uniform states

$$u_k(x \to \pm \infty) \to \pm \sqrt{\mu - q^2} e^{\mp bx} \cos(x) + u_{\pm},$$

where $a \equiv \sqrt{2\mu - 3q^2}/4\sqrt{-q^2 + \sqrt{2(\mu - q^2)}}$ and $b \equiv \sqrt{-q^2 + \sqrt{2(\mu - q^2)}}$. Thus, one can analytically characterize the spatial damped oscillations exhibiting nonmonotonic kink solution. It is worth noting that, this type of asymptotic behavior is fundamental to characterize the interaction between kinks.

A. Nondiffusive dynamics of nonmonotonic kink solution under the influence of internal noise and system size effects

We consider the effects of the stochastic term in the kink dynamics of the stochastic Swift-Hohenberg Eq. (21), considering a size domain $L$ with specular boundary conditions. Numerical simulations of this model show that the kink dynamics is not diffusive type. Figure 9 shows different realization of trajectories of the kink position from the same initial condition, the nonmonotonic kink solution at the initial time and the spatiotemporal evolution of the survival probability. Unexpectedly, we observe that the evolution of the kink is characterized by a hopping dynamic. That is, the position of the kink remains for long periods fluctuating around defined positions and suddenly changes its position.

It is also important to note that the fluctuations near the border are smaller. From the different trajectories of the kink position, we can build up the survival probability of the kink to remain inside the domain [cf. Fig. 9(c)]. We observe that the distribution initially spreads asymmetrically, similar to the evolution of the survival probability described in the previous section. Subsequently, a local maximum begins to emerge of the survival probability at a precise distance inward from the border of the domain. Later, a local maximum begins to emerge at a given distance to the border of the domain, as it is illustrated in the spatiotemporal evolution of the survival probability [see Fig. 9(c)]. Likewise, as a result of fluctuations is that this type of nonmonotone kink exhibits the appearance of a spatial pattern on the homogeneous states. This phenomenon is due to the fact that the noise is exciting equally all spatial modes, however, the decay rate of the spatial modes are different and the mode with slowest decay rate has a finite wavelength. Thus, the balance between relaxation and fluctuations of the spatial modes generates an incoherent pattern. This phenomenon is known in the literature as precursor [41,53,54]. Notice that the spatial damped oscillations observed on the deterministic nonmonotone kink also result from the spacial slower decay mode. Hence, one expects noise-induced precursors in these kinks. For instance, this was experimentally observed in the granular kinks in a shallow one-dimensional fluidized granular layer subjected to a periodic air flow (cf. Fig. 1).

To understand the intriguing dynamics described above, we will use a similar strategy to the one we have used to figure out the dynamics of the monotonic kink under the influence of internal noise and system size effects. That is, we will consider the dynamics of a kink and an antikink generated by the boundary conditions. Let us consider the ansatz

$$u(x,t) = u_k [x + \Delta(t)] + u_{ak} [x - \Delta(t)] - \sqrt{\mu - q^2} + w(x,\Delta),$$

where $u_{ak}$ stands for an antikink solution, $\Delta(t)$ is the kink position, which has been promoted to a temporal variable, the
position of the left edge is set to the origin of the coordinate system, and $w(x, \Delta)$ is a small corrective function. The above ansatz is valid when the kink and antikink are sufficiently diluted, i.e., $\Delta$ is much larger than the kink core ($\Delta \gg 1$). Figure 6(b) shows the solution generated by the above ansatz. Introducing this ansatz in Eq. (21), linearizing in $w$, and imposing the solvability condition, in a similar manner to the precedent calculations, we obtain the following Langevin equation

$$N \dot{\Delta} = f'_1(\Delta) + f'_2(\Delta) + f'_3(\Delta) + \sqrt{\eta' \zeta(t)} N,$$

(26)

where

$$f'_1(\Delta) \equiv 3 \sqrt{\mu} (\partial_x u_{ak}) |u_{ak}| u_{ak} (u_{ak} - \mu - q^2),$$

(27)

$$f'_2(\Delta) \equiv 3 (\partial_x u_{ak}) (u_{ak})^2 |u_{ak} - \mu - q^2|,$$

(28)

$$f'_3(\Delta) \equiv 3 (\partial_x u_{ak}) |u_{ak}| (u_{ak} - \mu - q^2)^2,$$

(29)

and the mobility $N \equiv (\partial_x u_{ak} |\partial_x u_{ak}|)$ is a constant. In the limit of diluted kinks, the above dynamics reads

$$\dot{\Delta} = - \frac{\partial U}{\partial \Delta} + \sqrt{\eta' \zeta(t)},$$

$$=-\alpha' e^{-2\alpha \Delta} \sin(2b\Delta) + \sqrt{\eta' \zeta(t)},$$

(30)

where the potential is

$$U(\Delta) = -e^{2\alpha \Delta} \frac{\cos(2b\Delta) + a \sin(2a\Delta)}{2(a^2 + b^2)},$$

$\alpha$ is a constant defined by

$$\alpha' \equiv -\sqrt{\mu - q^2} \int e^{-aw} \sin(bx) (u_{ak})^2 \partial_x u_{ak} dx \frac{1}{(\partial_x u_{ak} |\partial_x u_{ak})}.$$  

and $\eta' \equiv \eta / (\partial_x u_{ak} |\partial_x u_{ak})$.

Therefore, the spatial damped oscillations and the boundary condition produce a force that alternates between being attractive and repulsive. To verify the above kinematic law of the kink position, similarly to what we have presented in the previous section, we have considered a uniform distribution of initial conditions for a single kink, then we numerically evolve the system for a brief moment of time, and finally we calculate the temporal variation of the kink position. Figure 10 depicts the comparison between the numerical and deterministic kinematic law in a similar manner of the previous section. The numerical and theoretical results shows an adequate agreement. However, when the kinks are closer enough the interaction intensifies and the kinematic law is no longer valid. The analytical description of this dynamic becomes complex and is only accessible numerically. Although, the analytical calculation in this region is only valid qualitatively.

From the kinematic law of the kink position, Eq. (30), and its respective potential, we can infer that the system has a family of equilibria, which satisfies approximatively $\sin(2b\Delta^*) = 0$, separated by a constant distance $l = \pi / 2b$, i.e., $\Delta^* = \pi n / 2b$ with $n = 1, 2, \ldots$. Notice that the equilibria are more stable as one approaches the system borders. Figure 10 shows the shape of potential $U(\Delta)$ near the system border.

The dynamics around a given equilibrium, $\Delta(t) = \Delta^* + \nu(t)$, takes the form

$$\dot{\nu} = -\alpha' e^{-2\alpha \Delta^*} \nu + \sqrt{\eta' \zeta(t)}.$$  

(31)

Then the dispersion around a given equilibrium take the form

$$\langle \nu^2 \rangle = \frac{\eta'}{\alpha'^2} e^{-2\alpha \Delta^*}.$$  

Hence, the fluctuations around more stable equilibria are smaller. That is, one expects the width around an equilibrium of the survival probability to get smaller, when it is closer to the border (cf. bottom panel of Fig. 9). It is important to note that recent observations of the dynamics of granular kinks in a shallow one-dimensional fluidized granular layer subjected to a periodic air flow exhibit similar dynamic behavior that the one described above, that is, these granular kinks show a hopping dynamic [20,21].

From Langevin Eq. (30), one can derive the Fokker-Planck equation for the survival probability of the kink

$$\partial_t P(\Delta,t|\Delta_0,t_0) = \partial_{\Delta} \left[ \frac{\partial U}{\partial \Delta} P + \frac{\eta'}{2} \dot{\Delta} P \right],$$

(32)

with the absorbing boundary conditions $P(\Delta = 0,t|\Delta_0,t_0) = P(\Delta = 0,t|\Delta_0,t_0) = 0$. Figure 11 shows the evolution of the survival probability, which has good qualitative agreement with the numerical simulations of the stochastic Swift-Hohenberg Eq. (21). Hence, the kink dynamics under the influence of internal noise and system size effects exhibits nondiffusive behavior with a hopping dynamic.

Due to the boundary conditions, the survival probability for large times converges asymptotically to a zero solution. However, since the system is of potential type, one can easily infer the qualitative behavior of the survival probability. For example, one expects that initially the probability distribution widens asymmetrically, as a result of the nucleation barrier, the distribution grows into the system by exploring the attraction basins of different equilibria, exhibiting new local maxima. Later, the local maxima appearing are those towards the system.
with $\alpha$

Eq. (32) with absorbing boundary conditions, using the potential (30) of the Ginzburg-Landau equation this dynamic, let us consider the following forcing real will prefer some precise spatial positions, then the presence of the system. Since one expects that any particle-type solution of the system exhibit coexisting domains separated by interfaces. As a result of the inherent fluctuations, these systems exhibit spontaneous breaking of symmetry generating extended bistable dynamic. In the trajectories illustrated in this figure, there are not border effects, as they approach the border the above dynamics is modified by the effects of the interaction with a virtual kink. Note that for small forcing and large noise intensity level, the $u(x,t)$ profile field does not exhibit clear periodic oscillations. However, the forcing effect is evident in the dynamics of the kink.

IV. CONCLUSIONS AND REMARKS

Diverse macroscopic physical systems exhibit spontaneous breaking of symmetry generating extended bistable systems. As a result of the inherent fluctuations, these systems exhibit coexisting domains separated by interfaces or domain walls. Moreover, fluctuations induce an erratic dynamic of the interfaces, which is expected of diffusive nature. However, we show that joint effect of the inherent fluctuations and size effects induces unexpected nondiffusive dynamics of an interface between two symmetric states.

Monotonous kink solutions under the influence of fluctuations are characterized by exhibiting nonsymmetric random walks. These trajectories are characterized by being attracted to the system borders. Hence, the survival probability in a given domain is characterized by a nondiffusive dynamic.

In the particular case of domains between two symmetric states with damped spatial oscillations, the temporal evolution of these nonmonotonous kinks is characterized by a hopping dynamic. As the interface approaches the borders, the fluctuations decrease and the interface remains longer around well-defined positions. Such dynamic behavior has the form

$$\partial_t u = a \cos(kx) + \mu u - u^3 + \partial_x u + \sqrt{\eta} \xi(x,t),$$

where $\alpha'' = a \int_{-\infty}^{\infty} \partial_x u^*(x) \cos(kx) dx / (\partial_x u^* | \partial_x u^*)$. Then, the dynamic of the kink position is characterized by a Brownian particle in a periodic potential. Reference [55] presents a detailed analysis of this type of stochastic particle. Figure 12 shows the numerical trajectories of stochastic kink solutions of the forcing real Ginzburg-Landau Eq. (33), where all solutions begin at the same initial condition. Hence, this system clearly exhibits hopping dynamics sustained by inhomogeneities. In the trajectories illustrated in this figure, there are not border effects, as they approach the border the above dynamics is modified by the effects of the interaction with a virtual kink. Note that for small forcing and large noise intensity level, the $u(x,t)$ profile field does not exhibit clear periodic oscillations. However, the forcing effect is evident in the dynamics of the kink.
been recently observed qualitatively in an interface between two symmetric states in a shallow one-dimensional fluidized granular layer subjected to a periodic air flow, where each domain varies periodically with half the period of the forcing (cf. Fig. 1). A rigorous analysis in this direction a subject for future research.
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[45] Experimental image of a granular kink and temporal evolution of kink position is a position of J. Macias and C. Falcon.