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1. Introduction

The mining industry is a very relevant economic sector. In Chile, where this research has been carried out, copper exports account for about 62.5 percent of the total exports and represent a 12 percent of the GDP (Cochilico, 2013).

Mines can be either open-pit or underground, the actual decision depending on different economic and technical considerations. In this paper we focus on open-pit mines, in which mineral is extracted by digging from the surface. Open-pit mines are preferred to underground mines because they can reach higher production levels, and have smaller operational costs. However, most of the time, it is necessary to remove material with poor or none ore content (waste) in order to have access to economically profitable material.

The actual value of a mine strongly depends on the order in which the material is extracted and processed. In order to define what portions of the terrain must be mined at different moments during the life-time of the mine, the planning horizon is discretized into time-periods (or time-slots). In turn, the terrain is divided into regular blocks, which are arranged in a 3-dimensional array. For each block, estimations on the ore content, density and other relevant attributes are constructed by using geostatistical methods. A block model, namely, the set of all blocks and their attributes, is the main input to the mine planning process. Using this information, it is possible to build a block scheduling, which specifies an extraction time-period for each block. The final value of a mine is therefore determined by the block model and the block scheduling.

The feasibility of a block scheduling for the open-pit method depends on accessibility and extraction constraints. First, before extracting one block, all the blocks above it must have been extracted. Moreover, stability of the walls must be ensured. This is expressed in terms of slope angles that must be satisfied at each moment. All these constraints are translated into precedences between blocks. On the other hand, there are certain capacity constraints, as well as other limitations, that are inherent to the process. The amount of material to be transported and processed at each period is subject to upper bounds given by transportation and plant capacity, respectively, which are usually expressed either in tons or hours. Further on, processed material must satisfy some blending constraints as well. The efficiency (or even feasibility) of the plant process depends on the attributes of the combination of blocks that are processed at a given period. For example, it may not be feasible to process alone a block with a high content of a certain pollutant (say arsenic), even if it has a very high ore grade. Mixing it with another block (even a low ore-grade one) and processing them simultaneously may be possible because the blending
provides an acceptable amount of the pollutant. Blending constraints can be either upper or lower bounds and apply to certain attributes of the blocks to be processed. Finally, the decision of how to process a block may depend on different parameters. Indeed, it is quite common for a mine to have more than one processing possibility (considering a block as waste and sending it to a waste pile is already one possibility). Depending on the final process or destination of the block, the net profit perceived by the mine is different, as are the blending constraints that apply to the process and the resource required to achieve this processing (different plant capacities, for example).

In this work, we propose and test a new numerical method to determine the block scheduling that maximizes the net present value for the exploitation of an open-pit mine. Our proposal is based on a combination of two approaches, that allow us to reduce the size of the problem and make it computationally tractable. The procedure aggregates blocks, uses integer programming techniques to solve incrementally the aggregated problem and produces solutions for the original instance in an innovative fashion. Using this methodology, we are able to provide nearly optimal solutions for some realistic-size problems that are otherwise numerically inaccessible.

The procedure was proved on the instances of the public reference library named MineLib (Espinoza, Goycoolea, Moreno, & Newman, 2013), which has three different types of open-pit mine planning problems for which good feasible solutions have been reported: the ultimate pit limit problem and two variants of open-pit production scheduling problems, for fictional cases, but also for real-life mine instances (for example, the instances KD, P4HD, W23 and McLaughlin correspond to actual copper and gold mines located in North America). We focus on the Constrained Pit Limit Problem (CPIT), which consists of the maximization of the net present value (NPV) of the exploitation over the time horizon, subject to precedence and operational constraints. The results obtained by our procedure improve nine out of the eleven instances available in the MineLib library. Moreover, the remaining two cases are within a gap of 0.2 percent of the optimum solution.

The paper is organized as follows: In Section 2 we provide a brief summary of the most relevant (and best-known) approaches found in the literature. Section 3 contains all the details concerning the modeling, notation and problem statement. The description of our methodological proposal, as well as the different heuristics involved, are presented in Section 4. All the implementation details, and the numerical results obtained are given and commented in Section 5. Finally, Section 6 contains some concluding remarks and perspectives.

2. Related work

A very general formulation, due to Johnson (1968), presents the scheduling problem under slope, capacity and blending constraints (the last ones given by ranges of the processed ore grade) within a multi-destination setting, i.e., the optimization model decides what is the best process to apply to a given block. Unfortunately, at the time of its publication, the model was too complex to be solved in realistic case studies.

As an alternative to the work of Lerchs and Grossman (1965) proposed a very simplified version of the problem in which block destinations are fixed in advance, slope constraints are considered, but capacity or blending constraints are not. In this case, the problem reduces to selecting a subset of blocks such that the contained value is maximized while the precedence constraint induced by the slope angles are held. This problem is known as the ultimate pit problem (some of MineLib), showing new best-known solutions for almost all of the instances, when compared to the solutions reported in Lamghari et al. (2014) and Espinoza et al. (2013). Indeed, only in two of these instances the solutions obtained have a larger gap, but this is still at much 0.2 percent.

Following Picard and Hochbaum ideas, Chicoisne, Espinoza, Goycoolea, Moreno, and Rubio (2012) and Bienstock and Zuckerberg (2010) address a problem which is very close to the one considered in this paper. However, they use Lagrangian relaxation on all but the precedence constraints (in this case the problem reduces to the ultimate pit problem). Using this approach, Chicoisne et al. focus on the case where there exists only one destination and one capacity constraint per period, and develop a customized algorithm (CMA) for
the linear relaxation and a procedure (based on topological sorting) to obtain an integer feasible solutions from it. They report good solutions for the problem in large instances (over one million blocks). Moreover, Espinoza et al. (2013) published a library of standardized instances, named MineLib, for which they apply the above techniques and obtain very good results as well. Respectively, Bienstock and Zuckerberg consider all types of constraints, but focus on the resolution of the linear relaxation only, and report very good improvements in resolution time with respect to the standard LP solvers.

Other work which is close to ours is due to Cullenbine, Wood, and Newman (2011). They propose a heuristic using Lagrangian relaxation on capacity constraints (lower and upper bounds) plus a sliding window strategy in which extraction variables for late periods are relaxed while variables corresponding to early periods are fixed incrementally. They work on a slightly different problem in which the bottom of the pit must contain at least two adjacent blocks, and report improvements in the execution time with respect to standard solvers. A recent work of Lambert and Newman (2014) employs a tailored Lagrangian relaxation, which uses information obtained while generating the initial solution to select a dualization scheme for the resource constraints. They report solutions for models having up to 25,000 blocks and 10 time-periods at 36,000 seconds, with an optimality gap of 6 percent in the largest case.

Another approach to tackle large-scale problems is based on aggregation procedures. Dagdelen and Johnson (1986), Dagdelen and Akaike (1999) and Ramazan, Dagdelen, and Johnson (2005) work on a model with fixed cut-off grades, upper and lower bounds for blending, but only upper bounds for the capacity. They aggregate blocks into what they call fundamental trees (subsets that have positive value, respect slope constraints and are minimal in some sense) and present a relatively small case study (less than 15,000 blocks). Boland, Dumitrescu, Froyland, and Gleixner (2009) propose a different procedure, in which they aggregate blocks into what they call bins. The extraction of individual blocks is controlled with continuous variables, but binary variables are used at the bin level to impose slope constraints. They are able to solve instances of about 100,000 blocks.

Approaches not based in linear programming include genetic algorithms and tabu search. Zhang (2006) uses Genetic algorithm combined with a block aggregation technique based on topological sort to reduce of number of variables in the model. The method simultaneously determines an ultimate pit and an optimal block extraction schedule that maximizes the net present value by specifying whether a block should be extracted and where it should be sent (waste dump or processing plant), subject to a number of constraints including maximum wall slope, as well as mining and processing capacity constraints. They work on a slightly different problem in which the bottom of the pit must contain at least two adjacent blocks, and report improvements in the execution time with respect to standard solvers. A recent work of Lambert and Newman (2014) employs a tailored Lagrangian relaxation, which uses information obtained while generating the initial solution to select a dualization scheme for the resource constraints. They report solutions for models having up to 25,000 blocks and 10 time-periods at 36,000 seconds, with an optimality gap of 6 percent in the largest case.

We consider a set $B$ of blocks and set $N = |B|$. We denote the blocks with indices $i,j \in B$, unless otherwise stated. Similarly, we consider $T \in \mathbb{N}$ time-periods and denote individual time-periods with $s,t \in \{1, 2, \ldots, T\}$. The number $T$ is called the time horizon. The set of time-periods is denoted by $T = \{1, 2, \ldots, T\}$.

Slope (precedence) constraints are encoded as a set of arcs $A \subset B \times B$: $(i,j) \in A$ means that block $j$ has to be extracted before block $i$. We say, in this case, that block $j$ is a predecessor of block $i$, which is a successor of $j$. Notice that arc $(i,j)$ goes from the successor to the predecessor.

In this work we address a simplified version of the problem in which the decision of the destination of the block is done beforehand. Therefore, the net profit (which can be negative) of processing block $i$ is already known and noted as $v_i \in \mathbb{R}$. The discounted net profit of processing block $i$ at time-period $t$ is $\rho^t v_i \in \mathbb{R}$, with discount factor $\rho = \frac{1}{1 + \delta}$, where $\delta r$ represents the discount rate. We define a set of resources $\mathcal{R}$, and $a(i,r) \in \mathcal{R}$ as the quantity of resource $r \in \mathcal{R}$ used when block $i$ is in $B$ is processed. For each time-period $t$, lower and upper bounds on the consumption of resource $r$ is given by the quantities $C_{rt}^l \in [-\infty) \cup \mathbb{R}$ and $C_{rt}^u \in (\infty) \cup \mathbb{R}$, respectively.

Each block is processed in the same time-period in which it is extracted from the mine (that is, we do not allow to stock material for future processing). As usual in these models, we assume that extraction, handling and processing of a block is done within a time-period length. While the modeling can be easily extended to the general case, the heuristics presented in this article do not always work in the case in which blending constraints apply, therefore, we assume there are no such constraints. Table 1 summarizes the notation.

A block scheduling is a function $r : B \rightarrow \{1, 2, \ldots, T, \infty\}$ where $r(i)$ is the time-period in which block $i$ is extracted, hence, a block scheduling must satisfy the precedence constraints, that is, if $(i,j) \in A$ then $r(i) \geq r(j)$. If $r$ is a block scheduling then the sets $P_t = \{r^{-1}(t)|t \in T\}$ constitutes a feasible scheduling.
and $P_t = P_{t-1} \cup t^{-1}(t)$ for $t > 1$ are called pits. We observe that $P_1 \subset P_{t+1}$ and say that the pits are nested.

The open-pit block scheduling problem is defined on the following variables. For each $i \in B$, $t \in T$:

$$X_{it} = \begin{cases} 1 & \text{if block } i \text{ is extracted by time-period } t, \\ 0 & \text{otherwise.} \end{cases}$$

The interpretation of variable $x_{it}$ is by time-period, that is $x_{it} = 1$ if and only if block $i$ has been extracted (and processed) at some period $s$ with $1 \leq s \leq t$. It is useful to introduce the following auxiliary variables for $i \in B$: $\Delta x_{it} = x_{it} - x_{i(t-1)}$ for $t = 2, 3, \ldots, T$. We have $x_{it} = \sum_{j=1}^{s} \Delta x_{ij}$ and $\Delta x_{it} = 1$ if, and only if, block $i$ is extracted exactly at time-period $t$.

The mathematical program we address is the following:

$$(\text{OPBSP}) \quad \max \sum_{t=1}^{T} \sum_{i \in B} \rho V_i \Delta x_{it}$$

$$X_{it} \leq x_{jt} \quad (\forall (i, j) \in A)(\forall t \in T)$$

$$\Delta x_{it} \geq 0 \quad (\forall i \in B)(\forall t \in T)$$

$$\sum_{i \in B} a(i, r) \Delta x_{it} \leq C_r^{+}(\forall r \in R)(\forall t \in T)$$

$$\sum_{i \in B} a(i, r) \Delta x_{it} \geq C_r^{-}(\forall r \in R)(t \in T)$$

$$x_{it} \in \{0, 1\} \quad (\forall i \in B)(\forall t \in T)$$

Expression (1) presents the objective function, which is the discounted value of extracted blocks over the time horizon $T$. In turn, (2) corresponds to the precedence constraints given by the slope angle and (3) means that blocks can be extracted only once. Moreover, (4) and (5) state the maximum and minimum resource consumption in each time-period, respectively. Finally, (6) states that all the variables assume binary values.

For a block model $B$, precedence arcs $A$, block values $V = (V_i)_{i \in B}$ and attribute matrix $A = (a(i, r))_{i \in B, r \in R}$, we will use the notation $\text{OPBSP}(B, A, V, A, T, \rho, C^+, C^-)$ to denote an instance of the open-pit block scheduling problem for a certain time horizon $T$, discount factor $\rho$, and resource limit matrices $C^+ = (C_r^+)_{r \in R, t \in T}$ and $C^- = (C_r^-)_{r \in R, t \in T}$. We will omit some of the parameters if they are clear from the context.

It is important to emphasize that we present the model with lower bounds on operational resource capacities (5) to keep the model consistent with CPTT. However, all of the instances published in MineLib have these bounds equal to zero. 

4. Block Aggregation Algorithm

We present now the Block Aggregation Algorithm to approximately solve the open-pit block scheduling problem, when the original instance of OPBSP cannot be solved directly.

The procedure first aggregates blocks, then it solves incrementally the aggregated problem (using integer programming techniques) and finally, it produces feasible solutions for the original instance. The algorithm has two stages: a forward stage, where the procedure tries to solve the problem using a simplified block model (obtained by the re-blocking procedure described in Section 4.1.2); and a backward stage, in which the solution from the forward stage is used to fix some variables in the original problem. Fig. 1 outlines the procedure.

Although block aggregation appears to be simple, the reverse step (the forming of a block scheduling for the original disaggregated model) is not so straightforward. In fact, it is challenging in terms of implementation.

4.1. The forward stage

The goal of the forward stage is to reduce the number of variables by means of block aggregation. The stage can be described as follows:

0. Set current instance $\leftarrow (B, A, V, A, T, \rho, C^+, C^-)$.
1. SOLVE $\text{OPBSP}(\text{current instance})$. (See Section 4.1.1)
2. If step 1 found a feasible solution, then go to backward stage (see Section 4.2).
3. else REBLOCK (see Section 4.1.2) to produce a new instance $\text{current instance} \leftarrow (B^k, A^k, V(B^k), A(B^k), T, \rho, C^+, C^-)$.

and go to step 1.

This recursive procedure is very flexible: it can use any subroutine to SOLVE the instance of the problem in step 1, and to REBLOCK the model in step 3. In the following, we will describe the procedures used in our case studies (Section 5) which proved to be very effective.

4.1.1. Solving OPBSP($B, A, V, A, T, \rho, C^+, C^-$)

The standard approach of solving directly the IP formulation is highly impractical for large-scale problems. Since the number of blocks is considerably larger than the number of periods, a reduction in the number of time-periods can have a great impact in reducing the overall number of variables and constraints. We propose the following:

Incremental Heuristic (HIinc): This heuristic tries to solve the problem incrementally: it considers only fewer time-periods (which we call sliding time window or just time window). Then, the heuristic solves and removes the scheduled blocks in the current time window. The process is repeated with the remaining blocks and time-periods, adjusting the constraints accordingly and moving the time window until the horizon planning is completed. In order to fix ideas, the simplest approach is to consider the time window as only one time-period and then solve the problem period by period.

More precisely, HIinc considers an instance of the open-pit block scheduling problem $\text{OPBSP}(B, A, V, A, T, \rho, C^+, C^-)$.

Given $B' \subset B$, define:

- $A(B) = A \cap (B \times B)$
- $V(B) = (V_i)_{i \in B}$, and
- $A(B') = (a(i, t))_{i \in B', t \in T}$

Suppose that $\text{OPBSP}(T)$ cannot be solved, but $\text{OPBSP}(T')$ can, for $T' < T$. For simplicity, we describe the heuristic when $T/T' = n \in \mathbb{N}$. Thus, let $C^+_{ki}$ and $C^-_{ki}$ be the maximum and minimum resource limits for time-periods $(k-1)T' + 1, \ldots, kT'$, with $1 \leq k \leq n$. The heuristic then works as follows:

1. Set $n = T/T', k = 1, P_0 = \emptyset$.
2. While $k \leq n$:
   (a) Set $B_k = B \setminus P_{k-1}$.
   (b) SOLVE $\text{OPBSP}(B_k, A(B_k), V(B_k), A(B_k), T', \rho', C^+_{ki}, C^-_{ki})$.
   (c) Let $\Gamma_k = \{kT' + \sum_{s=1}^{k-1} \tau^{-1}(s)\}$ be the set of extracted blocks and set $P_k = P_{k-1} \cup \Gamma_k$.
   (d) $k \leftarrow k + 1$.
   (e) Return the block scheduling $\tau$ given by $\tau(i) = \tau_0$ if $i \in P_0$ for some $\tau_0$, or $\tau = \infty$ if there is no $\tau$ such that $i \in P_t$.

Notice that $\tau$ is well-defined as the sets $P_1, P_2, \ldots, P_k$ are nested.

Fig. 2 illustrates how the block scheduling is generated, with a time-horizon of $T = 3$ and a time window $T' = 1$: in the first time-period, the extracted blocks are the set $P_1$. Then these blocks are removed and the procedure is repeated for the second period. During the second period, the extracted blocks correspond to the set $P_2 \setminus P_1$. Finally, the process is repeated for the third and last period.

Although this procedure does not necessarily produce optimal results (see Example 1), it can give a significant improvement in practice, as we describe in Section 5.
Example 1. The small 2-dimensional mine displayed in Fig. 3 is to be exploited in a 5-period time horizon. Each number represents the economic value of the corresponding block. For simplicity we assume that each block has an unit tonnage, the capacity per time-period is exactly one unit (hence exactly one block can be extracted in each time-period), and there is no discount rate.

We index the blocks by integer coordinates as in a matrix, so the top-left block is identified with coordinates (1, 1) and the bottom-right block has coordinates (2, 4). If the slope angle is 45°, block (x, y) has predecessors (x – 1, y – 1), (x – 1, y) and (x – 1, y + 1) if x = 2 (when such blocks exist) and no predecessors if x = 1.

The optimal scheduling is to extract blocks (1, 1), (1, 2), (1, 3), (1, 4) in any order during the first four periods, and then to extract block (2, 3) at period 5. The corresponding value is \( \text{NPV} = 1 + (-1) + (-1) + 10 = 8 \). However, the incremental heuristic \( (T' = 1) \) will select block (1, 1) at the first iteration, and no blocks afterwards. The value of this solution is 1, which is suboptimal.

4.1.2. Reblocking

In this step, we do not reduce the number of time-periods, but we reduce the number of blocks by aggregating (or reblocking) them into larger units. The motivation comes from the fact that while a block model consists of thousands to millions of blocks, the decision of extracting a specific block at a certain time-period may be too atomic.

We consider a procedure \( \text{reblock} \) that takes a block model \( B \) and produces a new one, say \( \hat{B} \), so that the number of blocks in the new model is small compared to the original block model. The idea is that \( \hat{B} \) keeps certain properties of the original one, then solving OPBSP in \( \hat{B} \) can be used to produce solutions for the original model. This is done using the following:

**Block aggregation heuristic (HAH)**: Let us introduce some notation first. We consider that \( \text{reblock} : B \rightarrow 2^\hat{B} \) thus \( \text{Im}(\text{reblock}) \) is a partition of \( B \). We identify \( \text{Im}(\text{reblock}) \) as a new block model \( \hat{B} \), so that each block in \( \hat{B} \) has the same set of attributes of the blocks in the original block model. We will use notation \( \hat{x}, \hat{y} \) to refer to elements of \( \hat{B} \) in order to prevent any confusion with blocks of the original model. Finally, we will also assume that \( A \) is also translated into \( \hat{A} \) in a “compatible” way that allows us to use a scheduling in \( \hat{B} \) to construct a scheduling in \( B \) respecting the slope constraints.

Note that \( \text{reblock} \) is defined in a very general way. It may depend on geometric arguments (distances between blocks, for example) or block characteristics (lithology and ore grades). In this work, we consider geometric aspects, defining how many blocks \( i \in B \) are included in each aggregated block \( \hat{R} \in B \). Considering that each block is identified by coordinates \( (x, y, z) \), each aggregated block \( \hat{R} = (x', y', z') \) will be composed by the \( n^R \times n^R \times n^R \) original blocks with coordinates \( (x^R, y^R, z^R) \), with \( j_k \in \{0, \cdots, n^R - 1\} \) and \( j_k \in \{0, \cdots, n^R - 1\} \). An example (only in 2 dimensions for clarity) can be seen in Fig. 4.

4.2. The backward stage

This is the most important part, since it allows us to obtain a scheduling for the original block model starting from the aggregated model solution. We assume that the problem was solved in the forward stage for the instance

\[ \text{OPBSP}(\hat{B}, \hat{A}, V(\hat{B}), A(\hat{B}), T, \rho, C^+, C^-) \]

so we have a block scheduling \( \hat{\pi} \) for the reblocked model and we want to produce a solution for the original instance. This involves the following steps:

1. Partition \( B_0 \) into \( \partial B \) where \( \partial B \) is the set of aggregated blocks in the borders, which are those with neighboring blocks extracted at a different time period, and \( B \) is the complement.
2. Fix the extracting period for the original blocks that correspond to elements of \( \hat{R} \subset B_0 \), i.e. the set of blocks such that all direct predecessors and successors are extracted at the same time-period. This is, \( \hat{\pi} \in \hat{B} \) if and only if the set of aggregated \( \hat{R} \in B \) satisfies that
An illustration of this heuristic in a 2D-example can be found in Fig. 4, in which individual blocks in $B$ (a) are aggregated into big blocks containing 9 of them ($n^R = 3$). While the original block model has 315 blocks, the reblocked model contains only 35 blocks (b). The problem is then solved over these 35 blocks (c) and we set the blocks at the inner part (denoted $\tilde{B}$) of each period (d). The original blocks corresponding to these aggregated blocks are removed from the original model, the capacities are updated and the problem is solved for the remaining blocks (e). Finally, all the blocks are scheduled by mixing the solutions (f).

(a) $\forall (i^R, j^R) \in \mathcal{A}^R$, $\tau^R(i^R) = \tau^R(j^R)$
(b) $\forall (j^R, i^R) \in \mathcal{A}^R$, $\tau^R(i^R) = \tau^R(j^R)$.

Then if $i^R = \text{reblock}(i)$, we will assume that block $i \in B$ is extracted at time-period $\tau^R(i^R)$.

Add the constraints $x_{it} = 0$ for $t < \tau^R(i^R)$ and $x_{it} = 1$ for $t \geq \tau^R(i^R)$, for any $i \in B$ such that $\text{reblock}(i) \in \tilde{B}$.

3. For the original blocks $i$ that correspond to elements of $\partial B$, compute the following bounds, considering that $j^R = \text{reblock}(i)$:
(a) $\tau^-(i) = \max(\tau^R(j^R) : (i, j) \in \mathcal{A}, j^R \in \partial B)$
(b) $\tau^+(i) = \min(\tau^R(j^R) : (j, i) \in \mathcal{A}, j^R \in \partial B)$

Add the constraints $x_{it} = 0$ for $t < \tau^-(i)$ and $x_{it} = 1$ for $t > \tau^+(i)$, for any $i \in B$ such that $\text{reblock}(i) \in \partial B$.

4. Adjust capacities as:
(a) $\partial C_{it}^+ = C_{it}^+ - \sum_{i^R} a(i, r)$, $(\forall r \in \mathcal{R})(\forall t \in T)$, where $I_t = \{i \in \tilde{B} : \tau^R(i^R) = t\}$
(b) $\partial C_{it}^- = \max\{C_{it}^- - \sum_{i^R} a(i, r), 0\}$, $(\forall r \in \mathcal{R})(\forall t \in T)$, where $I_t = \{i \in \tilde{B} : \tau^R(i^R) = t\}$

5. Solve $\text{OPBSP}(\mathcal{B}, \mathcal{A}, \mathcal{V}, \mathcal{A}, \mathcal{T}, \rho, \partial C^+, \partial C^-)$ under the additional constraints.
It is important to note that the heuristic proposed is myopic. Thus, it cannot guarantee that a feasible solution will be found, if exists. If an auxiliary problem becomes infeasible in the backward stage, it will be necessary to extend $T^*$ in order to try to find feasibility.

5. Implementation and results

In this section we discuss some specific details regarding the implementation of the Block Aggregation Algorithm introduced in Section 4. We also present the best known results obtained for the reference dataset MineLib. The idea is to illustrate how the different heuristics scale when the size and number of blocks change. We will see that a relevant feature of this approach is the ability to solve large problems.

5.1. Software and hardware

In order to implement the different algorithms, we used the MineLink library developed at Delphos Mine Planning Laboratory at Universidad de Chile (Delphos, 2013), which implements data structures to store the block model, precedence arcs and reblocking routines. The library is written in C++, but there also exists a wrapper to use it from Python, a general-purpose free available scripting language, version 2.7. Within this library, the BGS2® module implements the mathematical model and the heuristics described earlier. The module uses the Gurobi Optimization Inc., 2013 version 5.6.3 for mixed integer linear optimization. Execution of the code was done on an Intel Core i5-3570 machine with 16 gigabyte running Ubuntu version 12.10. This machine has 4 processors that run at 3.40 gigahertz.

5.2. Datasets and pre-existing solutions

The case studies were obtained from MineLib, a library of publicly available test problem instances for open-pit mining. The dataset can be found at http://mansci-web.uai.cl/minelib/. These instances come from real-world mining projects and simulated data. For each instance, the database contains the block model, precedence relations, additional constraints and parameters needed to formulate the optimization problem. A description of the instances (time-horizon, number of blocks, precedence arcs, variables and constraints) can be found in Table 2. For more details on MineLib see Espinoza et al. (2013).

We compare against pre-existing solutions for these instances that have been published in Espinoza et al. (2013) and Lamghari et al. (2014). We briefly describe the algorithms involved in these two references.

In Espinoza et al. (2013), the results were obtained by creating a rank of blocks, constructing a block-by-block sequence and then following this sequence up to saturate the capacities per period as follows:

1. Firstly, a solution $x$ to the integrality relaxation of the problem is obtained.
2. For each (possibly partially) extracted block, one computes $Q(i) = \sum_{t=1}^{T^*} t \Delta x_t + (T + 1)(1 - x_{iT})$. The values $Q(i)$ can be interpreted as expected times of extraction.
3. A block-by-block sequence is produced by extracting the blocks from the surface in increasing values of $Q(i)$ while respecting the precedence constraints.
4. Finally, the block sequence is used to construct a block schedule by filling each time period with blocks as long as the capacity constraints allow it.

In Lamghari et al. (2014), they present two ideas. A method to produce an initial solution, and a method to improve this solution based on a type of local search algorithm called Variable Neighborhood Descent (VND) introduced in Hansen and Mladenović (2001) to approach what they call the Mine Production Scheduling Problem (MPSP), which corresponds to the CPIT, but with no lower bounds for the capacity constraints.

Using the VND method on the solutions provided in MineLib, they are able to improve 4 of the 11 cases. Additional 4 cases are improved by using their method to produce the starting solution and then applying VND.

Finally, notice that an upper bound to the value of any feasible solution of the problem can be obtained by relaxing the integrality constraints of the variables. These upper bounds are reported in Espinoza et al. (2013).

5.3. Results

We tested the aggregation heuristic in all of the CPIT instances of MineLib. In all of them, the problem was solved using one forward stage and its corresponding backward stage. Table 3 shows the instances obtained in the forward and backward stages.

For all of the instances, forward stage was implemented using HInc and HReb. HInc was set to start with a sliding time window $T^* = 1$ period (see Section 4.1.1). If no feasible solution was found, the sliding window was increased in one period until a feasible solution was achieved. The reblocking was implemented with HReb as described in Section 4.1.2. The backward stage was implemented as explained in Section 4.2.

Finally, the complete procedure will be denoted as HInc+HReb. Table 4 shows the results for the MineLib instances. For each case we report:

1. LP upper bound value, obtained by relaxing the integrality constraints on the variables, as reported in Espinoza et al. (2013). This is used to compute the GAPS of the feasible solutions.
2. Source, indicating the paper in which the current best solution was reported: “LDF14” corresponds to Lamghari et al. (2014) and “EGMN13” to Espinoza et al. (2013).
3. GAP, the integrality GAP between the currently best known solution and the LP upper bound.
4. Value, the value of the solution obtained using our heuristic.
5. GAP, the integrality GAP between the solution obtained by the heuristic and the LP upper bound.
6. Time, the solution time of the heuristic. The time reported is the real time (also known as wall-clock time) and it includes all the pre-processing steps (precedence computations, Final-Pit when needed).

The MineLib instances for the CPIT problem do not have lower bounds on the operational resource constraints (they are equal to zero and the coefficients of these constraints are positive). Then, it is possible to apply a pre-processing, using a well known result such that any block schedule will be inside the final pit outline (Caccetta & Hill, 2003). Indeed, most of the instances in MineLib are already solutions for the Final Pit. For the remaining instances (Marvin, SM2, W23 and McLaughlin), the pre-processing considered first to solve the Final Pit problem. Then, only the blocks in the final pit were given as the input for the heuristics. Thus, the problem size was considerably reduced.

5.4. Discussion

The aggregation heuristic HInc+HReb was able to find feasible solutions for all of the problems in the MineLib dataset. Even more, our heuristic obtained the best known feasible solutions in all of the instances, except for two instances (P4HD and SM2). Still, in both cases our heuristic reported solutions with GAP of at most 0.2 percent.
MineLib does not provide information about block size and precedence type for the instances Zuck small, Zuck medium and Zuck large. Thus, it was difficult to find out the right precedence model for the aggregated instances (However, the feasibility of the solution was verified with respect to the original precedence relationships). This explains in part why the forward stage was not as effective as expected compared to all the remaining instances. Due to the successful reduction in the size of the problem, the backward stage has 26 percent fewer blocks and 32 percent fewer constraints than the original problem. Even more, in 3 out of 4 of the instances pre-solved with Final-Pit (Marvin, SM2 and McLaughlin), the reduction in size was more than 80 percent (variables and constraints in the backward stage compared to the original problem). In the remaining instance, W23, the reduction was around 23 percent.

Due to the successful reduction in the size of the problem, the problem was solved in a reasonable time. Except Zuck medium, which needed less than 5 hours, all of the instances were solved in less than 30 minutes wall-clock time. (see hardware specifications in Section 5.1.)

6. Conclusions and further work

We have presented a number of heuristics to tackle the open-pit block scheduling problem. Our approach is based mainly on the reduction of the problem to be solved, that is, the size of the binary linear formulation.

The heuristics were applied to MineLib, a library of publicly available test problem instances. For nine of the eleven instances in...
the library, the gap obtained between the solution reported by our heuristic and the linear relaxation was lower than the gap currently known in the literature. While other references do not provide execution times for comparison, we consider that our running times are reasonable for application purposes. Further on, these can be improved for example by trying different levels of aggregation simultaneously on several computers, therefore reducing forward stage running time.

Furthermore, we believe that the approach described is very scalable in terms of problem size. Moreover, our approach is compatible with other algorithms described in the literature, so it can be easily combined to benefit other approaches, as well as extensions of the heuristics.

Regarding the combination with other approaches, the most promising is the one presented in Chicoisne et al. (2012): an HReb+CMA (Critical Multiplier Algorithm). This approach seems interesting, because it is not difficult to implement. Another approach, more difficult to code because of solver limitations, is the Bienstock and Zuckerberg (2010) algorithm within the branching procedure.

There are also several possible extensions. One could be using more than one time-period at each iteration of the incremental heuristic. Another is to introduce information about the future when producing incremental solutions. For example using Lagrangian relaxation like in Cullenbine et al. (2011) or Lambert and Newman (2014).
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