Feeder-trunk or direct lines? Economies of density, transfer costs and transit structure in an urban context
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A B S T R A C T

A feeder-trunk scheme has been labeled as superior in urban areas due to the presence of economies of density (decreasing average operating cost) along the avenues served by trunk lines. We compare this structure against three types of direct lines structures (no transfers) to serve a stylized public transport network where several flows converge into a main avenue, simultaneously optimizing fleet and vehicle sizes considering both users’ and operators’ costs. The best structure is shown to depend not only on the total passenger volume but also on demand imbalance, demand dispersion in the origins and the length of the trunk line. The region where the feeder-trunk structure dominates depends largely on the value assigned to the pure transfer penalty.
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1. Introduction

In most Latin American urban areas the proportion of users of public transport systems is similar to (and sometimes larger than) those observed in European ones. At the beginning of the 21st century many Latin American systems exhibited a large fleet of badly maintained buses operating over long routes that crossed the CBD and overlapped in the main avenues of the urban area, providing direct services for most of the users. This induced the introduction of different types of reforms. Some cities have implemented a system with a smaller fleet of larger buses in average, organized under a feeder-trunk routes structure. The case for a feeder-trunk system rests on the so-called economies of density, a property of a transport cost function understood in this case as the savings in operating costs that can be achieved by using large (cheaper per passenger) vehicles in the main streets or avenues that receive passengers from many possible feeder lines using smaller vehicles. Therefore, this structure seems attractive because of the flexibility of the different fleets in terms of number of vehicles and vehicle sizes.1

Savings in operating costs are only one part of the picture. The feeder-trunk scheme induces mandatory transfers at every connecting point where the feeder lines meet the trunk lines. Transfers not only cause additional waiting and walking times but also imply the interruption of the trip – which we will call disruption – that has been shown to be unpleasant by itself (Currie, 2005); simultaneously, though, frequencies on the trunk lines are likely to be high such that additional waiting could be small. There are alternative schemes that avoid the mandatory transfers; the most evident one is a system of point-to-point or direct lines that would overlap along the main streets. These direct services could be conceived in various ways; for example, with all lines departing from the origin points in the local streets and then collecting passengers along the main
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The specific problem of a choice between feeder-trunk and other structures has been discussed, for example, by Sandoval (2010) who compared feeder-trunk systems within the Bus Rapid Transit scheme in several developing cities, suggesting that service level could be improved by making the system less rigid allowing direct lines as well. In another case study, El-Hifnawi (2002) analyzed the economic impact of the implementation of direct lines crossing the urban area of Monterrey, Mexico. According to Kepaptsoglou and Karlaftis (2009), the choice on an appropriate lines structure can be approached from two perspectives: heuristics and analytical. Heuristics have been developed to help with the design of real size transit systems, while the analytical approach has proved useful to provide a starting point for a detailed design. As Ceder (2001) points out, analytical modeling on simple networks is helpful both for the strategic design of real transit networks and for policy analyses. Within this perspective simplicity has two connotations. One is the analysis of regular or symmetric networks as in Kocur and Hendrickson (1982) and Chang and Schonfeld (1991) who analyzed the spacing of parallel lines; Aldaihani et al. (2004), who extended this to a grid plus a demand responsive feeder system; Jara-Díaz et al. (2014), who used a cross-shaped network to analyze the impact of ignoring users’ cost when comparing direct lines against rigid corridor-lines; Tirachini et al. (2010), who analyzed a radial system; or Daganzo (2010), Estrada et al. (2011) and Badia et al. (2014), who studied a squared, rectangular and radial system respectively, with a hybrid lines structure. A second idea of simplicity is present in the analysis of stylized (small) networks with a precise intention, as in Brueckner (2004), who used a triangle-shaped three nodes network to compare fully connected versus hub and spoke lines structures in air transport; Jara-Díaz et al. (2012), who analyzed a one dimensional corridor with two origins and one common destination with imbalance as the only flow-related variable; or Quadrifoglio and Li (2011), who developed a model to choose between a fixed feeder system and a demand responsive one. In this paper we follow the second idea of simplicity, explicitly incorporating the effects of collecting flows at a point and the presence of a transfer penalty.

Departing from the single corridor analyses by Mohring (1972) and Jansson (1980, 1984), in Fig. 1a we represent in a stylized way a network where flows originating in the local or secondary streets and in the avenue interact in their trip to D. Secondary streets are represented by links AC and BC, while CD is the avenue. C represents an aggregated origin on the avenue and is also the point where local flows, originated at A and B, converge. \( T_{1/2} \) is the time needed to travel from A or B to C (without passengers boarding or alighting) and \( n > 1 \) represents the length of the avenue relative to the local links. As vehicle speed will be assumed to be the same along any link, \( nT_{1/2} \) is the time needed by a vehicle to go from C to D, without passengers boarding or alighting.

Let \( Y \) be the total amount of passengers entering the system in an hour and let \( x \) be the proportion of long trips, i.e. originated at either A or B, equally distributed. The resulting distribution of flows is shown in Fig. 1b. This way the effect of total volume \( Y \) on the design of transit lines can be separated from the effect of the imbalance represented by \( x \).

The different possible service structures are represented in Fig. 2. The first structure is composed by two long direct (DIR) lines that go from A and B to D, passing through C; no transfers are needed. The second structure is the feeder-trunk (FT)
system with three lines: two short ones covering the local streets (FT-f) and one running along the avenue (FT-t); long distance travelers require transfer at C and presents no idle capacity. It is the only structure that can take advantage of economies of density. The third structure considers three exclusive (EXC) lines serving each of the three origin–destination (OD) pairs, such that the two longer lines (EXC-l) do not stop at C, where the short line (EXC-s) starts; there are neither transfers nor idle capacity in this structure. Finally, the shared (SH) structure is similar to the exclusive structure with the longer lines (SH-l) stopping at C such that travelers starting at C can use either the longer lines or the short one (SH-s); again, no transfers are needed. The main characteristics of each line structure are summarized in Table 1, where the impact of each characteristic is also mentioned.

The relevance of the parameter \( a \) as an artifact that is independent of total volume \( Y \) can be envisioned by looking at the extreme values. When \( a = 0 \) (no local demand) the direct lines would run empty on the local links and would be dominated by the other three structures that would collapse into a single line from C to D on the avenue. When \( a > 0 \) but very small, excess capacity in the access links would be still important for the direct lines structure; the feeder-trunk structure would be attractive for the operators with little damage for the small fraction of passengers that have to transfer. When \( a = 1 \) (only long trips) both the exclusive and shared structures would collapse into the direct structure with no idle capacity, just as the feeder-trunk scheme; because of the mandatory transfers, feeder-trunk would become an inferior solution. Departing from \( a = 1 \) idle capacity appears and it could become an important disadvantage for the direct lines. In between cases cannot be elucidated intuitively; moreover, one would expect total passenger volume \( Y \) to play a role as large volumes would induce larger frequencies for all structures, possibly reducing the relative importance of waiting times and transfers.

The objective is to find the design that minimizes total cost. We will do this by optimizing fleets, frequencies and vehicle sizes for each of the four lines structures in order to find the overall optimum by discrete comparison. Problem (1) represents that problem for a specific lines structure. There, the first and second terms of the objective function represent the value of the resources consumed in an hour by the operators (\( VRC_{op} \)) and by the users (\( VRC_{us} \)) respectively. Each structure has \( L \) lines and every line \( i \) uses only one type of vehicles of equal size \( K_i \). The fleet size \( B_i \) of each line multiplies the cost to operate one vehicle that depends linearly on the vehicle size with \( c_0 \) and \( c_1 \) as given cost parameters; note that if \( c_0 > 0 \) larger buses are cheaper per seat than smaller ones, which is the source of what we have called economies of density (an advantage for the feeder-trunk structure, as explained earlier). Users’ costs include time traveled within the vehicles, time waiting and a transfer cost (access and egress times are independent of the design variables). The average times for in-vehicle \((v)\) and waiting \((w)\) are \( T_v \) and \( T_w \)

\[ T_v = \frac{\alpha Y}{2} \quad \text{and} \quad T_w = \frac{(1 - \alpha) Y}{2} \]

3 Operators’ costs are expressed per hour including those expenses that depend on distance traveled, properly converted.
respectively; $P_v$ and $P_w$ are the associated values of time. The treatment of transfer cost will be discussed later, with $\eta$ the proportion of users that has to transfer in that specific line structure. A glossary of variables is included in Appendix A.

\[
\min \ VRC = VRC_{\text{op}} + VRC_{\text{us}} = \sum_{i=1}^{L} B_i (C_0 + c_i K_i) + Y (P_v T_v + P_w T_w + P_t \eta)
\]

subject to \( k_i = \frac{j_i}{f_i} \leq K_i \)

The constraint in (1) imposes that vehicle capacity has to be large enough to carry the maximum vehicle load $k_i$, given by the ratio between the maximum flow of the line, $j_i$, and its frequency $f_i$. Note that the maximum flow is independent of the design variables for each line within a given line structure. As will be confirmed later, neither in-vehicle nor waiting times depend on $K_i$ directly; same with $\eta$. Then the constraint is always active as cost increases with $K_i$. As fleet sizes, bus capacities, waiting and in-vehicle times can always be expressed as functions of frequencies, problem (1) can be solved for each and every lines structure with frequencies as the optimization variables. Note that $K_i$ itself has an upper limit within a given technology (bus); feasibility should be verified after a numerical result has been obtained.

In our model we will assume that boarding and alighting occurs sequentially at all available doors with an explicit impact on cycle and in-vehicle times (see Eq. (2) and its explanation in the next section). Also, there is no bus schedule as such and waiting time will be a proportion $e$ of the headway (see Eq. (5) below). If buses and passengers arrive regularly $e = 0.5$ (assumed in the numerical simulations).

3. Finding the optimal structures in the base scenario

In this section we will solve problem (1) for each of the four cases identified previously and then we will find the overall optimum through discrete comparisons parametrically in $Y$ and $\alpha$. Three of the cases can be solved analytically and one – the case of shared lines – has to be solved numerically as will be explained later. In the base scenario we will assume that transfers affect users only through additional waiting time; the very important effect of additional walking and disruption of the trip will be specifically analyzed in Section 5.

Let us illustrate the analytical procedure with the case of direct lines. In Fig. 3 we show the boarding and alighting pattern corresponding to the assignment of passengers described in Fig. 1b to one of the two symmetric direct lines defined in Fig. 2. This pattern results in a maximum flow of $Y/2$ for each direct line in the main street.

Given the symmetry of the problem, the $VRC_{\text{op}}$ adds up over two identical lines; for this reason we omit the subscript $i$. On each line the fleet size and the frequency are related through $B = f \cdot T_c$ where $T_c$ is cycle time of one vehicle, which includes the time vehicle is in motion (first term in Eq. (2)) and total boarding and alighting time (second term, where $t$ is the average time a vehicle has to stop to let one passenger board or alight).

\[
T_c = (n+1)T_1 + 2t \left( \alpha Y \frac{1}{2} + \frac{(1-\alpha)Y}{2} \right) \frac{1}{f} = (n+1)T_1 + \frac{tY}{f}
\]

From this $B$ can be written as a function of $f$ as

\[
B = f(n+1)T_1 + tY
\]

As the capacity constraint is always active, $K$ is given by the ratio between the maximum flow $Y/2$ and $f$; then $VRC_{\text{op}}$ as a function of $f$ only is given by

\[
VRC_{\text{op}} = 2 \left( C_0 + c \frac{Y}{2f} \right) [f(n+1)T_1 + tY]
\]

Regarding users’ costs a proportion $\alpha$ of users (long trips) experience a waiting time of $e/f$ and the remaining $1 - \alpha$ users, starting at $C$, experience half of this as they see two identical services. Therefore average waiting time is

\[
\bar{T}_w = \frac{e}{f} \alpha + \frac{e}{2f} (1 - \alpha)
\]
The same proportions are applicable to calculate average in-vehicle time. In addition to time in motion, the $\alpha Y$ users boarding at A and B have to stay on the vehicle while $(1 - \alpha)Y/2$ users board at C and then have to alight at D. Therefore, in-vehicle time for users boarding at A and B is

$$t_{vi}^A = \frac{(n + 1)T_1}{2} + \frac{t}{2} \left( \frac{(1 - \alpha)Y}{2f} \right) + \frac{t}{2} \left( \frac{(1 - \alpha)}{2} + \frac{\alpha Y}{2f} \right)$$

$$= \frac{(n + 1)T_1}{2} + \frac{t}{2} \frac{(3 - 2\alpha)Y}{4f}$$

The remaining passengers that board at C have a shorter time in motion and the same alighting time at D, which yields

$$t_{vi}^C = \frac{nT_1}{2} + \frac{t}{2} \left( \frac{(1 - \alpha)}{2} + \frac{\alpha Y}{2f} \right)$$

$$= \frac{nT_1}{2} + \frac{tf}{4f}$$

Weighting in-vehicle time (6) and (7) by $\alpha$ and $(1 - \alpha)$ respectively the average in-vehicle time is

$$\bar{t}_v = \frac{(n + 2)T_1}{2} + (1 - 2\alpha^2 + 2\alpha) \frac{Y}{4f}$$

Then the VRC_{in} is

$$VRC_{in} = P_w \cdot \left( \frac{(1 + 2\alpha - \alpha)}{2f} \right) \cdot \bar{t}_v + P_{vi} \cdot \left( \frac{(n + 2)T_1}{2} + (1 - 2\alpha^2 + 2\alpha) \frac{Y}{4f} \right) \cdot Y$$

Now both operators and users costs are written as a function of frequency. Minimizing the sum of Eqs. (4) and (9) with respect to $f$ yields the optimal frequency for each of the direct lines

$$f_{DIR} = \sqrt{\frac{Y}{8c_0(1 + n)T_1} \left[ 4c_1 tY + 2P_w(1 + \alpha) + P_{vi}(1 - 2\alpha^2 + 2\alpha) \right]}$$

The resulting minimum cost is

$$VRC_{DIR} = 2tYc_0 + \frac{2(1 + n)T_1 Yc_0[4c_1 tY + 2(1 + \alpha)\alpha P_w + (1 - 2\alpha^2 + 2\alpha)P_{vi}]}{T_1 Y \left[ c_1(n + 1) + \frac{P_{vi}}{\alpha}(n + \alpha) \right]}$$

Following the same procedure we solved the feeder-trunk structure that yields two optimal frequencies, one for each of the two identical feeder lines and one for the trunk line. The results are

$$f_{FT-f} = \frac{\alpha Y}{8T_1 c_0} \sqrt{4c_1 tY + 4\alpha P_w + P_{vi} \alpha Y}$$

$$f_{FT-t} = \frac{\alpha Y}{2nT_1 c_0} \sqrt{4c_1 tY + 2\alpha P_w + P_{vi} tY}$$

$$VRC_{FT} = 2tYc_0(1 + \alpha) + \frac{2Yt_1 x c_0(4c_1 tY + 4\alpha P_w + P_{vi} \alpha Y)}{ \sqrt{2nT_1 Yc_0(4c_1 tY + 2\alpha P_w + P_{vi} tY)} + \sqrt{2nT_1 Yc_0(4c_1 tY + 2\alpha P_w + P_{vi} tY)} + T_1 Y(n + \alpha) \left[ c_1 + \frac{P_{vi}}{\alpha} \right]}$$

Similarly, the result for the exclusive structure also involves two frequencies, one for the two identical longer lines and one for the shorter one. Results are
In the case of the shared lines, passengers going from junction C to destination D can board any of the three lines, i.e. those coming from A or B and the line that starts at C. Therefore, the amount of passengers boarding each line depends on all factors that have to be analyzed: idle capacity, effect of boarding and alighting on cycle time (fleet size) and economies of density. As evident, the advantages of economies of density are captured only by the feeder-trunk system.

As the idea is to find the overall optimal lines structure parametrically in $\alpha$ and $\beta$, we can compare the four solutions by pairs. Three of these conditional solutions have been obtained analytically, represented by Eqs. (11), (14) and (17). A similar expression for the feeder-trunk structure is given by Eq. (20) where $B_{SH} = f_{SH} + f_{SH}$. This yields a value of the resources consumed for the shared lines that depends on $f_{SH}$ and $f_{SH}$ in a complex way as shown in Eq. (20) where $B_{SH}$ and $B_{SH}$ corresponds to Eqs. (18) and (19). As in Jara-Díaz et al. (2012), the problem cannot be solved analytically and has to be faced numerically.

The results of the comparisons are shown in Fig. 4. As we have four alternative lines structures, there are six comparisons by pairs and each one defines an indifference curve in the $(\alpha, \beta)$ space. These indifference curves are an instrument to identify the structure that dominates overall for each combination of total passengers’ volume $\beta \in \{100, 6000\}$ and the imbalance $\alpha \in (0, 1)$. The regions where each structure is the best are represented by the four colors in Fig. 4: green for direct, blue for exclusive, pink for feeder-trunk and yellow for shared.

### 4. Analysis of the base scenario

Fig. 4 shows neatly that – for the conditions considered including no transfer costs – the feeder-trunk structure is a good candidate as the best organization of the transit lines only for low values of $\alpha$. For the direct structure to dominate, $\alpha$ – the proportion of longer trips – has to increase with $\beta$. The exclusive lines dominate for larger passenger volumes and intermediate values of $\alpha$. Let us examine what lies behind these gross results.

Why does the feeder-trunk structure win for low values of $\alpha$ (and why does it lose for high values)? Let us look at operators’ costs first. When $\alpha$ is small the feeder-trunk structure is convenient for the operators as shown in Fig. 5. Behind this there are three factors that have to be analyzed: idle capacity, effect of boarding and alighting on cycle time (fleet size) and economies of density. As evident, the advantages of economies of density are captured only by the feeder-trunk system. Furthermore, neither the feeder-trunk nor the exclusive lines structure exhibit idle capacity (which exists in the cases of direct and shared lines). Finally, the only disadvantage of the feeder-trunk structure would arise from the transfers needed at C because it increases cycle times inducing larger fleet sizes and operators cost. However, as when $\alpha$ is small most of the users start at the central node, very little transfer is needed and the two former effects dominate, something that weakens as $\alpha$ increases because of more transfers (larger cycle times and fleet sizes) and because the imbalance diminishes reducing the relative advantage caused by idle capacity in other structures.

Regarding users’ costs, in general we have to consider waiting and in-vehicle time. First, the extra waiting time induced by transfers has relatively less importance when few passengers transfer, i.e. when $\alpha$ is small. Second, as most of the users
depart on the main avenue, what matters is the frequency they face to travel from C to D, which is the sum over all lines that
either stop or start at C in each line structure: from Fig. 6, the two direct lines together offer the smallest observed frequency,
followed by the (short) exclusive line and the trunk line. Finally, the three shared lines that serve those users starting at C
offer the largest observed frequency and yield the lowest waiting time for the majority of users. Note that this frequency
effect on waiting time diminishes its importance relative to operators’ costs as total patronage \( Y \) increases because frequen-
cies for all lines in all structures also increase, particularly so for the lines associated with the larger flows. Differences among
structures in users’ cost due to in-vehicle time are dominated by the differences in the other components.

Table 2
Parameters for numerical comparison across structures. Source: based on Jara-Díaz et al. (2012) for parameters \( c_0, c_1, t \) and \( P_v \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>2</td>
<td>–</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>0.5</td>
<td>–</td>
</tr>
<tr>
<td>( c_0 )</td>
<td>10.65</td>
<td>US$/h</td>
</tr>
<tr>
<td>( c_1 )</td>
<td>0.203</td>
<td>US$/h</td>
</tr>
<tr>
<td>( t )</td>
<td>2.5</td>
<td>s</td>
</tr>
<tr>
<td>( T_1 )</td>
<td>0.5</td>
<td>h</td>
</tr>
<tr>
<td>( P_v )</td>
<td>1.48</td>
<td>US$/h</td>
</tr>
<tr>
<td>( P_w )</td>
<td>4.44</td>
<td>US$/h</td>
</tr>
</tbody>
</table>

Fig. 4. Minimum cost structures and indifference curves for the base scenario.

Fig. 5. Operators’ costs (US$/h) for different values of \( \alpha \).
For synthesis, looking at operators costs the shared lines exhibit a slight disadvantage over the feeder-trunk structure as argued above. However, when waiting time is relatively important because overall frequencies are small due to low patronage, the advantage of shared lines over the trunk line for the majority of users starting at the avenue can counterbalance that effect and become the superior structure for some (low) ranges of both \(a\) and \(Y\). When patronage becomes larger and frequencies increase, the operators cost dominate and the true competitor of the feeder-trunk structure are the exclusive lines, i.e. the other structure that do not exhibit idle capacity. It is worth pointing out that the resulting bus sizes are within what is available in the market for all lines structures and demand levels. As an example, when \(Y\) reaches 6000 pass/h direct lines (who offer the smallest observed frequency) need buses with \(K = 100\) pass.

Why does the feeder-trunk structure lose when \(a\) is relatively large? The number of users that travel from A and B to D increases with \(a\), inducing a large amount of transfers at C for the feeder-trunk structure and increasing users’ cost through waiting time. As explained earlier in relation with Fig. 5, operator’s costs for the feeder-trunk structure becomes larger than for the others as \(a\) increases because of larger cycle times and fleet sizes. When \(a\) is very large the direct lines dominate for all levels of patronage. There are various reasons for this to happen. Note first (Fig. 5) that operators’ costs for direct lines – which were larger for small \(a\) – become comparable essentially because idle capacity diminishes as vehicle load becomes more homogeneous across links (imbalance diminishes). Now users’ costs become the main force behind the difference across structures. From Fig. 7, the frequency of the direct lines is always larger than any of the exclusive lines. As in both structures all passengers see only one frequency, waiting time is lower for direct lines. When compared against the feeder-trunk structure one has to recall that for large values of \(a\) nearly all trips originate at A or B (long distance); in the feeder-trunk case this majority has to wait twice. If both feeder and trunk lines exhibited twice the frequency of the direct lines, waiting time for most passengers would be the same. However, Fig. 7 shows that the trunk line has indeed about double the frequency of the direct lines but the feeder lines’ frequency is only some 60% larger, making waiting time larger for the majority of the feeder-trunk users.

Note that in Fig. 7 shared lines do not appear because for this value of \(a\) the shorter line disappears and the longer ones coincide with the direct lines (actually, this happens for all \(a > 0.68\)). In general, this occurs for all pairs \((a, Y)\) above the indifference curve between the shared and the direct lines structures in Fig. 4. This happens when the flow on the CD pair – which is always \((1 - \alpha)Y\) and is the only one that might use the short line – is below the one that is obtained along that indifference curve. To have an idea, this limiting flow increases from 70 to 500 to 1920 as \(Y\) grows from 100 to 1000 to 6000.

It is quite interesting to obtain as a result in Fig. 4 that the exclusive lines are the minimum total cost structure for intermediate values of \(a\) and relatively large values of \(Y\). In essence this happens because of two main effects in that region: lower
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Note that in Fig. 7 shared lines do not appear because for this value of \(a\) the shorter line disappears and the longer ones coincide with the direct lines (actually, this happens for all \(a > 0.68\)). In general, this occurs for all pairs \((a, Y)\) above the indifference curve between the shared and the direct lines structures in Fig. 4. This happens when the flow on the CD pair – which is always \((1 - \alpha)Y\) and is the only one that might use the short line – is below the one that is obtained along that indifference curve. To have an idea, this limiting flow increases from 70 to 500 to 1920 as \(Y\) grows from 100 to 1000 to 6000.

It is quite interesting to obtain as a result in Fig. 4 that the exclusive lines are the minimum total cost structure for intermediate values of \(a\) and relatively large values of \(Y\). In essence this happens because of two main effects in that region: lower
operators’ costs (as shown in Fig. 5) and lower in-vehicle time (as shown in Fig. 8). Regarding operators’ costs, exclusive lines do not exhibit idle capacity and the absence of transfers favors lower cycle times and lower fleets. This same last fact causes shorter in-vehicle time for the users. It can be verified that for large values of Y and intermediate values of α the differences in operators’ costs and in-vehicle times among structures dominate over the differences in waiting time; recall that for the exclusive lines structure waiting times on each OD pair depend only on the flow (that determines frequency) on that pair, served exclusively by one line, i.e. large values of patronage on each of the three OD pairs are needed.

Finally, Fig. 9 is quite helpful to highlight the large variation of waiting time as Y increases for all α values and all lines structures, falling from a range 9–12 min to around 2 min as Y increase from 100 to 1900.

This confirms what was mentioned earlier regarding the relevance of waiting time when total patronage is relatively low. The advantage of the direct lines structure is evident for the users and could be counterbalanced by the larger operators’ costs when α is small.

5. The impact of transfer penalties

The feeder-trunk structure is the only one that includes transfers. As in all passenger modes, moving from one vehicle to another induces three effects on users: additional waiting time, additional walking time and disruption of the trip, i.e. a breaking in the process. Only the first effect has been included in the analysis in the previous section, making this the most favorable case for the feeder-trunk structure. Now we want to study the impact of including the other two effects. It is important to stress the fact that neither operators’ cost nor frequency, waiting and in-vehicle times at the optimum are affected by the value of the transfer penalty; this makes their analysis in the base case also valid for the scenarios presented in this section. That this is indeed the case can be seen from Eq. (1), where the term $P_{tr}$ does not depend on frequency, the optimization variable, and, therefore it vanishes when obtaining the first order conditions. Thus, the walking and disruption components of the transfer cost appears only as an additive term in the total cost of the feeder-trunk structure, potentially affecting the optimal structures in the $(α, Y)$ space. Let us examine how relevant this could be, which requires inputting values for the so far omitted components.

There is no agreement on how important the disruption for a user is, i.e. the interruption of the trip by itself irrespective of the conditions (distance, slope, facilities) of the space between the alighting and boarding points (see Raveau et al., 2014) and of the additional waiting time. Although this is a research topic on its own, from the synthesis offered by Currie (2005) analyzing various cases (cities, trip purpose) and modes, disruption has been valued from 2 to 50 equivalent in-vehicle minutes (EIVM), a wide range indeed (5 to 50 if only bus trips are considered). Walking time induced by a transfer depends on the physical arrangement of facilities, starting from zero. To include these two dimensions in our analysis we will consider two additional arbitrary scenarios: one with 12 EIVM of disruption only, a small amount, and another with 22 EIVM (the average of Currie’s for bus) plus 4.5 walking minutes – a rather large transfer walk, equivalent to 13.5 EIVM – for a total of 35.5 EIVM, a moderate-high value. Note that this makes $P_t$ in problem (1) equal to the number of EIVM times $P_r$.

In Fig. 10 we show the optimal lines structure in the $(α, Y)$ space for the base case and the two scenarios just described. The impact on the region where the feeder-trunk structure wins is apparent: the size of this region reduces dramatically in favor of the two immediate alternatives, i.e. the shared lines for low values of Y and the exclusive structure for large patronage. Note that the value of α below which the feeder-trunk structure becomes interesting drops from 0.55 to 0.11 to 0.02 when moving from the base case to scenarios 1 (low value for disruption) and 2 (mid value for disruption plus heavy walking) respectively. As a conclusion, when transfer costs are incorporated the feeder-trunk structure seems advantageous only for very low values of α.

![Fig. 8](image-url)  Fig. 8. In-vehicle time (min) for intermediate values of α.
There are planning and design implications of these results that are quite relevant. First, walking time at a transfer point is indeed important and makes the physical arrangement of facilities a key design element, as the need to change level and the availability of escalators or elevators (Raveau et al., 2014), and the configuration and capacity of the interchange. Second, even if walking time were nil (e.g. alighting and boarding at the same bus stop or platform) disruption would still be present and assigning a value becomes an issue. Therefore, the study of the conditions behind the large dispersion of values is a relevant research task.

6. Sensitivity analysis of spatial parameters

6.1. Length of the avenue

So far we have considered that the distance between the collecting point C and the destination D – the avenue – is twice the length of the local streets, i.e. \( n = 2 \). The analytical results in Section 3, however, were obtained as a function of \( n \). To visualize the effect of \( n \) we represent in Fig. 11 a case in which the length of the avenue is five times the length of the local streets.

The figure clearly shows that increasing the length of the avenue diminishes the region where the exclusive lines dominate. The FT system wins space for medium low values of \( a \) while the direct lines win for medium high values. Each of these cases can be intuitively explained with the help of Table 1, where one can see that the advantage of the FT system is represented by the presence of economies of density along the avenue that now is much longer, while the disadvantage is the presence of transfers; however, the effect of transfers on waiting, cycle and in-vehicle times does not depend on \( n \) while cycle and in-vehicle time do increase with \( n \). The disadvantage, therefore, becomes less important. Regarding the direct lines, their only disadvantage against the exclusive lines is the existence of idle capacity in the local streets, which looses importance as \( n \) grows. Note that the region where the shared lines dominate practically disappears; the direct lines structure is superior (see purple lines in Fig. 11).
As $n$ increases the options tends to reduce to a choice between the direct and feeder-trunk structures. The former dominates for large values of $x$ while the latter dominates for low values, i.e. when the proportion of long distance users is small. The frontier between the regions where these two structures dominate, represented by the blue line in Fig. 11, does not change much with $n$.

### 6.2. Dispersion of the population using feeder lines

Behind the distribution of total flow as represented in Fig. 1b there is an implicit representation of demand along local streets AC and BC. What if demand was sparser? Demand dispersion is linked with the number of origins associated with local flows, and can be thought of as flows converging to different points along the avenue or as flows converging at C from many different directions. In our model this could be represented as in Fig. 12, where the same local flows, and can be thought of as flows converging to different points along the avenue, condensed at C such that $m = 2$ represents the case analyzed in the previous sections. This could create a case more favorable to the feeder-trunk scheme because – recalling Fig. 2 – it is the structure that seems to adapt better to a situation where the long trips are originated at many origins similar to A or B. The results obtained in Section 3 could be generalized in a straightforward manner, with $m$ local streets and the corresponding $m$ origins similar to A or B. The results obtained in Section 3 could be generalized to get the VRC for each case with analytical solution. These are shown in Eqs. (21), (22) and (23) for the closed solutions. Note that for $m = 2$ Eqs. (11), (14) and (17) are recovered for DIR, FT and EXC respectively.

\[
\begin{align*}
VRC_{\text{DIR}} &= 2tYc_0 + \sqrt{2(1 + n)T_1Yc_0(4c_1tY + 2(1 + \alpha m - \alpha)xP_w + P_xtY(1 - 2x^2 + 2x))} \\
&\quad + T_1\left(c_1(n + 1) + \frac{P_x}{2}(n + \alpha)\right) \\
VRC_{\text{FT}} &= 2tYc_0(1 + \alpha) + \sqrt{2YT_1x_0(4xc_1tY + 4\alpha mP_w + P_xtY)} + \sqrt{2nT_1Yc_0(4c_1tY + 2xP_w + P_xtY)} + T_1Y(n + \alpha)\left(c_1 + \frac{P_x}{2}\right) \\
VRC_{\text{EXC}} &= 2tYc_0 + \sqrt{2c_0(1 + n)T_1Y(4xc_1tY + 2mP_w + xP_xtY)} \\
&\quad + \sqrt{2c_0(1 - \alpha)nT_1Y(4(1 - \alpha)c_1tY + 2xP_w + (1 - \alpha)P_xtY)} + T_1Y(\alpha + n)\left(c_1 + \frac{P_x}{2}\right)
\end{align*}
\]

Fig. 13 shows the regions in the $(x, Y)$ space where each structure is the best, for $m = 1, 2$ and 3. We do not use larger values of $m$, because in those cases there may be other lines structures that could be more adequate to serve the sparse demand (e.g. one or more circular feeder routes). It can be seen from Fig. 13 that, as expected, the region where the feeder-trunk structure is the best grows with $m$. The region where the direct lines structure is the best also grows with $m$, whereas the opposite occurs with the exclusive and shared lines.
7. Conclusions

We analyze the best way, considering both users’ and operators’ costs, to serve a public transport network where several flows converge into a main avenue. We find the best structure among four alternatives: feeder-trunk, direct, shared and exclusive lines, including the optimal frequencies and bus sizes.

Although the feeder-trunk structure never presents idle capacity (as direct and shared lines do), we have found that it dominates only for low proportions of long trips, because of three conditions that prevail under these circumstances:

- the feeder fleet can be better adjusted to the low demand in the periphery (smaller vehicles) reducing waiting times there (contrary to the exclusive lines structure which shows very large waiting times in the periphery);
- the advantages of economies of density in the avenue become relevant; and
- the proportion of passengers that need to transfer is low.

However, the proportion of long trips below which the feeder-trunk structure dominates strongly diminishes when transfer disruption and additional walking time at transfer points are considered.

Therefore, in most cases some form of direct lines dominates: shared, pure direct or exclusive. For every value of the total demand there is a proportion of long trips beyond which the optimal frequency of the short line in the shared lines structure drops to zero and this structure collapses into the direct lines; when this short line exists, the shared lines structure is better than the direct lines structure. For high proportions of long trips the direct/shared lines structure family dominates because
of the combination of three factors: idle capacity is small, transfers are not needed (advantage over the feeder-trunk structure) and presents the lowest waiting times (advantage over the exclusive lines).

For intermediate proportions of long trips and large total volumes of demand the exclusive lines are the best, because of two main factors: they present the lowest operators’ cost and the lowest in-vehicle times. Operators’ costs are the smallest because there is no idle capacity (advantage over the direct/shared family) and because total time at bus stops due to boarding and alighting is minimal (advantage over feeder-trunk). The minimal passengers’ in-vehicle time represents another advantage over the direct/shared lines structure, as there are no additional passengers boarding an already occupied vehicle. In spite of having the largest waiting times of all structures, waiting time cost is less relevant for sufficiently high volumes of demand on each OD pair.

Two characteristics of the network have an influence on the optimal lines structure: the length of the avenue and the number of local streets. When the avenue is much longer than the local streets the exclusive lines are dominated by either the direct lines or the feeder-trunk system, depending on the importance of long distance flows. When the number of origins at the periphery increases (sparser demand) a similar effect takes place, as both the feeder-trunk structure and the direct lines become more attractive, at the expense of the exclusive and shared lines. However, alternative feeder structures (e.g. circular) could become a better option than the ones represented here.

Finally, the valuation of disruption costs is critical for determining the best structure and arises as a key element for further research. A feeder-trunk system with a trunk service with better service level (higher commercial speed for example) is another relevant line of research for the future, noting that this is the only structure that can take advantage of a different technology in the main avenue. Meaningful extensions to our stylized representation of the network and the demand structure could contribute to understand analytically and to represent graphically the basic elements behind the transit routes design problem; examples of these are the shape of the services in the local streets, the creation of many convergence points or the consideration of more than one final destination.
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Appendix A. Glossary of variables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>proportion of long trips</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>ratio between waiting time and average headway</td>
</tr>
<tr>
<td>$\eta$</td>
<td>proportion of users that have to transfer</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>maximum passenger flow of line $i$ [pass/h]</td>
</tr>
<tr>
<td>$B_i$</td>
<td>fleet size (number of vehicles) of line $i$ [veh]</td>
</tr>
<tr>
<td>$c_0$</td>
<td>part of the operators cost that does not depend on vehicle size, incurred to run a bus during one hour [US$/veh-h]</td>
</tr>
<tr>
<td>$c_1$</td>
<td>part of the operators cost that depends on vehicle size, incurred to run a bus during one hour [US$/veh-h]</td>
</tr>
<tr>
<td>$f_i$</td>
<td>frequency of line $i$ [veh/h]</td>
</tr>
<tr>
<td>$k_i$</td>
<td>maximum vehicle load of line $i$ [pass/veh]</td>
</tr>
<tr>
<td>$K_i$</td>
<td>vehicle size of line $i$ [pass/veh]</td>
</tr>
<tr>
<td>$L$</td>
<td>number of lines in a structure</td>
</tr>
<tr>
<td>$m$</td>
<td>number of origins</td>
</tr>
<tr>
<td>$n$</td>
<td>ratio between the length of the avenue and the length of a local street</td>
</tr>
<tr>
<td>$P_t$</td>
<td>value of transfer penalty [US$/h]</td>
</tr>
<tr>
<td>$P_v$</td>
<td>value of in-vehicle travel time [US$/h]</td>
</tr>
<tr>
<td>$P_w$</td>
<td>value of waiting time [US$/h]</td>
</tr>
<tr>
<td>$t$</td>
<td>average time a vehicle has to stop to let one passenger board or alight [h]</td>
</tr>
<tr>
<td>$T_1$</td>
<td>time needed for a bus to travel a cycle over a local street (i.e. two times its length) [h]</td>
</tr>
<tr>
<td>$T_C$</td>
<td>cycle time of one vehicle [h]</td>
</tr>
<tr>
<td>$t_v$</td>
<td>in-vehicle travel time [h]</td>
</tr>
<tr>
<td>$t_w$</td>
<td>waiting time [h]</td>
</tr>
<tr>
<td>$VRC$</td>
<td>value of the resources consumed [US$/h]</td>
</tr>
<tr>
<td>$VRC_{op}$</td>
<td>value of the resources consumed by the operators [US$/h]</td>
</tr>
<tr>
<td>$VRC_{us}$</td>
<td>value of the resources consumed by the users [US$/h]</td>
</tr>
<tr>
<td>$Y$</td>
<td>total amount of passengers that enter the system [pass/h]</td>
</tr>
</tbody>
</table>
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