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Abstract
The motion of spinning massless particles in gravitationally curved backgrounds is revisited by considering new types of constraints. Those constraints guarantee zero mass \( m = 0 \) and they allow for the possibility of trajectories which are not simply null geodesics. To exemplify this previously unknown possibility, the equations of motion are solved for radial motion in Schwarzschild background. It is found that the particle experiences a spin-induced energy shift, which is proportional to the Hawking temperature of the black hole background.
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1. Introduction

It is known that particles without internal structure travel on geodesics in curved spacetime [1]. It is further known that particles with internal rotational degrees of freedom, called spinning tops (STOPs), can travel on modified (non-geodesic) trajectories in curved backgrounds. This fact has been continuously investigated throughout almost a century [2–36].

The degrees of freedom of the corresponding equations of motion have to be complemented by additional conditions which involve the spin tensor \( S^{\mu\nu} \) and either the momentum \( P_\mu \) or the velocity \( U_\mu \). This has been well studied for massive STOPs, where either the Frenkel–Mathisson–Pirani [2, 3, 7] conditions,

\[
S^{\mu\nu} U_\nu = 0,
\]

or
or the Tulczyjew–Dixon [8, 10] conditions,

\[ S^\mu \, P_\mu = 0, \tag{2} \]

are known. The latter are particularly attractive, since they imply the conservation of the invariant momentum squared, which is associated with mass. Interestingly, it is found that the deviations from usual geodesics increase with decreasing mass [30, 36]. However, the transition to zero mass is not continuous. For the description of massless STOPs, both types of constraints (1) and (2) have been considered in a modified form.

In [37], the Frenkel–Mathisson–Pirani type of constraint (1) has been considered for massless particles by imposing

\[ S^\mu U_\mu = aU^\mu, \quad P^\mu U_\mu = \frac{da}{d\tau}. \tag{3} \]

It was shown that the scalar \( a \) is necessarily a constant. It was further shown that if \( U^\mu U_\mu = 0 \) then necessarily \( a = 0 \). Moreover, if \( U^\mu U_\mu = 0 \), then \( a \) was chosen to be zero by ‘initial condition’. In [38], the authors extended their discussion to the case \( a \neq 0 \). It has been shown that in this case, null geodesics ensue without any further assumptions. The case \( a = 0 \) allows in principle for trajectories which are not null geodesics. This possibility of solutions which are no null geodesics has been considered in [10, 28, 38].

A Tulczyjew–Dixon type of constraint (involving momenta \( P^\mu \) instead of velocities \( U^\mu \)) for massless particles has been investigated in [39]. By imposing

\[ S^\mu P_\mu = 0, \quad P^\mu P_\mu = \frac{da}{d\tau}, \tag{4} \]

the authors showed that a massless STOP necessarily follows null geodesics and that the spin is either parallel or antiparallel to the direction of motion. This result has led to the common belief that a zero mass \((P^\mu P_\mu = 0)\) necessarily implies motion on null geodesics, independently of spinning degrees of freedom. To the authors’ knowledge, no relaxed version of the constraint (4), for instance

\[ S^\mu P_\mu = \alpha P^\mu, \tag{5} \]

has been studied in the literature for massless STOPs. This is surprising since it is actually the constraints of this type that give a proper notion of conserved mass \( P_\mu P^\mu = \text{const} \).

The aim of this paper is to revisit the scenario of describing massless STOPs by considering constraints of the modified Tulczyjew–Dixon type (those involving momenta). The paper is organized as follows. In section 2 the physical quantities used to describe the motion of the STOP are introduced and the corresponding equations of motion and the conserved quantities of the theory are presented. Section 3 presents a set of possible constraints describing a massless STOP. In section 4, a particular solution of the equations of motion for a massless STOP subject to the new constraints is derived. This solution is briefly discussed and surprising features are mentioned. Conclusions are drawn in section 5.

2. Description of the STOP

2.1. Dynamic variables

The description of the STOP will follow the definitions and notations given in [14, 18]. The position of a relativistic top is denoted by a set of four coordinates \( x^\mu \), while its orientation is defined by an orthonormal tetrad \( e_\mu^a(\tau) \) dependent on the particle’s worldline. A gravitational field is described in terms of the metric field \( g_{\mu\nu} \). The tetrad vectors satisfy \( g_{\mu\nu} \, e^{\mu}_a \, e^{\nu}_b \equiv \eta_{ab} \).
with $\eta_{ab} \equiv \text{diag} (+1, -1, -1, -1) = \eta^{ab}$, they have therefore six components which are independent of the metric. The velocity vector $U^\mu$ is defined in terms of an arbitrary parameter $\tau$ by

$$U^\mu \equiv \frac{d\gamma^\mu}{d\tau}. \quad (6)$$

The antisymmetric angular velocity tensor $\sigma^{\mu\nu}$ is

$$\sigma^{\mu\nu} \equiv \eta^{ab} e_a^\nu \frac{De_b^\mu}{d\tau} = -\sigma^{\nu\mu}, \quad (7)$$

where the covariant derivative $De_b^\mu/d\tau$ is defined in terms of the Christoffel symbols $\Gamma^\nu_{\rho\alpha}$, as usual, by

$$\frac{De_b^\mu}{d\tau} \equiv \frac{d\gamma^\mu}{d\tau} + \Gamma^\nu_{\rho\alpha} e_b^\rho U^\alpha. \quad (8)$$

General covariance is achieved most elegantly and unambiguously at the level of a Lagrangian formulation [14] due to the fact that only first derivatives of the dynamical variables are used in its construction. A possible Lagrangian is constructed as an arbitrary function of four invariants $a_1 \equiv U^a U_a$, $a_2 \equiv \sigma^{ab} \sigma_{ab}$, $a_3 \equiv U^a \sigma^{ab} \sigma_{ab}$, $a_4 \equiv \sigma^{ab} \sigma^{cd} \sigma_{bc} \sigma_{da}$. Let $L(a_1, a_2, a_3, a_4)$ represent a generic Lagrangian in terms of these scalars. The conjugated momentum vector $P_\mu$ and antisymmetric spin tensor $S_{\mu\nu}$ are defined by

$$P_\mu \equiv -\frac{\partial L}{\partial U^\mu}, \quad S_{\mu\nu} \equiv -\frac{\partial L}{\partial \sigma^{\mu\nu}} = -S_{\nu\mu}. \quad (9)$$

These conjugated momenta are

$$P^\mu \equiv -2U^\mu L_1 - 2\sigma^{ab} \sigma_{ab} U^3 L_3, \quad (10)$$

$$S^{\mu\nu} \equiv -4\sigma^{\mu\nu} L_2 - 2(U^\nu \sigma^{\nu\lambda} U_\lambda - U^\nu \sigma^{\nu\lambda} U_\lambda) L_3 - 8\sigma^{\nu\lambda} \sigma_{\mu\nu} \sigma^{\rho\mu} L_4, \quad (11)$$

where $L_j \equiv \frac{\partial L}{\partial \sigma_{ab}^j}$. In order to shorten the notation of the following discussions we define the auxiliary vector

$$V^\mu \equiv S^{\mu\nu} P_\nu. \quad (12)$$

Another important element of the following discussions is the Pauli–Lubanski pseudovector, which is defined by

$$W^\mu \equiv S^{\nu\mu} P_\nu = \frac{1}{2} \epsilon^{\mu\nu\rho\lambda} S_{\nu\rho} P_\lambda, \quad (13)$$

where $\epsilon^{0123} = -(\det(g_{ab}))^{-1/2}$. A contraction of this vector with itself gives the second Casimir invariant of the group (along with $P^\mu P_\mu$),

$$W^\mu W_\mu = V_\mu V^\mu - \frac{1}{2} P^\mu P_\mu S^{\nu\rho} S_{\nu\rho}. \quad (14)$$

2.2. Equations and constants of motion

A large part of the structure of the equations of motion for a STOP can be obtained independently of the choice of particular constraints. Those equations are, however, not sufficient to determine the solution of the system. Therefore, in some cases, constraints are used from the start, either by imposing the constraints or by choosing a Lagrangian which implies the
constraints. The subtlety of defining a massless STOP is due to the different possibilities of choosing the constraints, whereas the equations of motion are the same, independent of those subtleties. Those equation are well known in the literature, namely

\[ \frac{DP^\mu}{D\tau} = -\frac{1}{2} R^\mu_{\nu_1\nu_2} U^\nu U^{\nu_1} \]

and

\[ \frac{DS^{\mu\nu}}{D\tau} = S^{\nu_1\lambda} \sigma^\lambda_{\nu_1} - \sigma^{\nu_1\lambda} S_{\nu_1}^\nu = P^\mu U^\nu - U^\mu P^\nu. \]

In appendix A, it is shown in more detail how those equations arise from a Lagrangian formulation \([14, 18]\). Regardless of the form of the Lagrangian, the following quantities are constant of motion for any given metric:

\[ J^2 \equiv \frac{1}{2} S^\mu S_{\mu\nu} \]

and

\[ S^4 \equiv S^{\mu\nu} S_{\nu\rho} S^{\rho\gamma} S_{\gamma\mu}. \]

The fact that \( J^2 \) is constant can be checked by taking the time derivative and replacing the equation of motion for \( S_{\nu\mu} \), giving

\[ \dot{J}^2 = 2S^{\mu\nu} S_{\mu\nu} = 2(S^{\nu_1\lambda} \sigma^\lambda_{\nu_1} - \sigma^{\nu_1\lambda} S_{\nu_1}^\nu) S_{\mu\nu} = -4S^{\mu\nu} \sigma^{\nu_1\lambda} S_{\nu_1}^\nu = 0. \]

The last step is due to the fact that, upon using the antisymmetry of \( S^{\mu\nu} \) and \( \sigma^{\mu\nu} \), we get \( S^{\nu_1\lambda} \sigma^\lambda_{\nu_1} S_{\mu\nu} = -S^{\nu_1\lambda} \sigma^\lambda_{\nu_1} S_{\mu\nu} \). The same argument applies to \( S^4 \). In the massive case, it was shown in \([31]\) that

\[ m^2 \equiv P^\mu P_\mu \]

is also a constant of motion if one uses a Tulczyjew–Dixon type of constraint \((2)\). In the massless case this demonstration will have to wait until the constraints are presented. Finally, a conserved quantity

\[ C_\xi \equiv P^\mu \xi_\mu - \frac{1}{2} S^{\mu\nu} \xi_{\mu\nu} \]

can be associated to any Killing vector \( \xi_\mu \) of the metric,

\[ \xi_{\mu\nu} + \xi_{\nu\mu} = 0. \]

This can be shown straightforwardly by differentiating the conserved quantity and using the equations of motion as well as identities of the Riemann tensor \([14]\). It can also be shown by using the Noether theorem, which is presented in appendix B.

3. Possible constraints for massless particles

As the momenta \( P^\mu \) along with the spin tensor \( S^{\mu\nu} \) add up to 10 degrees of freedom, one needs to implement conditions in order to reduce the degrees to those that correspond to a moving rotating particle. For a massive particle one would like to have three rotational degrees of freedom and four degrees of freedom associated to displacements in spacetime. Thus, a proper constraint for massive particles should reduce \( 10 - 7 = 3 \) degrees of freedom. However, for massless particles there is no rest frame associated with the motion of the particle, which means that one would like to have only three degrees of freedom associated
with displacements and three rotational degrees of freedom. Thus, in a superficial counting, a proper constraint for massless particles would have to reduce $10 - 6 = 4$ degrees of freedom. The aim in this section is to find constraints that are consistent with the description of massless STOPs satisfying $p_{\mu}p^{\mu} = 0$.

3.1. Example: ‘Pauli–Lubański’ constraint

The Pauli–Lubański pseudovector (13) is usually identified with the helicity, therefore it is natural to consider the constraint

$$W^\mu = \lambda p_\mu |_{\lambda = 0},$$

(23)

where ‘$\approx$’ symbolizes finite and non-zero. Let us analyze the implications of this constraint before considering other possibilities. From the antisymmetry of $S_{\mu\nu}$ one sees that the constraint (23) implies $P^2 = 0 = W^2$. Inserting this in equation (14) gives $V^2 = 0$. Since $V^2 = P^2 = 0$ and since further $V_\mu p^\mu = 0$, it follows that $V^\mu = \alpha p^\mu$ (see appendix C.1). The scalar $\alpha$ can either be zero or non-zero. Those two scenarios have to be discussed separately.

- If $\alpha = 0$: $V^\mu = 0$, which implies due to the spin-relations given in appendix C.2 that $S^* S = 0$ and $J^2 = \lambda^2$. This completes scenario $A$, which can be summarized by the relations

$$A: \{ P^2 = 0, \ W^2 = 0, \ V^2 = 0, \ W^\mu = \lambda p^\mu, \ V^\mu = 0, \ S^* S = 0, \ J^2 = \lambda^2 \}. \quad (24)$$

- If $\alpha \neq 0$: From $W^2 = 0$, $V^2 = 0$, and $W_\mu V^\mu = p^\nu S_{\mu\nu}$, $V^\mu = \alpha p^\mu S^*_{\mu\nu}$. $P^\mu = 0$ follows that $W^\mu = \gamma V^\mu$ (see appendix C.1). With the spin-relations given in appendix C.2, this implies $S^* S \propto \alpha \lambda$ and $J^2 = \lambda^2 - \alpha^2$. This completes scenario $B$ which can be summarized by the relations

$$B: \{ P^2 = 0, \ W^2 = 0, \ V^2 = 0, \ W^\mu = \lambda p^\mu, \ V^\mu = \alpha p^\mu, \ W^\mu = \gamma V^\mu, \ S^* S \propto \alpha \lambda, \ J^2 = \lambda^2 - \alpha^2 \}. \quad (25)$$

Thus, the constraint (23) is consistent with $P^2 = 0$ and it allows for the scenarios $A$ and $B$. Clearly $A$ looks similar to $B$ for $\alpha = 0$, however, the two cases have to be treated separately, since the proof of $B$ relies on $\alpha \neq 0$.

3.2. Other constraints

Equation (23) is not the only constraint that could be consistent with $p_{\mu}p^{\mu} = 0$. For example, one can consider other constraints involving $W^\mu$, $V^\mu$, or $P^\mu$. The simplest candidates for this are either of the squared type $A_{\mu}A^{\mu} = 0$ or of the parallel type $A^\mu = \alpha B^{\mu}$. There are in total six constraints of those types involving $W^\mu$, $V^\mu$, or $P^\mu$, namely

$$W^\mu = \lambda p^\mu |_{\lambda = 0}, \quad \text{or} \quad V^\mu = \alpha p^\mu |_{\alpha = 0}, \quad \text{or} \quad W^\mu = \gamma V^\mu |_{\gamma = 0}, \quad \text{or} \quad P_{\mu}p^{\mu} = 0, \quad \text{or} \quad W_\mu W^\mu = 0, \quad \text{or} \quad V_\mu V^\mu = 0,$$

(26)

where the first possibility in this list has been studied in the previous subsection. Since the squared type constraints give just one single algebraic relation, they are not sufficient to consistently reduce the degrees of freedom and to simultaneously imply $P^2 = 0$. Therefore, one also has to consider combinations of (26) involving two constraints. The constraints (26) are covered by discussing six cases and the possible combinations of (26) are covered by
discussing fifteen cases, which sums up to the discussion of twenty-one cases. Surprisingly, the outcome of those twenty-one cases is described by the scenarios $\mathcal{A}$ and $\mathcal{B}$ given in (24) and (25). In table 1, it is shown which conditions imply scenario (24) or (25). Further cases for which the initial constraints are insufficient to reduce the degrees of freedom are labeled by ‘0’. The cases where a combination of initial constraints is redundant since already one of the constraints is sufficient to obtain $\mathcal{A}$ or $\mathcal{B}$ are labeled by ‘R’ (redundant). Since this table of combinations of initial constraints is obviously symmetric, only the upper half of the entries is shown. Please note that assuming $\alpha = 0$ corresponds to the Tulczyjew constraint, for which it is known that the limit $m \to 0$ is ill-defined. Note further that the tensor $C^\mu_\nu = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} S_{\sigma\rho}(S^{-1})_{\nu\mu}$, appearing for the constraint $W^\mu = \gamma V^\mu$ seems not to be necessarily antisymmetric. However, due to the lack of a proof, we left the corresponding entry in the table with question marks. Apart from the systematic study of possible constraints, one can find physical arguments for certain initial constraints. For example, a condition on the Casimir invariant $W_\mu W^\mu$ for the massless case can be obtained from demanding the existence of finite dimensional representations of the Poincaré group: the little group of symmetries representing the rotations of a massless particle in flat spacetime represent rotations and translations in 2D. This group is non-compact. If we demand the group to be compact (in order to allow for a viable connection to a quantum theory that has finite dimensional representations) we have to accept that the translation operators of this little group are null. This would be an argument to use $W_\mu W^\mu = 0$ as initial constraint, however, if this relation turns out to be a result of a different constraint, or combination of constraints, those are equally valid.

Table 1. Possible outcomes when using two initial constraints. Entries with ‘R’ mean that imposing both constraints is redundant, since already one of the constraints would allow one to obtain $\mathcal{A}$ or $\mathcal{B}$. Entries with ‘—’ indicate that the constraint is not sufficient to reduce the degrees of freedom and derive $\mathcal{A}$ or $\mathcal{B}$. When a constant $(\alpha, \lambda, \gamma)$ is explicit in a constraint it is assumed that it is finite. Note that the diagonal entries of the table are actually just one single constraint.

<table>
<thead>
<tr>
<th>$W^\mu = \lambda P^\nu$</th>
<th>$V^\nu = \alpha P^\mu$</th>
<th>$W^\mu = \gamma V^\mu$</th>
<th>$P_\mu P^\mu = 0$</th>
<th>$W_\mu W^\mu = 0$</th>
<th>$V_\mu V^\mu = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A &amp; B$</td>
<td>$B_R$</td>
<td>$B_R$</td>
<td>$A_R &amp; B_R$</td>
<td>$A_R &amp; B_R$</td>
<td>$A_R &amp; B_R$</td>
</tr>
<tr>
<td>$V^\mu = \alpha P^\mu$</td>
<td>$B$</td>
<td>$B_R$</td>
<td>$B_R$</td>
<td>$B_R$</td>
<td>$B_R$</td>
</tr>
<tr>
<td>$W^\mu = \gamma V^\mu$</td>
<td>$??$</td>
<td>$B_R$</td>
<td>$B_R$</td>
<td>$B_R$</td>
<td>$B_R$</td>
</tr>
<tr>
<td>$P_\mu P^\mu = 0$</td>
<td></td>
<td>$A &amp; B$</td>
<td>$A &amp; B$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W_\mu W^\mu = 0$</td>
<td></td>
<td></td>
<td>$A &amp; B$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_\mu V^\mu = 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$A &amp; B$</td>
</tr>
</tbody>
</table>
The final result of the analysis given in this subsection can be summarized as follows. Apart from the constraint (23), one can construct at least three other constraints which give exactly the same result (without redundancy). Those other constraints are: \( P^2 = 0 \) with \( W^2 = 0 \), \( P^2 = 0 \) with \( V^2 = 0 \), and \( V^2 = 0 \) with \( W^2 = 0 \). In addition to those three cases, there is the case \( V^\mu = \alpha P^\mu \), which also agrees with (23) in scenario B.

### 3.3. Constancy of constraints and of \( P^2 \)

We now turn to the issue of proving the constancy of \( P^2 \) along the trajectory. The main difference of the constraints presented can be attributed to the use of \( \alpha \neq 0 \) and/or \( \lambda \neq 0 \). Let us consider the following generic constraint

\[
M^{\mu\nu} P_\nu = \epsilon P^\mu, \tag{27}
\]

where \( M^{\mu\nu} \) is an antisymmetric tensor. Covariant differentiation of the constraint along the line gives

\[
\dot{M}^{\mu\nu} P_\nu + M^{\mu\nu} \dot{P}_\nu = \dot{\epsilon} P^\mu + \dot{\epsilon} \dot{P}^\mu. \tag{28}
\]

Contracting (28) with \( P_\mu \) gives

\[
P_\mu \dot{M}^{\mu\nu} P_\nu = \dot{\epsilon} P^\mu P_\mu + \dot{\epsilon} \dot{P}^\mu P_\mu, \tag{29}
\]

and contracting (27) with \( \dot{P}_\mu \) gives

\[
\dot{P}_\mu \dot{M}^{\mu\nu} P_\nu = \epsilon \dot{P}^\mu \dot{P}_\mu. \tag{30}
\]

Then adding (29) and (30) and considering the antisymmetry of \( M^{\mu\nu} \) gives

\[
\frac{d}{d\tau} (P^\mu P_\mu) = -\epsilon P^\mu P_\mu. \tag{31}
\]

This implies that if \( P^\mu P_\mu = 0 \) at some instant \( \tau = \tau_0 \), then \( P^\mu P_\mu = 0 \) along the whole trajectory, provided that \( \epsilon \neq 0 \). Further in the case of \( \alpha = 0 \) and \( \lambda = 0 \), one can see from (C12) that \( S^{\alpha\beta\beta} S_{\alpha\beta} = 0 \). Covariant derivation of this scalar gives

\[
\epsilon^{\mu\nu\alpha\beta} S^\mu_{\nu\alpha\beta} = 2 S^{\mu\nu} (P^\mu U_\nu - P^\nu U_\mu) = -4 \lambda P^\mu U_\mu = 0. \tag{32}
\]

Since \( \lambda \neq 0 \) one gets

\[
P^\mu U_\mu = 0. \tag{33}
\]

This same result can easily be obtained considering \( \alpha \neq 0 \) and differentiating \( J^2 = \frac{1}{2} S^{\mu\nu} S_{\mu\nu} \) as this is a constant of motion. This means that equation (33) holds for any of the presented constraints. One is tempted to say that \( P^\mu \propto u^\mu \) but one does not really know whether \( u^\mu \) can be spacelike in some situations. Now, considering that \( S^{\alpha\beta\beta} S_{\alpha\beta} = 1 \), one can see that when \( M^{\mu\nu} = S^{\mu\nu} \) or \( M^{\mu\nu} = S^{\mu\nu} \), and using equations (16) and (33),

\[
\dot{M}^{\mu\nu} P_\nu = 0. \tag{34}
\]

Using this and contracting (28) with \( \dot{P}_\mu \) gives

\[
\epsilon \dot{P}^\mu = 0, \tag{35}
\]

where in each case there is one \( \epsilon \neq 0 \) (either \( \alpha = \epsilon = \lambda \)). So, using the result of appendix C.1 for \( \dot{P}_\mu P^\mu = 0 \), \( P_\mu P^\mu = 0 \) and \( \dot{P}_\mu P^\mu = 0 \) one concludes that

\[
\dot{P}^\mu = \kappa P^\mu, \tag{36}
\]

where \( \kappa \) is a scalar. Replacing (36) in (28) gives \( \dot{\epsilon} = 0 \) turning \( \epsilon \) in a new constant of motion.
4. A first solution for schwarzschild-RN-(A)DS background

4.1. Setting the stage

In order to exemplify the findings made in section 3, the equations for a massless spinning top will be solved for the case of a special trajectory on a generic static spherically symmetric gravitational background. This solution will be possible for both scenarios (24 and 25). The background metric for this scenario is

\[ ds^2 = g(r)dr^2 - \frac{c^2}{g(r)}d\tau^2 - r^2d\theta^2 - r^2\sin(\theta)d\phi^2. \] (37)

In order to see whether a radial solution exists (which is not guaranteed when spin comes into play), one can consider the following initial conditions for a trajectory: \( \dot{\theta} = 0, \dot{\phi} = 0, \dot{P}^\theta = 0 \) and \( \dot{P}^\phi = 0 \). The equations should then give rise to \( \dot{\theta} = 0, \dot{P}^\theta = 0, \dot{\phi} = 0 \) and \( \dot{P}^\phi = 0 \). The Killing vectors associated with the metric (37) allow one to write the following constants of motion:

\[ E = gP^\tau - \frac{1}{2}g^\tau\nu S_{\nu}^\tau, \] (38)

\[ j = -rS^{\tau\phi}, \] (39)

\[ C_3 = -r^2S^{\phi\phi}, \] (40)

\[ C_4 = -rS^{\phi\phi}. \] (41)

The metric-blind constants are

\[ P^\mu P_\mu = -\frac{c^2(P^\tau)^2}{g} + g(P^\tau)^2 \] (42)

and

\[ \frac{1}{2}S_{\mu\nu}S_{\mu\nu} = g(r^4(S^{\phi\phi})^2 - c^2(S^{\tau\tau})^2 + c^2r^2((S^{\phi\phi})^2 + (S^{\tau\tau})^2) - g^2r^2((S^{\phi\phi})^2 + (S^{\tau\tau})^2). \] (43)

The equations of motion for \( P^\mu \) are

\[ 0 = \ddot{P}^\tau + \frac{\dot{P}^\tau g'}{2g} + \frac{\dot{P}^\tau g'}{2g} - \frac{\dot{\phi}S^{\phi\phi}g'}{2c^2} - \frac{\dot{\phi}S^{\phi\phi}g'}{2c^2} - \frac{\dot{\phi}S^{\phi\phi}g'}{2c^2}, \] (44)

\[ 0 = \ddot{P}^\tau + \frac{\dot{P}^\tau}{2c^2} - \frac{\dot{\phi}S^{\phi\phi}g'}{2c^2} - \frac{\dot{\phi}S^{\phi\phi}g'}{2c^2} - \frac{\dot{\phi}S^{\phi\phi}g'}{2c^2} - \frac{\dot{\phi}S^{\phi\phi}g'}{2c^2}, \] (45)

\[ 0 = \ddot{P}^\phi + \frac{\dot{P}^\phi}{r} + \dot{\phi}S^{\phi\phi} + \frac{\dot{\phi}S^{\phi\phi}}{2gr} - \frac{\dot{\phi}S^{\phi\phi}}{c^2} - \frac{\dot{\phi}S^{\phi\phi}}{2c^2r}, \] (46)

\[ 0 = \ddot{P}^\phi + \frac{\dot{P}^\phi}{r} + \frac{\dot{\phi}S^{\phi\phi}}{c^2} - \dot{\phi}S^{\phi\phi} + \frac{\dot{\phi}S^{\phi\phi}}{2gr} - \frac{\dot{\phi}S^{\phi\phi}}{2c^2r}. \] (47)
The equations for $S^{\mu \nu}$ are

\begin{align*}
0 &= \dot{S}^{\mu \nu} + i P^r - i P^{\mu \nu} - \frac{g r \dot{S}^{\theta \phi}}{c^2} - \frac{g r \dot{S}^0}{c^2}, \\
0 &= \dot{S}^0 - \dot{\phi} P^r + \frac{\dot{S}^0}{r} + \frac{i S^0 g'}{r} + \frac{i S^0 g'}{2g}, \\
0 &= \dot{S}^{\theta \phi} - \dot{\phi} P^r + \frac{i S^{\theta \phi}}{r} + \frac{g r \dot{S}^{\theta \phi}}{c^2} + \frac{g i S^0 g'}{c^2} - \frac{i S^0 g'}{2g}, \\
0 &= \dot{S}^0 - \dot{\phi} P^r + \frac{i S^0}{r} + \frac{g r \dot{S}^0}{c^2} + \frac{g i S^0 g'}{c^2} - \frac{i S^0 g'}{2g}, \\
0 &= \dot{S}^{\theta \phi} - \dot{\phi} P^r + \frac{i S^{\theta \phi}}{r} + \frac{g i S^0 g'}{c^2} - \frac{i S^0 g'}{2g},
\end{align*}

The components of equation (36) read

\begin{align*}
0 &= \dot{P}^t - \kappa P^t + \frac{i P^r g'}{2g} + \frac{i P^{\mu \nu} g'}{2g}, \\
0 &= \dot{P}^r - \kappa P^r + \frac{g i P^r g'}{2c^2} - \frac{i P^t g'}{2g}, \\
0 &= \dot{P}^\theta + \frac{\dot{\phi} P^r}{r}, \\
0 &= \dot{P}^\phi + \frac{\dot{\phi} P^r}{r}.
\end{align*}

Further, the relation $P^\mu U_\mu = 0$ reads

\begin{equation}
g i P^t - \frac{c^2 i P^r}{g} = 0.
\end{equation}

### 4.2. Deriving the pseudo-geodesic radial solution

For the scenario (25), the two constraints are $V^\mu = \alpha P^\mu$ and $W^\mu = \lambda P^\mu$. In the radial ansatz, the former reads

\begin{align*}
0 &= -\frac{c^2 P^r S^t}{g} - \alpha P^t, \\
0 &= -g P^t S^r - \alpha P^t, \\
0 &= \frac{c^2 P^r S^0}{g} - g P^t S^0,
\end{align*}
and the latter gives
\begin{align}
0 &= \frac{2c^2r^2P'^{\phi}}{g} - 2\lambda P', \\
0 &= \frac{2c^2r^2P'^{\phi}}{g} - 2\lambda P', \tag{63}
\end{align}
\begin{align}
0 &= 2cP'S^{\phi} - 2cP'S^{\phi}, \\
0 &= 2cP'S^{\phi} - 2cP'S^{\phi}, \tag{64}
\end{align}
\begin{align}
0 &= 2cP'S^{\phi} - 2cP'S^{\phi}, \\
0 &= 2cP'S^{\phi} - 2cP'S^{\phi}. \tag{65}
\end{align}
\begin{align}
0 &= 2cP'S^{\phi} - 2cP'S^{\phi}, \\
0 &= 2cP'S^{\phi} - 2cP'S^{\phi}. \tag{66}
\end{align}

One can solve (58) for $P'$
\[P' = \frac{c^2P}{g^2}. \tag{67}\]

Using this result along with equation (42) one gets
\[\dot{r} = \frac{\pm g l}{c}, \tag{68}\]

thus,
\[P' = \frac{\pm c P'}{g}. \tag{69}\]

Using (63) along with (40) one can solve for $\lambda$
\[\lambda = -\pm C_3. \tag{70}\]

Now using (59) along with (69) one can solve for $S''$, giving
\[S'' = -\frac{\pm \alpha}{c}. \tag{71}\]

Replacing (69) in (61) and using (41) one gets
\[S'^{\phi} = -\frac{\pm c C_4}{g r}, \tag{72}\]

and using (69) in (62) with (40) gives
\[S'^{\phi} = -\frac{\pm c J}{g r}. \tag{73}\]

Before restricting the possible angular dependence, the constants associated to the Killing vectors read
\begin{align}
C_3 &= r(r \sin(\phi)P^\phi + r \sin(\theta)\cos(\theta)\cos(\phi)P^\phi + \sin(\phi)S'^{\phi} \\
&\quad - r \sin^2(\theta)\cos(\phi)S'^{\phi} + \sin(\theta)\cos(\theta)\cos(\phi)S'^{\phi}), \tag{74}
\end{align}
\begin{align}
C_4 &= -r(r \cos(\phi)P^\phi - r \sin(\theta)\cos(\theta)\sin(\phi)P^\phi + r \sin^2(\theta)\sin(\phi)S'^{\phi} \\
&\quad + \cos(\phi)S'^{\phi} - \sin(\theta)\cos(\theta)\sin(\phi)S'^{\phi}), \tag{75}
\end{align}
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\[ j = -r^2 \sin^2(\theta) P^\phi + r^2 \sin(\theta)(-\cos(\theta)) S^{\theta \phi} - r \sin^2(\theta) S^{\phi \phi}. \]  
(76)

Those can be solved for the components of the spin tensor

\[ S^{\theta \phi} = \frac{C_3 \sin(\phi) - C_4 \cos(\phi) - r^2 P^\phi}{r}, \]  
(77)

\[ S^{\phi \phi} = -\frac{C_4 \sin(\phi) - C_3 \cos(\phi) - j \cot(\theta)}{r^2}, \]  
(78)

\[ S^{\psi} = \frac{C_3 \cot(\theta) \cos(\phi) + C_4 \cot(\theta) \sin(\phi) + j \cot^2(\theta) - j \csc^2(\theta) - r^2 P^\phi}{r}. \]  
(79)

Differentiating those three equations and restricting to the line \( \theta = \frac{\pi}{2} \) and \( \phi = 0 = P^\theta = P^\phi \) one gets

\[ \dot{S}^{\psi} = -r \dot{P}^\psi - \frac{\dot{r} S^{\theta \phi} - \dot{r} S^{\phi \phi}}{r}, \]  
(80)

\[ \dot{\dot{S}}^{\theta \phi} = \frac{\dot{\theta} j}{r^2} + \frac{\dot{\phi} S^{\theta \phi}}{r} - \frac{2 \dot{r} S^{\phi \phi}}{r}. \]  
(81)

Now, using (40) (41), (51), (56), (68), (72), and (80) one finally gets

\[ \frac{C_3 \dot{\phi}}{cr} (c^2 - g) = 0. \]  
(82)

As (70) makes \( C_3 \) proportional to \( \lambda \) (where \( \lambda \) is the usual nonzero constant associated to helicity in the flat case and flat space should be a special case of the discussion) concludes that the massless STOP maintains zero angular velocity \( \dot{\phi} = 0 \). This result also implies through (57) that \( P^\phi = 0 \). Following similar operations with (47) using \( P^\phi = 0, \dot{\phi} = 0, (39), (40), (41), \) (68), and (73) one gets

\[ \frac{C_3 \dot{\psi}}{c^2 r^2} (c^2 - g) = 0. \]  
(83)

This implies that the massless STOP remains in the equatorial plane \( \dot{\theta} = 0 \). From (56) one also finds \( \dot{P}^\psi = 0 \). This completes the prove that the solution in the radial direction exists and that it is constant along the trajectory.

With this, the complete radial solution is given by

\[ S^{\psi} = \pm \frac{\alpha}{c}, \]  
(84)

\[ S^{\theta \phi} = \pm \frac{\lambda}{r^2}, \]  
(85)

\[ S^{\phi \phi} = \frac{C_3}{r}, \]  
(86)

\[ S^{\theta \theta} = \frac{C_4}{r}, \]  
(87)

\[ S^{\phi \phi} = \frac{\pm c C_4}{gr}, \]  
(88)
\[
S^{\phi} = -\frac{j}{r}, \quad (89)
\]
\[
\dot{r} = \pm \frac{g}{c}, \quad (90)
\]
\[
p^t = \frac{2cE + \pm \alpha g'}{2cg}, \quad (91)
\]
\[
p' = \pm \frac{2cE + \pm \alpha g'}{2c^2}. \quad (92)
\]

One sees that indeed \(p^2 = u^2 = 0\), just like for massless geodesics without spin.

4.3. A ‘Thermal’ surprise

The above solution seems to be almost trivial, since the STOP travels the same lightlike radial path as the spin-less counter part. However, there is a difference in the energy perceived by an observer at constant \(r\).

Let us exemplify this effect by considering a massless STOP heading radially out from a certain radius \(r_1\). For this particle one has

\[
p^t = \frac{E - \alpha g'/2c}{g}. \quad (93)
\]

The energy measured by a static observer at radius \(r\) (one whose 4-velocity is \(U_\mu = c (g^{-1/2}(r), 0, 0, 0)\)) is then

\[
\mathcal{E}(r) = U_\mu p^\mu = cg^{1/2}p^t = \frac{E - \alpha g'/2c}{g^{1/2}}. \quad (94)
\]

Using that \(E\) is a constant of motion, we can relate the energy measured at two radii \(r_1\) and \(r_2\) by

\[
g^{1/2}(r_1)\mathcal{E}(r_1) + \frac{\alpha}{2} g'(r_1) = g^{1/2}(r_2)\mathcal{E}(r_2) + \frac{\alpha}{2} g'(r_2) \quad (95)
\]

so

\[
\mathcal{E}(r_2) = \frac{g(r_1)}{g(r_2)} \mathcal{E}(r_1) + \frac{\alpha}{2} \frac{g'(r_1) - g'(r_2)}{g^{1/2}(r_2)} \quad (96)
\]

Notice that if \(\alpha = 0\), the usual gravitational redshift formula is recovered. If \(\alpha \neq 0\), a new effect appears, namely, an extra contribution to the measured energy due to the spin. In particular, if we consider a Schwarzschild black hole, and that the particle is emitted right outside the event horizon, the above formula predicts a non-vanishing energy measured at infinity \((r_2 \to \infty)\), given by

\[
\mathcal{E}_\infty = \frac{\alpha c}{2r_1} = \frac{2\pi \alpha}{\hbar} k_B T_H, \quad (97)
\]

where \(k_B\) is the Boltzmann constant and \(T_H\) is the Hawking temperature. Like in the spin-less case, any emission of finite energy from the close vicinity of the black hole horizon experiences a redshift when propagating towards radial infinity. However, there are two remarkable differences
• While in the spin-less case this redshift actually leaves no energy at all at radial infinity, the STOP will have some finite energy $E_\infty$ at radial infinity.
• The amount of $E_\infty$ is determined by the surface gravity of the black hole background

$$E_\infty = \frac{\alpha}{c} \cdot \frac{1}{2} g'[r=r_\infty],$$ (98)

which is identical to the Hawking temperature [40], if one chooses $\alpha = \hbar/(2\pi)$.

Given the fact that the classical dynamics of a massless STOP has no obvious conceptual connection with the spin-independent quantum effects of black hole thermodynamics, the appearance of the Hawking relation (98) is quite surprising.

5. Conclusions

In this paper, the possibility of non-geodesic motion of massless STOPs is revisited. It is found that, in contrast to the common belief, a consistent and nontrivial formulation of massless STOPs within the equations (15, 16) is actually possible. This possibility arises by analyzing various constraints, which have not been previously considered (summarized in table 1). The constancy of those constraints is shown. Finally, the integration of the equations (15, 16) combined with the new constraints is discussed in light of a simple example. By studying spherically symmetric background spacetimes which fulfill the condition $g_{00} = -c^2/g_{11}$, a nontrivial solution is obtained for purely radial motion (84–92). This solution is then discussed for the radial motion of massless STOPs which are produced with finite energy at the close vicinity of the black hole horizon. It is found that the energy of the massless STOPs at radial infinity is given by the spin parameter times the surface gravity of the background horizon (98). This is the same metric dependency as it appears in the Hawking relation.
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Appendix A. Equations of motion from a lagrangian formulation

The equations of motion can be obtained by considering variations of the action with respect to the independent variations $d\epsilon_m$ and $\delta \Theta^{\mu
u} \equiv \Omega^{\mu
u} \epsilon^a \delta \Theta^{\mu
u} + \Gamma^{\mu}_{\lambda \rho} \epsilon^\lambda \delta \Theta^\rho = -\delta \Theta^{\mu
u}$. It is important to note that one has to vary with respect to $\delta \Theta^{\mu
u}$ and not with respect to $\epsilon^a$. If arbitrary variations in $\epsilon^a$ were used, one would consider too many degrees of freedom. This problem is avoided by the use the variation $\delta \Theta^{\mu
u}$, which has only six degrees of freedom. Before proceeding with the variation of the Lagrangian, let us derive a relation between the variation of the angular velocity, $\delta \Omega^{\mu
u}$, and $\delta \Theta^{\mu
u}$. For this, one defines the following equations for covariant derivative and covariant variation:

$$\hat{A}^{\mu} \equiv \hat{A}^{\mu} + \Gamma^{\mu}_{\lambda \rho} \hat{A}^{\lambda} u^\rho,$$ (A1)
Similarly, one has
\[ D\sigma^{\mu\nu} \equiv \delta \sigma^{\mu\nu} + \Gamma^\alpha_{\alpha\beta}\sigma^{\beta\mu}\delta x^\alpha + \Gamma^\nu_{\alpha\beta}\sigma^{\mu\beta}\delta x^\alpha. \]  
\[ (A2) \]
Solving this for \( \delta \sigma^{\mu\nu} \) and using the relations
\[ D\sigma^{\mu\nu} = (\delta \delta^{\mu\nu}) = D(\eta^{\mu\nu}e^\mu e^\nu) - (\eta^{\mu\nu}e^\mu\delta e^\nu) \]  
\[ (A4) \]
and
\[ D(\dot{\lambda}^\mu) - (D\dot{\lambda}^\mu) = R^\rho_{\lambda\beta\mu}A^\lambda u^\beta \delta x^\alpha \]  
\[ (A5) \]
along with the definition of \( \sigma^{\mu\nu} \), one can express the variation \( \delta \sigma^{\mu\nu} \) in terms of the variations \( \delta x^\mu \) and \( \delta \theta^{\mu\nu} \) as
\[ \delta \sigma^{\mu\nu} = (\delta \theta^{\mu\nu}) + \sigma^\nu \delta \theta^{\mu\nu} - \sigma^\mu \delta \theta^{\nu\mu} + (g^{\mu\lambda}R^\rho_{\lambda\beta\mu}\sigma^{\beta\nu} - \Gamma^\mu_{\lambda\beta}\sigma^{\lambda\nu} - \Gamma^\nu_{\beta\mu}\sigma^\beta\lambda) \delta x^\beta. \]  
\[ (A6) \]
With this result at hand one can proceed with the variation of the Lagrangian with respect to \( \delta x^\alpha \), which is given by
\[ \frac{\partial L}{\partial \delta x^\alpha} \delta x^\alpha = \frac{\partial L}{\partial \delta g^{\mu\nu}} \delta g^{\mu\nu} \delta x^\alpha, \]  
\[ (A7) \]
where
\[ \frac{\partial L}{\partial \delta g^{\mu\nu}} = U^\mu U^\nu L_1 + 2\sigma^{\mu\nu}\sigma^\rho U^\rho L_2 + (U^\mu\sigma^\rho\sigma^\sigma U^\sigma + U^\lambda\sigma^\rho\sigma^\sigma U^\rho + U^\lambda\sigma^\rho\sigma^\sigma U^\rho) L_3 + 4\sigma^\mu\lambda\sigma^\lambda\nu\sigma^\rho\sigma^\sigma U^\rho L_4. \]  
\[ (A8) \]
Using (10) and (11) one can write \( \partial L/\partial \delta g^{\mu\nu} \) as
\[ \frac{\partial L}{\partial \delta g^{\mu\nu}} = -\frac{1}{4}(P^\mu U^\nu + P^\nu U^\mu) + \frac{1}{4}(S^{\mu\nu}\sigma^\sigma U^\sigma + S^{\mu\nu}\sigma^\sigma U^\sigma). \]  
\[ (A9) \]
By invoking (10) and (11) again, one can further show that
\[ P^\mu U^\nu - P^\nu U^\mu = S^{\mu\nu}\sigma^\sigma U^\sigma - S^{\mu\nu}\sigma^\sigma U^\sigma. \]  
\[ (A10) \]
Using the above relations, one can get the following variation of the action:
\[ \delta I = \int d\tau \left\{ \frac{\partial L}{\partial U^\mu} \delta U^\mu + \frac{1}{2} \frac{\partial L}{\partial \sigma^{\mu\nu}} \delta \sigma^{\mu\nu} + \frac{\partial L}{\partial \delta x^\alpha} \delta x^\alpha \right\} \]
\[ = \int d\tau \left\{ -P^\mu (\delta \dot{x}^\mu + \Gamma^\tau_{\tau\mu}\dot{x}^\tau\delta x^\beta) - \frac{1}{2} S^{\mu\nu}\sigma^\sigma U^\sigma \delta x^\beta \right. \]
\[ - \frac{1}{2} S^{\mu\nu} \{ (\delta \dot{\theta}^{\mu\nu}) + \sigma^\nu \delta \theta^{\mu\nu} - \sigma^\mu \delta \theta^{\nu\mu} \} \]
\[ = \int d\tau \left\{ (P^\beta + \frac{1}{2} R^\beta_{\beta\lambda\mu} U^\lambda S^{\lambda\nu}) \delta x^\beta + \frac{1}{2} (S^{\mu\nu} + S^{\mu\nu}) \delta \theta^{\mu\nu} \right. \]
\[ - \frac{1}{2} (S^{\beta\alpha} \delta \dot{x}^\mu) - \frac{1}{2} (S^{\beta\alpha} \delta \dot{x}^\mu) \right\}. \]  
\[ (A11) \]
Finally, imposing a vanishing variation (A11) implies the well known equations of motion
\[ \frac{DP_{\mu}}{D\tau} = -\frac{1}{2} R_{\nu\alpha\beta}^{\mu} U^{\alpha} S^{\beta}, \]  
(A12)  
\[ \frac{DS^{\mu\nu}}{D\tau} = S_{\nu}^{\mu} \sigma_{\nu}^{\nu} - \sigma_{\nu}^{\mu} S_{\nu}^{\nu} = P_{\nu} U^{\nu} - U^{\mu} P^{\nu}. \]  
(A13)

Appendix B. Constant of motion associated to killing vector

Consider the general variation of the Lagrangian found in appendix A,
\[ \delta L = \left( \frac{DP_{\mu}}{D\tau} + \frac{1}{2} R_{\nu\alpha\beta}^{\mu} U^{\alpha} S^{\beta} \right) \delta x^{\beta} + \frac{1}{2} \left( \frac{DS^{\mu\nu}}{D\tau} + S_{\nu\alpha} \sigma_{\nu}^{\alpha} - S_{\mu\alpha} \sigma_{\nu}^{\alpha} \right) \delta \theta^{\mu\nu} - B, \]  
(B1)
where
\[ B \equiv \frac{d}{d\tau} \left( P_{\mu} \delta x^{\mu} + \frac{1}{2} S_{\mu\nu} \delta \theta^{\mu\nu} \right). \]  
(B2)

Also, let \( \xi^{\mu} \) be a Killing vector of a given metric \( g_{\mu\nu} \),
\[ \mathcal{L}_\xi g_{\mu\nu} = \xi_{\nu,\mu} + \xi_{\mu,\nu} = 0, \]  
(B3)
where \( \mathcal{L}_\xi \) denotes Lie derivative along the vector \( \xi^{\mu} \). We shall prove that the particular transformation
\[ \delta_\xi x^{\mu} \equiv \xi^{\mu}; \quad \delta_\xi \theta^{\mu\nu} \equiv -g^{\mu\alpha} \xi^{\nu} = -\xi^{\mu,\nu} \]  
(B4)
is a Noetherian symmetry, i.e. \( \delta_\xi L \) is a total derivative for any trajectory, without using the equations of motion (for a recent review on Noether’s theorem and Noetherian symmetries, see [41]). The conserved charge associated to this symmetry is
\[ Q_\xi = P_{\mu} \xi^{\mu} - \frac{1}{2} S^{\mu\nu} \xi_{\mu,\nu}. \]  
(B5)

First, recalling the general variation \( \delta \theta^{\mu\nu} \) given in appendix A, we point out that
\[ \delta_\xi \theta^{\mu\nu} = \eta^{ab} e_a^{\mu} \delta_\xi e_b^{\nu} + \eta^{ab} e^{\mu}_{\lambda} \Gamma^{\nu}_{\lambda,\beta} e_b^{\beta} \xi^{\beta}. \]
\[ = \eta^{ab} e_a^{\mu} \delta_\xi e_b^{\nu} + g^{\mu\lambda} \xi^{\nu,\lambda} - g^{\mu\lambda} \xi^{\nu,\lambda} + \eta^{ab} e_a^{\mu} \mathcal{L}_\xi e_b^{\nu} - \xi^{\mu,\nu}. \]  
(B6)
where \( \mathcal{L}_\xi e_b^{\nu} = \delta_\xi e_b^{\nu} - e_b^{\nu} \xi^{\mu,\lambda} \delta_\xi e^{\nu}_{\mu,\lambda} \). In the second equality above, we used the definition of covariant derivative and the relation between the tetrads and the metric. Imposing \( \mathcal{L}_\xi e_b^{\nu} = 0 \) (\( \xi^{\mu} \) is a Killing vector), we explain here the motivation of the transformation for \( \delta_\xi \theta^{\mu\nu} \). Now, in equation (B1), the third term is already written as a total derivative, so we pay attention to the other two terms. Using an integration by parts, the first term of (B1) can be rewritten as
\[ \left( \text{first term} \right) = \frac{d}{d\tau} \left( P_{\mu} \xi^{\mu} \right) - P_{\mu} \xi_{\nu,\mu} U^{\nu} - \frac{1}{2} S^{\nu \rho} R_{\nu \rho \lambda \mu} \xi^\lambda U^\mu, \]  
(B7)
Using the known identity for a Killing vector \( \xi_{\nu,\rho,\lambda,\mu} = R_{\nu,\rho,\lambda,\mu} \xi^\rho \) and decomposing \( P_{\mu} U^{\nu} \) into its symmetric and antisymmetric part, one sees that
\[
\begin{align*}
\text{first term} = \frac{d}{d\tau} (P_\mu \xi^\mu) - \frac{1}{2} \xi^\nu \left( P_\mu U^\nu - U_\mu P^\nu \right) - \frac{1}{2} S_{\mu\nu} \frac{D}{D\tau} (\xi^\nu), \quad (B8)
\end{align*}
\]

In the second term of equation (B1), we can replace the identity of equation (A10). After putting all this together and collecting terms, the variation of the Lagrangian reads

\[
\delta_\xi L = \frac{d}{d\tau} (P_\mu \xi^\mu) - \frac{1}{2} (P_\mu U_\nu - U_\mu P^\nu)(\xi^\nu + \delta_\xi \theta^{\mu\nu}) - \frac{1}{2} S_{\mu\nu} \frac{D}{D\tau} (\xi^\nu) + \frac{DS_{\mu\nu}}{D\tau} \delta_\xi \theta^{\mu\nu} - B. \quad (B9)
\]

so, for \( \delta_\xi \theta^{\mu\nu} = -\xi^{\mu\nu} \), \( \delta_\xi L \) clearly vanishes (\( B \) is of course evaluated using equations (B4) as well). This is equivalent to saying that \( \delta_\xi L \) is the total derivative of a constant number, which without loss of generality, we can set equal to zero. On the other hand, if the equations of motion hold, a generic variation of the Lagrangian reads

\[
\delta_{\alpha\alpha} L = \frac{d}{d\tau} \left( P_\mu \delta_{\alpha\alpha}^\mu + \frac{1}{2} S_{\mu\nu} \delta_{\alpha\alpha}^{\nu\mu} \right). \quad (B10)
\]

In particular, the latter must hold for the variations defining the symmetry above, so comparing both variations, we get the conservation law

\[
0 = \frac{d}{d\tau} \left( P_\mu \xi^\mu - \frac{1}{2} S_{\mu\nu} \xi^{\nu\mu} \right), \quad (B11)
\]

and thus \( Q_\xi \) is a constant of motion.

### Appendix C. Auxiliary results

#### C.1. Parallel lightlike vectors

In this section the following useful relation will be proven: for a vector \( A^\mu \) and a time or lightlike vector \( B^\mu \) (both non-vanishing) in a spacetime equipped with an invertible metric it is true that

\[
\begin{align*}
\begin{cases}
A^\mu A_\mu = 0 & \text{if} \quad A^\mu B_\mu = 0 \quad \text{&} \quad B^\mu B_\mu \geq 0
\end{cases}
\Rightarrow \text{then } B^\mu = \kappa A^\mu. \quad (C1)
\end{align*}
\]

For the proof let us consider the invertible spacetime tetrad \( e_\mu^a (x) \) with inverse \( e^a_\mu (x) \) (not to be confused with the spin tetrad defined throughout this work), defined by the equations

\[
\begin{align*}
e^a_\mu e^b_\nu g_{\mu\nu} &= \eta_{ab}, \\
e^a_\mu e^b_\nu g^{\mu\nu} &= \delta^{ab}.
\end{align*}
\]

With this at hand, we can map four-vectors by means of the transformation

\[
V_\mu = e_\mu^a V_a, \quad (C3)
\]

which clearly leaves the norm of a four-vector invariant when the inverse transformation is considered. So we must only prove the desired result in Minkowski space. To begin, let us write \( A^a \) as

\[
A^a = (a^0, a^1, a^2, a^3). \quad (C4)
\]

Without loss of generality, we can rotate our coordinates such that \( a^2 = a^3 = 0 \). Using that \( A^a \) is lightlike, we get
\[ a^0 = \pm a^1. \]  

(C5)

Writing \( B^\mu = (b^0, b^1, b^2, b^3) \) and using the orthogonality of \( A^a \) and \( B^b \), we find that

\[ 0 = a^1(\pm b^0 - b^1), \]

(C6)

from which we conclude that \( b^1 = \pm b^0 \). This implies that

\[ B_a B^a = -(b^2)^2 - (b^3)^2. \]

(C7)

This implies \( b^2 = b^3 = 0 \), since \( B_a B^a \geq 0 \). With this result we get the final relation between \( A^a \) and \( B^b \)

\[ B_a = \frac{b_0}{a_0} A_a \propto A_a, \]

(C8)

which we can map back to coordinate spacetime, finishing the proof.

C.2. Relations between spin and proportionality constants

At some points of the discussion the following three relations are used. Let \( S^{\mu\nu} \) be an antisymmetric four-tensor. Contracting the identity [13]

\[ S^{*\mu}_{\alpha\beta} S^\nu_{\alpha\gamma} = S^\nu_{\alpha\gamma} S^{*\mu}_{\alpha\beta} = -\frac{1}{4} g^{\mu\nu} S^{*\mu}_{\alpha\beta} S^{*\mu}_{\alpha\beta}, \]

(C9)

with \( P_\mu P_\nu \), one gets the condition

\[ W_\mu V^\mu = \frac{1}{4} P_\mu P_\nu S^{*\mu}_{\alpha\beta} S^{*\mu}_{\alpha\beta}. \]

(C10)

It remains to verify the relations between \( J^2 \) and \( \lambda^2 \) listed in (24)-A and in (25)-B. As said, the constant \( \lambda \) is what is usually considered the helicity, while \( \alpha \) is a new constant introduced. The relation between both can be obtained from contracting \( W_\mu \) with \( S_{\beta\mu} \) and using equation (C9). The result is

\[ -\frac{1}{4} S^{*\alpha\beta}_{\alpha\beta} S_{\alpha\beta} P_\mu = \lambda \alpha P_\mu. \]

(C11)

We conclude that

\[ \alpha = -\frac{S^{*\alpha\beta}_{\alpha\beta}}{4\lambda}. \]

(C12)

At this point it should be pointed out that if we demand

\[ S^{*\alpha\beta}_{\alpha\beta} S_{\alpha\beta} = 0, \]

(C13)

then \( \alpha = 0 \). On the other hand, recalling that \( \alpha \) is an eigenvalue of \( S^\mu_{\nu} \) with eigenvector \( P_\mu \), we have the characteristic equation

\[ \alpha^2 + \alpha^2 S^2 = \frac{1}{16} (S^{*\alpha\beta}_{\alpha\beta})^2 = 0. \]

(C14)

Combining (C12) in the latter, we arrive at the new equation

\[ \lambda^2 - \lambda^2 S^2 = \frac{1}{16} (S^{*\alpha\beta}_{\alpha\beta})^2 = 0. \]

(C15)

Equation (C15) coincides with the characteristic equation for \( S^{*\mu}_{\nu} \), regarding \( \lambda \) as its eigenvalues. Subtracting (C15) from (C14) we get:
\alpha^4 - \lambda^4 + S^2(\alpha^2 + \lambda^2) = (\alpha^2 + \lambda^2)(\alpha^2 - \lambda^2 + S^2) = 0. \hspace{1cm} (C16)

From this, we can conclude that, if we demand the use of only real values for \alpha and \lambda, the relation \(J^2 = \lambda^2 - \alpha^2\) always holds.
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