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HIGHLIGHTS

« Numerical simulations of flow in a swirl microchannel heat sink are presented.

« Pressure drop and heat flux were analyzed for different designs.

« Rotation of the fluid induces crossflow which modifies boundary layer structure.

« Performance is enhanced using a small flow inlet angle and changing to a nanofluid.
« Due to the crossflow, heat flux may not increase with a decrease in channel height.
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ABSTRACT

Numerical simulations of velocity and temperature fields to explore the design of a single phase
microchannel cooling system with spiraling radial inflow for high heat flux applications are presented.
Total pressure drop and average wall heat flux are calculated for different flow rates and the effects of
changing the microchannel height, flow inlet angle, and working fluid are investigated. Rotation of the
fluid induces a crossflow and entrainment, this is found to enhance convective heat transfer considerably
due to motion of fluid towards the heat exchange surface. The strength of this effect depends on the
structure of hydrodynamic boundary layers, which is characterized by the Reynolds number and the flow
inlet angle. The effect of reducing the Prandtl number is evaluated changing the working fluid from water
to a 2 vol% and a 4 vol% water-Cu nanofluid suspension. For the cases studied, it is found that heat trans-
fer enhancement by increasing the inlet swirl is greater than that of decreasing the Prandtl number using
a nanofluid, though at a much higher pumping cost. In order to improve the performance of the device for
high heat flux applications, admission of the flow should be as tangential as practically possible. It is
found that, when reducing the microchannel height, boundary layers may merge and the entrainment
effect is lost, therefore the total heat flux may not always increase with a decrease of the flow passage
area, as opposed to conventional microchannels. The swirl flow microchannel heat sink showed promis-
ing cooling characteristics for applications such as thermal management of electronics or concentrated
photovoltaics, with a ratio of pumping cost to heat rate of 0.02% for the base design studied.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

active fields of heat transfer research today. Most promising solu-
tions using single phase liquid cooled heat sinks include designs

High heat flux removal is required in numerous industrial appli-
cations, such as electronics cooling [1], laser diodes cooling [2], and
concentrated photovoltaics [3]. Thermal management is important
for the performance, safety, and lifetime of these devices [4,5],
which is why high heat flux cooling technologies is one of the most
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with jet impingement, flow through porous media, and microchan-
nels [6-8].

A novel swirl flow microchannel heat sink was designed and
studied by Ruiz and Carey [9,10]. The authors built a prototype
and compared experimental measurements using water to an ana-
lytical model for the heat and momentum transport in the heat
sink. They found that the model underpredicted both, the pressure
drop and total heat flux, due to not taking into account secondary
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Nomenclature

Cp heat capacity

Cu cell Courant number

De Chebyshev differentiation matrix
fn) streamwise velocity profile

gn) crossflow velocity profile

h microchannel height

m mass flow rate

n particle shape factor

N, grid points in the z direction

Nu average Nusselt number

p pressure

Pr Prandtl number

q velocity magnitude

q, average wall heat flux

Q,/Q; ratio of pumping power to heat rate
r radial coordinate

Rys thermal resistance

Re reduced Reynolds number

Res Bodewadt Reynolds number

Re, flow rate Reynolds number

T temperature

Tm mean temperature

u radial velocity

U, dimensionless radial inlet velocity
v tangential velocity

1% volumetric flow rate

Vimax maximum volumetric flow rate
Vo dimensionless tangential inlet velocity
w axial velocity

X transformed radial coordinate

z axial coordinate

Greek symbols

o thermal diffusivity

Olg—0ls integral method constants

B flow inlet angle

Be thermal expansion coefficient

Ap total pressure loss

At time step

step size in the x direction

step size in the z direction

boundary layer thickness

cavity aspect ratio

boundary layer coordinate

ratio of tangential to radial inlet velocity
thermal conductivity

dynamic viscosity

kinematic viscosity

particle volume fraction

density

dimensionless temperature

azimuthal coordinate

ratio of streamwise to crossflow velocity

m%@b@<:>)~<:mmgg

Superscripts & subscripts

* dimensional variable

c variable at the inviscid core
eff property of the nanofluid

f property of base fluid

i variable at the inner radius
j position in the x direction
k position in the z direction

n crossflow component

0 variable at the outer radius
p property of the solid particle
s streamwise component

w variable at the lower wall

flows induced by rotation. Ruiz and Carey results also showed that
the design is promising, a heat flux of 113 W/cm? was achieved
while maintaining a surface temperature below 80 °C and a ratio
of pumping power to heat rate of 0.03% [9,10]. The swirl flow
microchannel heat sink consists on a cylindrical cavity where fluid
is admitted through the periphery, spirals radially inward and exits
through the center, heat is removed from one of the cavity walls
whereas the other is insulated. The device is classified as a
microchannel when the height of the cavity is in the range of
50-1000 pm. A schematic of the heat sink design is shown in Fig. 1.

Rotating flow inside a cylindrical cavity is of basic interest in
fluid mechanics. Throughout several decades, the problem has
been addressed by many authors with different approaches and
for different applications. Parallel disk turbomachinery was stud-
ied extensively by W. Rice, who did experimental measurements
along with theoretical and numerical calculations [11-13]. In
1969, Wormley formulated an analytical model for short vortex
chambers, and calculated the development of entraining and non
entraining boundary layers in a non rotating cavity with radial
inflow [14]. Owen et al. studied the case of radial inflow in a rotat-
ing cavity, solved non entraining boundary layers with integral
methods and entraining boundary layers with a simple free disk
or free vortex model. The line of work of these authors has contin-
ued the research of this flow with applications in cooling systems
for gas turbines [15-18]. Herrmann-Priesnitz et al. studied the
development of boundary layers in rotating cylindrical cavities
with steady radial inflow [19]. In particular, an integral method

was used to solve mass and momentum transfer coupled between
boundary layers and an inviscid core region. Most research on heat
transfer in cylindrical cavities has involved radial outflow in rotat-
ing and non-rotating configurations. Mochizuki and Yang con-
ducted experimental studies of the heat transfer and friction loss
for radial outflow and observed three distinct flow regimes: steady
laminar, periodic laminar, and turbulent [20,21]. Similar experi-
ments were conducted by Suryanarayana et al. [22] who found cor-
relations for the average Nusselt number and studied the effect of
rotation. Devienne and Cognet studied experimentally the case of
spiraling radial inflow for Newtonian and non-Newtonian fluids,
and found the existence of secondary flows which are important
for heat transfer [23].

Conventional process fluids, such as oil, water, and ethylene
glycol mixture are poor heat transfer fluids because of their low
thermal conductivity. Over the last decade, convective heat trans-
fer enhancement with nanofluids has been an active research topic
[24-29]. Nanofluids are colloidal suspensions with solid particle
diameters of 1-100 nm, and are considered to offer important
advantages over conventional heat transfer fluids. The materials
of suspended nanoparticles, such as Al,03, CuO, Cu, SiO, and TiO,
have a thermal conductivity which is much higher than the base
fluid. Therefore, the effective thermal conductivity of the suspen-
sion is significantly higher than that of the base fluid, thus increas-
ing heat transfer substantially even at low concentrations [27].
Heat transfer using Al,0s; nanofluids in a cylindrical cavity with
radial outflow was studied numerically by Roy et al. and also
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Fig. 1. Schematic of the design of a swirl flow microchannel heat sink: (a) Top view.
(b) Cross-sectional view.

experimentally by Gherasim et al., heat transfer enhancement at
an additional pumping cost was observed [30-32].

The same method presented in Ref. [19] is used in this article to
solve the velocity field in a non rotating cavity which models the
swirl flow microchannel heat sink. First, the structure of hydrody-
namic boundary layers is investigated and the influence of a Rey-
nolds number and the flow inlet angle over the flow patterns is
analyzed. Then, the temperature distribution is calculated by solv-
ing the energy equation using a time marching technique. Rotation
of the fluid induces a crossflow and entrainment, this is found to
enhance convective heat transfer considerably due to motion of
fluid towards the heat exchange surface. This effect depends on
the structure of hydrodynamic boundary layers, and is intensified
for small flow inlet angles and high Reynolds.

The effects of varying the cavity height, the flow inlet angle, and
the Prandtl number on the heat sink performance are investigated.
When reducing the microchannel height, boundary layers may
merge and the entrainment effect is lost, therefore the total heat
flux may not always increase with a decrease of the flow passage
area, as opposed to conventional microchannels. It is found that,
for high heat flux applications, admission of the flow should be
as tangential as practically possible. For the Prandtl number varia-
tion, heat sink performance using water is compared to that of
using a 2 vol% and a 4 vol% water-Cu nanofluid. We compare the
benefits of changing to a nanofluid to the performance increase
obtained with geometric design variations. For the cases studied,
it is found that heat transfer enhancement by increasing the inlet
swirl is greater than that obtained when reducing the Prandtl num-
ber using a nanofluid, though at a much higher pumping cost. The
swirl flow microchannel heat sink showed promising cooling char-
acteristics for high heat flux applications, with a ratio of pumping
cost to heat rate of 0.02% for the base design studied. Finally, we
comment on the physical considerations, review the validity of
the assumptions made, and consider future lines of work.

2. Governing equations

In this section, the governing equations for the flow in cylindri-
cal cavity with imposed radial inflow are presented. The cavity has
a height h, an outer radius r, where the flow enters, and an inner
radius r; where the flow exits. Using the cylindrical system of coor-
dinates shown in Fig. 2, the velocity components are denoted
ut + v0 4+ wz.

Mass, momentum, and energy balances for the working fluid
are governed by continuity, Navier-Stokes and thermal energy
equations respectively. The main assumptions are that the fluid
is incompressible, with constant physical properties, that the flow
is in steady-state and has axisymmetry, and that buoyant effects as
well as viscous dissipation are neglected. With these assumptions,
the governing equations become:
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where ()" denotes dimensional variables, p is the static pressure,
and T is the temperature. The fluid has density p, kinematic viscos-
ity v, and thermal diffusivity o.. Governing equations are nondimen-
sionalized by scaling flow variables as follows:

r* Z* u* Z}X *
r=—, z Uu=—, v=—, p—p—

. CT-T,
To h/2’ 4o o pa’

@_TW—TO’

where h/2 is used as vertical length scale, r, as horizontal length
scale and the magnitude of the velocity at the inlet of the cavity,

Fig. 2. Cavity with radial inflow and cylindrical system of coordinates.
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q, = \/u2 + v2, is used as the scale for the velocities u and v. Pres-
sure is nondimensionalized using the scale of the inertial terms,
and T is scaled using the temperature at the inlet (outer radius),
T,, and the wall temperature T,. From the continuity equation,
Eq. (1), it follows that proper scaling for the axial velocity compo-
nentisw = ﬁ Where € = ’}ﬁ is the aspect ratio of the cavity. There-

fore, the nondimensional form of Eqgs. (1)-(5) is:
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these equations include a reduced Reynolds number, Re, and a
Prandtl number, Pr. These nondimensional numbers are defined as
follows:

L2 g i v

Re v 4vr,’ Pr=2

For a cavity with small aspect ratio € < 1, the terms of order
0€? can be neglected in Eqs. (6)-(10). This results in the boundary
layer approximation form of equations. The variable x =1 —r is
exchanged with r, so that the cavity inlet becomes x = 0 and its
center is x = 1. The radial velocity u is redefined as positive in
the +x direction (inward). Therefore, the nondimensional equa-
tions of motion with the boundary layer approximation are:

%’(13;@ %Vzvz an
u%+w%+(lij)=f%+%€,%, (12)
u%+w%—%:%%, (13)
oz—g—’;, (14)
u08 08 _ 1 56 (15)

ox 0z — RePr 022

Due to the boundary layer approximation, the original
elliptic partial differential equation (PDE) problem reduces to
Eqs. (11)-(15), which is a parabolic PDE problem. Boundary
conditions selected to model the swirl flow microchannel heat
sink are shown in Fig. 3.

In Fig. 3, U, and V, are the nondimensional velocities specified
at the inlet and x; = 1 — r;/r,. For temperature, the boundary con-
dition at the upper wall is adiabatic and at the lower wall constant
temperature T,, is specified, whereas a no slip boundary condition
is used for the velocity at both walls. Constant temperature bound-
ary condition is preferred because we are interested in the heat
rate that can be obtained with a device designed to keep the wall

29 _

z=1: u=v=w=0, 3

T=a;

p=0,

— FLOW DIRECTION — u, v, w, and ©

are calculated
from inside.

Fig. 3. Thermal problem boundary conditions.

temperature under T, =80°C, which is a requirement for
applications such as thermal management of electronics [6,9].
The reference pressure is set at the outlet, x = x;. The system of
Eqs. (11)-(15) along with the boundary conditions shown in
Fig. 3 conform a well-posed parabolic PDE problem. If the angle
that the velocity vector at the inlet makes with the tangent
of the cavity is p=arctan(U,/V,), then the nondimensional
numbers that characterize the problem are $,Re and Pr.

3. Numerical methods

In Egs. (11)-(14) the velocity field is uncoupled from the tem-
perature field. In fact, using the boundary conditions shown in
Fig. 3, a solution for u, », w and p can be obtained independently
and then used to solve the Eq. (15) for . The numerical methods
used to solve both, the velocity field and then the temperature
field, are presented in the following sections.

3.1. Velocity field

An integral method to solve rotating boundary layer flows
inside cylindrical cavities was developed by Herrmann-Priesnitz
et al. [19]. First, the flow is modeled considering two regions, (i)
wall boundary layers where viscous effects are important, and
(ii) an inviscid core region. Eq. (14) states that the static pressure
remains constant through height of the cavity in the z direction.
Inside the boundary layers, flow velocities in the radial and tangen-
tial directions are functions of x and z, while at the core they are
assumed to depend only on x and are denoted as u, and v.. Fig. 4
shows three possible radial velocity profiles that can be found for
rotating flows inside a cylindrical cavity.

If the flow enters the cavity with a uniform velocity profile, very
close to the inlet the radial velocity profile will resemble Fig. 4a.
Due to rotational effects, a crossflow is induced inside the bound-
ary layers, a maximum appears in the radial velocity and fluid from
the core is drawn towards the walls. At the same time, boundary

Boundary Layers

Inviscid
Core

- T

=

(a) Entraining (b) Non entraining
boundary layers boundary layers

(¢) Merged
boundary layers

Fig. 4. Scheme of possible radial velocity profiles in a rotating cylindrical cavity.
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Table 1
Sensitivity analysis of the first step size.
First step size & at position
Ax x 108 x=0 x=1x10"° x = 0.005
0.5 0.0007 0.0116 0.5342
1 0.0010 0.0117 0.5342
5 0.0022 0.0118 0.5342

layers tend to grow. These two effects, flow entrainment and
boundary layers thickening, compete against each other. Depend-
ing on the nondimensional numbers that characterize the hydro-
dynamics problem, g and Re, the boundary layers may develop
into the scenarios shown in Fig. 4b or c. Radial velocity profile
shown in Fig. 4b corresponds to a case where, due to strong rota-
tional effects, radial velocity in the core region becomes u. =0,
which is expected for high Re and low g. In this case, all the radial
flow is forced to pass through the boundary layers and the fluid in
the core remains in rotation without leaving the cavity. Radial
velocity profile shown in Fig. 4c corresponds to a case where,
due to strong viscous effects, boundary layers grow until they
merge. In this case, the core region disappears and velocity profiles
are nearly parabolic, which is expected for low values of Re. There-
fore, the structure of the hydrodynamic boundary layers is classi-
fied by considering these three possible scenarios: entraining,
non entraining, and merged boundary layers.

A system of equations is obtained by considering mass and
momentum transport coupled between these two regions, bound-
ary layers and inviscid core. The continuity equation, Eq. (11), is
integrated across the cavity height, and momentum equations,
Eqgs. (12)-(14), are integrated inside the boundary layers.

Integral continuity:

1 ou Ty
O &dz—/o Togde=o. (16)

Integral boundary layer x-momentum:

5 2 2 )
/ ai_uc@Jrv + Ul —u dz — s dp 1 ou
o \ OX (924

(1=x) dx Re dz
Integral boundary layer 6-momentum:
1 ov

/d %_y@Jruyf—Zuv N L
b \ox  fox T (1-x) " Re oz

Core x—momentum:

(17)

z=0

(18)

z=0

du, v  dp
uca'f'—(l_x)f—a. (19)

Core /—momentum:

“dx  (1-x)

In Egs. (16)-(20), ¢ is the thickness of the boundary layer, and
the z coordinate is shifted so that z = 0 is at one of the cavity walls
and z =1 is at the cavity mid-plane. It is assumed that the shear
stress vanishes at the inviscid core and the velocity components
are matched to those at the edge of the boundary layer, that is
u=1u. and v = v, at z = 4. Boundary conditions are:

~0. (20)

atz=0: u=v=w=0,
atz=1: w:%z%ZO,
0z 0z 21)
atx=0: u=U, v=V,, w=0,
atx=x;: p=0.

The momentum integral method [33] is used to solve the set of
Eqs. (16)-(20) along with boundary conditions (21). In order to
obtain a solution, the shape of the velocity profiles must be speci-
fied. Using streamline coordinates, the velocity components in the
streamwise direction, u;, and in the crossflow direction, u,, are
defined as functions of # =2z/5(x) inside the boundary layers:
o =f0n) and = & g()). Where tan~!¢ is the angle between the
directions of the surface limiting streamline and the streamline
of the external flow, at the core region where the fluid velocity is
q.. The crossflow profile is induced because the lower-
momentum fluid near the wall responds more rapidly to the pres-
sure gradient than higher-momentum fluid in the core, therefore
skewing the velocity vector across the boundary layer. With this
coordinate system it is easy to see that the conditions that f(#)
and g(n) must satisfy are: f(0)=0, g(0)=0, f(1)=1, and
g(1) = 0. Chosen functions are, a typical Kirman-Pohlhausen pro-
file for the streamwise flow and a Mager crossflow profile [33,34],

fay=2n-2n+n*, g =1-n?f). (22)

Rewriting the radial and tangential velocity components in the
cylindrical system of coordinates, we get

(e Xf ) + eve0gln). for0< <1

ux.2) = {uc<x), forg>1 &)
[ rcX)f(n) — e(uc(x)g(n), for0<n <1

vixz) = { V(). for > 1 24

When u and v are replaced into the integral equations of
motion, along with the chosen profile functions, the following con-

stants are defined: oo :% 40’ o = folfz(n)dn, o = folf(n)g(n)dn,

o = Jog2mdn, ou= fygdn and as = [y fin)dn. Replacing
these constants, a system of first order ordinary differential equa-
tions is obtained for the unknowns 6, u., v., € and p which are all
functions only of x. For more information on the resulting equa-
tions, readers are referred to Herrmann-Priesnitz et al. [19].

Using the flow model described above, the fluid dynamics has
been reduced to an initial value, which is solved using a space
marching technique. A problem exists in starting the solution at
x = 0 because the boundary layer thickness, §, appears in a denom-
inator in the equations. Therefore, an initial value other than 6 =0
must be specified. Considering a first step of size Ax, an initial value
for ¢ is estimated based on the flow over a flat plate. Hence, the fol-
lowing initial conditions are used at x = 0:

0=5 %, Uc:Um Vc:Vo: 8:071)20'
\ o

It is noted that the solutions obtained do not depend critically
upon the starting values of 6. In fact, solutions with changes of
50% on the initial values of § were obtained using different values
of Ax. These solutions differed less than 1% by x = 1 x 10~ and dif-
fered less than 0.1% by x = 0.005, as shown in Table 1.

In some cases, a very small step size was required for numerical
stability near x = 0. An adaptive multi-step method was used to
reduce the computational time. A 4th order Adams predictor-
corrector integration scheme was used, initialized with a 4th order

Runge Kutta. Solution was started with Ax =10"% and the local
truncation error between the predictor and corrector steps was
evaluated to adjust the step size. During each step, the results
where checked to see if boundary layers become non entraining,
which happens when u, = 0. In that case, the corresponding sim-
plified equations where solved with the same method to calculate
8, vc ¢ and p. Merging of the boundary layers was also monitored
during each step.
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Table 2
Design parameters for the experimental device of Ruiz and Carey [10].
B h To T T,
9.46° 300 pm 1cm 0.15cm 20°C

3.2. Temperature field

Time marching is used to solve the evolution of the temperature
field until steady-state is reached. To achieve this, the transient
term, 22, is included in Eq. (15). The resulting partial differential
equation is solved by marching in the radial direction from x =0
to x; in every time step. Chebyshev spectral collocation is used to
calculate derivatives in the z direction, a second-order upwind
scheme is used to differentiate in x, and an explicit Euler method
is used for the time derivative [35-37]. It follows that the complete
numerical scheme is:

1
@}'* :@J'?
(3@}1 -40;}, +@]’.12) 1

X n - 2 n )
AR +W;(D.0"); RePr(DC’@ )il

— At U;

(25)

where j is the index for the position in the x direction, where the
grid spacing is Ax, and n is the index for the time steps which are
Atapart. In Eq. (25), the dot represents matrix product and D is
the Chebyshev spectral differentiation matrix.

To ensure numerical stability, the time step size is selected so
that the maximum cell Courant number is 1. The cell Courant num-
ber, C,, is calculated as:

uAt 1 At

Cu = Max {E’ (W + RePrAz> A_z} ’

where Az is the cell size in the z direction. The grid used for the tem-
perature field (and to map the velocity field) is uniform in the x
direction and Chebyshev in the z direction. Therefore, for N, points
in z, the position of node k is z, = cos(mwk/(N, — 1)), where k goes
from O to N, — 1. With this type of grid, finer resolution is obtained
near the walls, where the gradients are higher. The criteria for con-
vergence to the steady state solution is that the highest value of the

time derivative, 22 is less than 10°. The problem is solved for the
boundary conditions shown in Fig. 3.
Grid resolution in the x direction is set to 100 nodes. For the

z direction, grid resolution is selected depending on the Reynolds

o Experimental - Numerical
15+ Py
2
@/ 10 §M¢
a e
= s 1
O,_‘-Ir"“I_ ‘ i
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¥ (ml/min)

(a)
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100

05’10
o

0.25 1 4 16 64
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Fig. 6. Classification of boundary layer structure on the S-Re, space. I: Predomi-
nantly entraining. II: Predominantly non entraining. IlI: Predominantly merged.

number, 32 nodes are used for Re < 10, and 48 nodes for
Re > 10. As Re increases, a finer resolution is required to capture
the hydrodynamic boundary layers. The initial condition for the
interior nodes is ® =0 for low Reynolds numbers. For higher
Re, the finer grid demands smaller time steps in order for the
scheme to be numerically stable. Therefore, these cases are
initialized with the solution obtained for a smaller Reynolds
number.

4. Validation of numerical results

Ruiz and Carey fabricated a prototype for the swirl flow
microchannel heat sink and carried out experimental measure-
ments of the device performance [10]. Distilled water was
used as the operating fluid, and volumetric flow rates up to
387 ml/min were used. Important heat sink design parameters
used by these authors are shown in Table 2.

Parameters shown in Table 2, corresponding to the experimen-
tal device from Ruiz and Carey in Ref. [10], are taken as the base
case design for this study. Using the methods presented in the
previous section, the total pressure drop, Ap, and the average wall
heat flux, qj, in the swirl flow microchannel heat sink are
calculated. For the numerical calculations, the device is required
to maintain wall temperature at T,, = 80 °C. Experimental curves
for the total pressure drop and the average wall heat flux, with an
average wall temperature of 80 °C, are extracted from the results
in Ref. [10]. A comparison between the performance curves
obtained experimentally and those obtained numerically is
presented in Fig. 5.

o Experimental - Numerical

120] - B *
100 T
80 e

60 F

40 - A

20
0

" (W/cm?)

50 100 150 200 250 300 350 400
¥ (ml/min)

(b)

Fig. 5. Performance curves obtained experimentally by Ruiz and Carey in [10] and obtained numerically in the present study: (a) Pressure drop vs flow rate, including entry

and exit effects. (b) Average wall heat flux vs flow rate.
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Fig. 7. Contours of dimensionless temperature, ©, and streamlines in the x-z plane,
where x =1 —r1"/r,.

For consistency with the experimental device, numerical
values for the total pressure drop shown in Fig. 5 also include
a standard model for taking into account additional energy
losses from entry and exit effects. Specifically, a sudden
contraction and sudden expansion are considered at the flow
inlet and outlet respectively, as well as a 90° turn in both of
these regions [38]. As shown in Fig. 5, numerical results for
both, Ap and qJ,, are in good agreement with the experimental

results from Ref. [10].

5. Results and discussion
5.1. Structure of hydrodynamic boundary layers

The flow model and integral method are used to calculate
the phase-space regarding the structure of the hydrodynamic

Table 3
Non-dimensional numbers and predominant boundary layer structures.

Case B (°) Re, Pr Boundary layers
1 9.46 3.67 2.20 Entraining (I)
2 3.18 2.20 2.20 Non entraining (II)
3 9.46 0.55 2.20 Merged (III)

boundary layers in the flow. A flow rate Reynolds number, Re, is
defined as

wh*  mh
4vr, 8mvr?’

Re, =Re U, =

where 1 is the mass flow rate. The steady-state flow is obtained for
800 combinations of the Re, and the inlet angle 8, ranging from 0.1
to 1000 and from 0.1° to 90°, respectively. As the fluid moves radi-
ally inward through the cavity, depending on the non-dimensional
parameters, entraining boundary layers can merge, become non
entraining or remain as entraining boundary layers. The structure
of the boundary layers inside the cavity is assessed by classifying
the phenomena as follows:

I. Predominantly entraining: Boundary layers do not merge
and remain as entraining boundary layers up to values of x
greater than 0.4 (r* < 0.6 1,).

II. Predominantly non entraining: Boundary layers do not
merge and become non entraining for values of x smaller
than 0.4 (r* > 0.6 1,).

IIl. Predominantly merged: Boundary layers merge for values of
x smaller than 0.4 (r* > 0.6 1,).

Using this classification, the steady-state flow physics of the
system is characterized on the f-Re, space, as shown in Fig. 6.

In Fig. 6 it is shown that boundary layers merge under a certain
value of Re, which increases as p increases. As the flow rate Rey-
nolds number decreases, viscous shear stress becomes stronger
than advection and as a consequence boundary layers become
thick enough to merge. For 8 < 19° boundary layers are predomi-
nantly non-entraining inside a band of Re, that increases its width
as B decreases. The more tangentially the flow enters the cavity,
the stronger the crossflow induced by the momentum difference
between rotating and near wall flows. This crossflow carries fluid
inside the boundary layers radially inward and generates the
entrainment of fluid from the core. Predominantly entraining
boundary layers are found for large flow rate Reynolds numbers,
where the crossflow is not strong enough to carry all the flow rate
through the boundary layers.

5.2. Streamlines and temperature field

Temperature fields are solved to showcase the three different
boundary layer structures described in the previous section. Com-
binations of the flow inlet angle and the Reynolds number used for
each case are selected to represent different geometries and oper-
ating conditions. A fixed value is used for the Prandtl number,
Pr=2.20, as it only depends on the fluid properties. The selected
p and Re, for each case are marked as dots in Fig. 6 and are shown
in Table 3, these correspond to values used in the next section to
explore the design of the swirl flow microchannel heat sink using
water as the operating fluid.

To visualize the velocity field in the x — z plane, streamlines are
calculated. Fig. 7 shows the dimensionless temperature distribu-
tion, ©, and streamlines in the x —z plane for the three cases
solved. Streamlines provide visualization of the evolution and tran-
sitions between the different boundary layer structures. In Fig. 7c
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Fig. 8. Performance curves for microchannels of different heights: (a) Pressure drop vs flow rate. (b) Average wall heat flux vs flow rate.
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Fig. 9. Performance curves for microchannels with different flow inlet angles: (a) Pressure drop vs flow rate. (b) Average wall heat flux vs flow rate.

streamlines are parallel to each other because boundary layers
merge and radial velocity profiles become parabolic. Fig. 7a shows
entraining boundary layers, where the movement of fluid towards
the walls is induced by the swirl difference between the flow in the
core and the flow in the boundary layers. When the swirl is strong
enough so that the induced crossflow carries all the flow rate that
is passing through the cavity, then non entraining boundary layers
develop, as shown in Fig. 7b, and the fluid in the core stays in a
pure rotation state. A comparison between Fig. 7b and the flow
visualization experiments carried out by Owen et al. [39], identifies
the source region observed by these authors as the entraining
boundary layers found in this study. Experimental measurements
of the velocity field should be carried out in order to make a quan-
titative comparison with the model.

From the contours of dimensionless temperature, a thermal
boundary layer on the lower wall can be recognized. In Fig. 7c
the development of the thermal boundary layer resembles that
found in the flow between parallel plates. A thinner thermal
boundary layer is found in Fig. 7a, because a higher flow rate is
concentrated near the walls due to the entrainment. An abrubt
increase in the thickness of the thermal boundary layer is observed
in Fig. 7b, where the hydrodynamic boundary layers are non
entraining. The influence of the higher wall temperature pene-
trates through the viscous boundary layer and reaches the inviscid
core where no velocity gradients are present, therefore the heat
transfer mechanism in the core is pure conduction.

Results show that entrainment effects will enhance heat trans-
fer in the swirl flow microchannel heat sink, therefore g and Re,
should be adjusted to manipulate the boundary layer structure.
In order to take advantage of this effect, p should be as small as
possible, which means that the fluid should be admitted in the

microchannel as tangent as possible. For a swirl flow microchannel
heat sink of a certain radius, Re, can be increased by increasing the
flow rate or the cavity height. Intuition suggests that the average
wall heat flux will increase with the flow rate and decrease with
the cavity height, as in conventional microchannel heat sinks.
Nonetheless, this may not be the case for the device studied here,
as entrainment effects are present when increasing Re, over a cer-
tain value. Heat transfer can also be enhanced by decreasing the
Prandtl number, which can be done by changing to a working fluid
with a higher thermal conductivity.

5.3. Design exploration

Using the methods presented above, performance of the swirl
flow microchannel heat sink can be calculated for a given design.
In this section, we consider a base case with the design parameters
shown in Table 2, which correspond to the device studied experi-
mentally by Ruiz and Carey in Ref. [10]. Starting from the base case,
which uses water as the working fluid, we evaluate the effect of
certain design variations on the total pressure drop and average
wall heat flux through the device. In particular, the effect of the
cavity height, h, the effect of the flow inlet angle, g, and the effect
of the Prandtl number, Pr. All heat sink designs are required to
maintain wall temperature at T,, = 80 °C, use an inlet temperature
of T, =20°C, and performance is investigated for volume flow

rates up to V = Viay = 400 ml/min.

5.3.1. Effect of the cavity height
The effect of the cavity height on the performance of the swirl
flow microchannel heat sink is investigated. For this purpose the
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Fig. 10. Suspension relative thermophysical properties: thermal diffusivity, specific
heat capacity, kinematic viscosity, and Prandtl number as a function of the particle
volume fraction.

total pressure drop, Ap, and the average wall heat flux, g, are cal-
culated for three designs with different cavity heights h = 100 pm,
300 pm and 500 pum. Performance curves for flow rates up to Vimax
are shown in Fig. 8.

When the flow rate increases, the total pressure drop through
the heat sinks grows at an increasing rate, as shown in Fig. 8a. It
is observed that the smaller the height of the cavity, the larger
the pressure drop. This effect is due to the reduction in the flow
passage area, and becomes more important as the flow rate
increases. The average wall heat flux also grows with V but at a
decreasing rate, as shown in Fig. 8b. For h = 300 pm and 500 pum,
abrupt increments in g, are observed at given flow rates. This hap-
pens because, for these cases, hydrodynamic boundary layers
merge at low V and become non entraining over a critical value
of V. For the design with h = 500 pm, streamlines and temperature
contours before and after the abrupt increment in g}, are shown in
Fig. 7c and a, which correspond to flow rates of 60 ml/min and
400 ml/min respectively. As shown in Fig. 6, for a given g, this tran-
sition occurs at a certain value of Re,, therefore if height of the cav-
ity increases, then the critical flow rate decreases. Heat transfer is
enhanced when boundary layers do not merge because of the flow
rate concentration near the walls due to the swirl induced cross-
flow and entrainment. For h = 100 um the curve is smooth because
hydrodynamic boundary layers always merge for the calculated
flow rates.

Reducing the cavity height is desired for high heat flux cooling
applications, but only up to a point. The designer should keep in
mind Fig. 6 and the structure of the boundary layers, as entrain-
ment enhances heat transfer substantially.

5.3.2. Effect of the flow inlet angle
The effect of flow inlet angle on the performance of the swirl
flow microchannel heat sink is investigated. For this purpose the
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total pressure drop, Ap, and the average wall heat flux, g/, are cal-
culated for three designs with different flow inlet angles p = 3.18°,
9.46° and 26.57°. These angles correspond to y=18,6 and 3
respectively, where y is the quotient V,/U,. Performance curves

for flow rates up to V., are shown in Fig. 9.

As shown in Fig. 9a, the smaller the flow inlet angle, the larger
the pressure drop. Due to the increase in the inlet swirl, the pres-
sure gradient must also increase to overcome the centrifugal accel-
eration, this effect becomes more important as the flow rate
increases. The average wall heat flux also grows with a more tan-
gential flow inlet (smaller ), as shown in Fig. 9b. For the base case
design, f = 9.46°, an abrupt increment in g, are observed at given
flow rates. As discussed in the previous section this happens
because, for this case, hydrodynamic boundary layers merge at

low V and become non entraining over a critical value of V. As
shown in Fig. 6, for a smaller g, this transition occurs for a smaller
value of Re,, therefore if the flow inlet angle decreases, then the
critical flow rate also decreases. For = 3.18° boundary layers

become non entraining for V > 160ml/min, whereas for
B = 26.57 boundary layers never become non entraining. Streamli-
nes and temperature contours for the case with g = 3.18 at a flow
rate of 400 ml/min correspond to those shown in Fig. 7b. It is inter-
esting to point out that the inlet angle has practically no effect over
q,, when boundary layers are merged, as can be observed by com-

paring the curves for g = 9.46° and 26.57° for V < 200 ml/min in
Fig. 9b. With this in mind, it is clear that boundary layer structure
is able to enhance convective heat transfer substantially.

For high heat flux cooling applications the inlet swirl should be
increased as much as practically possible. Therefore the design of
the fluid admission system will play an important role in the per-
formance of the device. A feeder, plenum chamber, spiral casing, or
several injection nozzles should be designed so that fluid is admit-
ted into the cylindrical cavity as tangential as possible.

5.3.3. Effect of the Prandtl number

In order to study the effect of changing the Prandtl number, the
working fluid is changed. Convective heat transfer enhancement
using a water-Cu nanoparticles suspension is investigated for the
swirl flow microchannel heat sink. For this purpose, the effective
thermophysical properties of the nanofluid are approximated using
several models found in literature [40-44]. For the density a simple
volume-weighted average is used:

Pesi = Pr (1 =)+ p, ¢ (26)
The same is used for the specific heat capacity:
(PCP)esr = (PCP); (1= ¢) + (pCp), ¢ (27)
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Fig. 11. Performance curves for working fluids with different Prandtl numbers: (a) Pressure drop vs flow rate. (b) Average wall heat flux vs flow rate. (c) Ratio of pumping

power to heat rate vs flow rate.
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In the year 1952 Brinkman extended Einstein’s formula and derived
a model for the dynamic viscosity of suspensions with moderate
particle concentrations, up to 4 vol% [41]. According to a review
by Mishra et al., Ref. [40], the model of Brinkman is widely accepted
among researchers:

He
(1 _ ¢)2.5 :

Thermal conductivity is approximated with the expression given by
Hamilton and Crosser [42]:

(e (= )i — (0 — 1) is — Jp)
leff*j'f( : Jp+ (N —=1)g + (2 — Jp) p )’

Megr = (28)

(29)

where n is a shape factor, for a sphere n = 3 and for a cylinder n = 6.
In Egs. (26)-(29), ¢ is the particle volume fraction, and the sub-
Scripts ( e, ( )¢ and (), denote the thermophysical properties of
the suspension, the base fluid and the solid particles respectively.
Performance of the heat sink base case design is investigated for
three Prandtl numbers Pr = 2.20,Pr = 1.87, and Pr = 1.62. These
values are obtained using a suspension with water as the base fluid
and different concentrations of spherical Cu particles, ¢ = 0 vol%,
2 vol% and 4 vol% respectively. The properties of copper that were
used are p, = 8933 kg/m?, Cp, =385 J/(kg K), and 4, = 401 W/(m K).
In order to explain the results, changes in the termophysical
properties of the water-Cu nanofluid with the particle volume
fraction are calculated using Eqgs. (26)-(29) as shown in Fig. 10.
Total pressure drop and average wall heat flux are calculated for
the three Prandtl numbers Pr =2.20,Pr =1.87, and Pr=1.62,
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which correspond to pure water, a 2 vol% water-Cu nanofluid,
and a 4 vol% water-Cu nanofluid, as shown in Fig. 11.

Using the working fluid with lower Prandtl number results in a
slight increase of the total pressure drop, as shown in Fig. 11a. This
happens because of the lower relative kinematic viscosity associ-
ated with the higher particle volume fraction, as shown in
Fig. 10, which increases the Reynolds number. With a decrease in
the Prandtl number, the average wall heat flux increases for flow
rates over 160 ml/min, as shown in Fig. 11b. Because of the
decrease in kinematic viscosity, there is an increase in Re,, there-
fore the transition to non entraining boundary layers occurs at a
lower value of V. The higher g, after the change in boundary layer
structure is attributed to this increase in Re,, as well as the higher
thermal diffusivity also associated with the lower Pr. Compared to
v and «, changes in the specific heat capacity are so small that its
effect on the total heat flux is negligible.

5.3.4. Heat transfer enhancement

In previous sections, it was found that, compared to the base
case design, heat transfer in the device is enhanced when reducing
the cavity height, decreasing the flow inlet angle, or lowering the
Prandtl number by changing from water to a nanofluid. A compar-
ison of the heat sink performance for these cases, where heat trans-
fer enhancement is observed, is presented. It is also important to
compare the average Nusselt number, which is calculated as
Nu = (2h)q},/*(Tw — Tm), where T,, is the mean temperature in
the microchannel. The total pressure drop, average wall heat flux,
the ratio of pumping power to heat rate, Q,/Q,, and the Nusselt
number are shown in Fig. 12.
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Fig. 12. Performance curves for design variations that present heat transfer enhancement. (a) Pressure drop vs flow rate. (b) Average wall heat flux vs flow rate. (c) Ratio of

pumping power to heat rate vs flow rate. (d) Average Nusselt number vs flow rate.
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Table 4
Performance of swirl flow microchannel heat sink design variations at V = 400 ml/
min.

Working fluid h B Ap q;, Q,/Q: Rus
(um) () (kPa) (Wjem®) (x10%) (K cm?/W)
Water 300 9.46 1093 116.11 0.204 0.52
Water-Cu 4 vol% 300 9.46 1593 128.76 0.269 0.47
Water 100 946 42.11 129.66 0.704 0.46
Water 300 3.18 50.71 156.85 0.702 0.38

Heat transfer enhancement reducing the cavity height or
decreasing flow inlet angle is greater than that obtained using a
working fluid with lower Prandtl number, but at the cost of a greater
pressure drop, as shown in Fig. 12a and b. Fig. 12c shows that the
ratio of pumping power to heat rate is higher for the variations in h
and j, whereas changing to a nanofluid results in a slight increase
from the base case. The mechanisms for heat transfer enhancement
are identified by comparing the average Nusselt number obtained
for the base case to that of the other design modifications in
Fig. 12d. It is shown that, Nu is nearly constant with increasing flow
rate for merged boundary layers, and it grows with increasing flow
rate when entraining effects and secondary flows are present. There-
fore, for the reduction in the cavity height, the increase in g, is
mainly due to an increase in conductive heat transfer. On the other
hand, for the change to nanofluid and the decrease in the flow inlet
angle, g/, increases due to convective heat transfer enhancement.
In future research, correlations for the average Nusselt number could
be established for each type of boundary layer structure.

A parameter commonly used to compare and select heat sinks is
the thermal resistance defined as Rys = (Tw — T,)/q,,. Table 4 shows
a summary of the performance characteristics at V = 400 ml/min
of the swirl flow microchannel heat sink designs studied in this
section.

Values in Table 4 are compared to data for other devices used
for high heat flux applications from the review by Agostini et al.
[6]. The average heat flux for the base design of the device studied
is about 25% of the highest value reported in the review, neverthe-
less the ratio of pumping power to heat rate is about 20% of the
lowest value listed. The data from Ref. [6] used for comparison is
only that of single phase microchannel heat sinks that use water
as the operating fluid and are designed to maintain wall tempera-
ture below 85 °C, which is a requirement for applications such as
thermal management of electronics.

5.4. Physical considerations

Boussinesq approximation is used to account for the thermal
buoyancy effects due to gravity. A linear density-temperature rela-
tion is used, p = p,[1 — B.(T" — T,)], where p, is the density at the
reference temperature, To, and f, = —1/p,(9p/3T"), is the thermal
expansion coefficient. Using the scaling presented in Section 2
shows that, compared to the axial presssure gradient, the buoyant
gravitational term is of order

Tw—To)h/2
. o8P ' /2
a;
For the cases studied in this article, even for low flow rates, this

term is of order ~ 10~%, therefore buoyant effects are neglected.
In the same manner, using the scaling presented in Section 2,
the importance of viscous dissipation compared to advection in
the thermal energy equation is evaluated. With the boundary layer
approximation the viscous dissipation term becomes

v <@>2+<ay*>2 NOL%_
Gy | \ozr oz* Cp(Ty — To)h

gﬁe(T* - To)

For the cases studied, even for h = 100 pm, this term is of order

~ 107>, therefore viscous dissipation is neglected.

Steadiness of the flow is ensured for an incompressible fluid
with boundary conditions that do not change in time, as long as
the flow is hydrodynamically stable. Rotating flows in cylindrical
cavities may become unstable to two different instabilities, desig-
nated Types I and II. Type I is usually referred to as inviscid or
crossflow instability, and it is related to an inflection point in the
velocity profile, similar to the Tollmien-Schlichting instability of
the boundary layer on a flat plate, while Type II is called viscous
instability and arises from centrifugal or Coriolis forces. Numerous
works have been devoted to the investigation of these instabilities
[45-50]. Serre et al. studied the stability of Bodewadt layers [46],
which are similar to the non entraining boundary layers found in
this study. They performed direct numerical simulations and theo-
retical stability analysis in order to obtain the critical parameters
for both type of instabilities: 47.5< (Re(;)’t <525 and
189 < (Reé)? < 25.8, with the Reynolds number defined as
Re; = (vir /v)"/?, where v: is the dimensional tangential velocity
at infinity. Similar relations for the critical parameters for entrain-
ing and merged boundary layers are not available in the literature.
Therefore, future work should investigate the hydrodynamic sta-
bility of the flow in order to determine the flow regime for a given
combination of nondimensional numbers, for example in the f-Re,
space. The flow model, as presented in this work, is only applicable
to laminar flow, nevertheless fully turbulent flow can be studied by
adjusting the velocity profiles (1/7th power law could be used) and
using an adequate correlation for the skin friction coefficient.

The numerical method developed has a low computational cost,
this enables solving a large number of cases and exploring the
effect of different variables, providing guidelines for the design of
swirl flow microchannel heat sinks. Using the results found here,
an improved device should be built and tested experimentally. A
plenum chamber, feeder, spiral casing, or several injection nozzles
should be used to supply the fluid into the microchannel, with the
design emphasizing on reducing 8. At the operating flow rate, Re,
should be such that non entraining boundary layers are predomi-
nant (Re, ~ 1 for small p), therefore the cavity height should be
the smallest that meets this condition.

6. Conclusions

Performance of a swirl flow microchannel heat sink was calcu-
lated numerically and the effects of varying the cavity height, h, the
flow inlet angle, g, and the working fluid were investigated.
Because the numerical method used has a low computational cost,
a large number of cases were solved. This allows to study the
development of the viscous boundary layers over a wide range of
flow rate Reynolds numbers, Re,, and . Results show that entrain-
ing boundary layers develop for high Re,, boundary layers merge
for low Re,, and become non-entraining for moderate Re, and
B < 19°. In order to visualize the evolution and transitions between
the different boundary layer structures, streamlines in the x —z
plane are plotted along with the temperature distributions.

Total pressure drop and average wall heat flux as a function of
flow rate were calculated for different designs. A base case design
considers a cavity height of h =300 um, a flow inlet angle of
B = 9.46° and water as the working fluid. To investigate the effect
of the cavity height, performance curves are calculated for
h =100 pm and 500 pm and compared to those of the base design.
Results show that pressure drop increases with decreasing h due to
the reduction in flow passage area. In addition, abrupt increments
are observed in the average heat flux when boundary layers do not
merge, because the flow entrainment causes fluid to be drawn
towards the walls. It is interesting that unlike what happens in
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conventional microchannels, reducing the height may not always
result in heat transfer enhancement due to boundary layers merg-
ing. When this occurs, the entrainment effect is lost, therefore the
total heat flux may decrease.

To investigate the effect of the inlet angle, cases with g = 3.18°
and 26.57° were compared to the base design. Results show that
pressure drop increases when B decreases, which is due to the
increase in the inlet swirl and consequentially larger centrifugal
acceleration. When Re, is low enough so that boundary layers
merge, the inlet angle has negligible effect over the average wall
heat flux. Nevertheless, heat transfer enhancement is observed
when f decreases for entraining and non-entraining boundary lay-
ers. Therefore, for high heat flux applications, fluid should be
admitted into the microchannel as tangential as practically
possible.

The effect of reducing Pr changing the working fluid was inves-
tigated by comparing the performance of the heat sink using water
and using a 2 vol% and a 4 vol% water-Cu nanofluid. Effective ter-
mophysical properties of the suspension were approximated with
models found in the literature. Using the nanofluid results in
higher pressure drop and average wall heat flux which is attributed
to the lower kinematic viscosity and higher thermal diffusivity.
Changing from pure water to a water-Cu nanofluid, the ratio of
pumping power to heat rate increases only slightly compared to
reducing the microchannel height and inlet angle. The mechanism
for heat transfer enhancement when reducing h is conduction,
whereas convection is the main mechanism when using a smaller
B or changing to a nanofluid.

Device performance was compared to other single phase
microchannel heat sinks for high heat cooling applications.
Although the swirl flow microchannel heat sink presents about
25% of the heat flux achieved with other devices, the total pressure
drop is much lower. This results in a ratio of pumping power to
heat rate that is only about 20% of the lowest value reported in
the literature reviewed. It can be concluded that the swirl flow
microchannel heat sink is suitable for applications were low
pumping cost is required. Furthermore, for high heat flux applica-
tions, using techniques that enhance heat transfer but also increase
the pressure drop would be acceptable.

Future work should consider experimental measurements of
the device performance and a theoretical linear stability analysis
to determine flow regimes in the -Re, space. Instabilities may
cause mixing that would further enhance the convective heat
transfer, although at a higher pumping cost.
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