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Abstract. We study radial solutions of the problem

$$
\Delta u+u^{p}+u^{q}=0, u>0 \quad \text { in } \mathbb{R}^{N}
$$

where $N \geq 3$ and

$$
\frac{N}{N-2}<p<\frac{N+2}{N-2}<q .
$$

We show that if $p$ is close to $N /(N-2), q$ is close to $(N+2) /(N-2)$, and a certain relation holds between them, then the problem has slowly decaying solutions.

## 1 Introduction

Let $N \geq 3$. We are interested in finding radially symmetric solutions $u(r), r=|x|$, of

$$
\begin{equation*}
\Delta u+u^{p}+u^{q}=0, u>0, \quad \text { in } \mathbb{R}^{N}, \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
p^{s}<p<p^{*}<q \tag{1.2}
\end{equation*}
$$

where here and throughout the paper $p^{*}=(N+2) /(N-2)$ and $p^{s}=N /(N-2)$.
Solutions $u$ of (1.1) such that $\lim _{|x| \rightarrow+\infty} u(x)=0$ are called ground states. A ground state $u$ such that $\lim _{|x| \rightarrow+\infty}|x|^{N-2} u(x)$ exists and is positive is said to have rapid decay, and a ground state $u$ such that $\lim _{|x| \rightarrow+\infty}|x|^{2 /(p-1)} u(x)=\ell>0$, is said to have slow decay. For a solution with slow decay, the constant $\ell$ depends

[^0]on $p$ and $N$ only and is given by
$$
K_{p}:=\left(\frac{2}{p-1}\left(N-2-\frac{2}{p-1}\right)\right)^{1 /(p-1)} .
$$

When $p=q$ in equation (1.1), the existence of ground states is well understood. In the subcritical case $p<p^{*}$, there are no solutions [8], whereas ground states exist in the supercritical case $p \geq p^{*}$. In the critical case $p=p^{*}$, all solutions are radial around some point [7]. Radial ground states in the critical or supercritical case are parametrized by $u(0)$ and are unique up to the natural scaling of the equation. In the critical case, the ground state is explicit and has rapid decay; whereas in the supercritical case, the radial ground state has slow decay.

Lin and Ni [9] considered equation (1.1) to provide a counterexample to the Nodal Domain Conjecture and found slowly decaying ground states when $q=$ $2 p-1$ given explicitly by

$$
\begin{equation*}
u(x)=a\left(b+|x|^{2}\right)^{-\frac{2}{q-1}}=a\left(b+|x|^{2}\right)^{-1 / p-1} \tag{1.3}
\end{equation*}
$$

with $a=K_{p}$ and $b=\frac{1}{p}((N-2)-2 /(p-1))^{2}$.
Ni then asked whether there exist radial ground states under condition (1.2). Bamón, Flores, and del Pino [1] addressed this question and discovered a complex picture of solutions. First they found an increasing number of rapidly decaying ground states if one of the exponents is fixed and the other one is sufficiently close to $p^{*}$. More precisely, they proved that for $p^{s}<p<p^{*}$ and an integer $k \geq 1$, (1.1) has at least $k$ radial ground states with rapid decay if $q>p^{*}$ is close enough to $p^{*}$. They also showed that for fixed $q>p^{*}$ and $k \geq 1$ integral, (1.1) has at least $k$ radial ground states with rapid decay if $p<p^{*}$ is sufficiently close to $p^{*}$ Furthermore, for $q>p^{*}$ fixed, there exists $p_{0}>p^{s}$ such that there are no radial ground states if $1<p<p_{0}$. They obtained their results using dynamical systems arguments. Recently, Campos [2] gave a different proof of the same main result.

Our main interest is the existence of slowly decaying radial solutions. Such solutions, if they exist, are unique. Indeed, an Emden-Fowler change of variables, following [1, p. 555] (see also [6]), transforms (1.1) into a first order 3-dimensional system of ODEs. Slowly decaying solutions correspond to trajectories contained in the 1-dimensional stable manifold of a stationary point, which implies uniqueness. But regular slowly decaying solutions also lie in the 2-dimensional unstable manifold of another stationary point, which suggests that their existence is nongeneric in the parameters $p, q$.

The only indication of existence of regular slowly decaying radial solutions is a result in [1], which states that for $p^{s}<p<p^{*}$, there exists a sequence of exponents
$\left\{q_{j}\right\}$, such that $q_{j}>p^{*}, q_{j} \rightarrow p^{*}$, for which there exists a radial solution with slow decay; but it is unknown whether these solutions are regular or singular.

We conjecture that slowly decaying singular solutions either do not exist, or exist at most for a finite number of pairs $(p, q)$. The reason is that such solutions must satisfy the two constraints

$$
\begin{equation*}
\lim _{|x| \rightarrow 0}|x|^{2 /(q-1)} u(x)=K_{q} \quad \text { and } \quad \lim _{|x| \rightarrow \infty}|x|^{2 /(p-1)} u(x)=K_{p} . \tag{1.4}
\end{equation*}
$$

If one could discard the existence of slowly decaying singular solutions, the result of [1] would imply the existence of slowly decaying radial regular solutions associated to the sequence of exponents $\left\{q_{j}\right\}$.

In this work, we prove the existence of slowly decaying radial regular solutions if $p$ is close to $p^{s}, q$ is close to $p^{*}$, and $p$ and $q$ are related by some equation. More precisely, we prove the following theorem.

Theorem 1.1. For each integer $k \geq 2$, there exist $\delta_{0}(k)>0$ and a function $\varepsilon_{k}(\delta)>0$,

$$
\varepsilon_{k}(\delta)=\frac{k}{2} \delta+o(\delta) \quad \text { as } \delta \rightarrow 0
$$

such that for $0<\delta \leq \delta_{0}(k)$ and exponents given by

$$
\begin{equation*}
q=p^{*}+\delta \quad p=p^{s}+\varepsilon_{k}(\delta) \tag{1.5}
\end{equation*}
$$

there exists a radial slowly decaying solution $u$ of (1.1). Moreover, there exist constants $\alpha_{1}, \ldots \alpha_{k}$, depending on $N$ and $k$, such that

$$
u(x)=\gamma_{N} \sum_{j=1}^{k}\left(\frac{1}{1+\left(\alpha_{j} \delta^{-\left(j+\frac{N-4}{2}\right)}\right)^{4 / N-2}|x|^{2}}\right)^{1 /(p-1)} \delta^{-\left(j+\frac{N-4}{2}\right)} \alpha_{j}(1+o(1))
$$

where $\gamma_{N}=(N(N-2))^{(N-2) / 4}$ and $o(1) \rightarrow 0$ uniformly on $\mathbb{R}^{N}$ as $\delta \rightarrow 0$.
The constants $\alpha_{1}, \ldots, \alpha_{k}$ have explicit formulas in terms of numbers $\Lambda_{j}^{*}$ given in (2.8) below, from which it follows that $\alpha_{1}=\lim _{\delta \rightarrow 0} \frac{\gamma_{N}}{K_{p}} \delta^{1 /(p-1)}$. This is consistent with the second constraint in (1.4)

Solutions of (1.1) corresponding to $k=1$ are the explicit ones found by Lin and Ni , given in (1.3). In this case, $q=2 p-1$, which corresponds to the relation $\delta=2 \varepsilon$. It is likely that when $p$ is close to $p^{s}$ and $q$ is close to $p^{*}$, the solutions we construct in Theorem 1.1 are the same as those detected in [1].

The existence of slowly decaying solutions is interesting because of the following result of Flores [6]. If for some $p, q$ in the range (1.2) there exists a radial


Figure 1. Bifurcation diagram for (1.1) based on numerical computations with $N=5$. Points on the curves are pairs $(p, q)$ for which we have found regular slowly decaying solutions.
ground state with slow decay, and $p>p_{c}:=\frac{N+2 \sqrt{N-1}}{N+2 \sqrt{N-1}-4}$, then there exist infinitely many radial ground states with rapid decay.

Figure 1 shows a bifurcation diagram for (1.1) based on numerical computations. It is likely that for $p$ close to $p^{s}$ and $q$ close to $p^{*}$, these solutions are those constructed in Theorem 1.1 for curves $q=q_{k}(p), k=1,2,3, \ldots$. The curve shown for $k=1$ is the line $q=2 p-1$, and the curves for $k=2$ and $k=3$ start at $p=p^{s}$ and have derivative consistent with Theorem 1.1. They bend slightly upwards. Our numerical computations show that these curves can be continued even for $p>p^{*}$. Hence, we see, at least numerically, that solutions with slow decay exist for $p>p_{c}$ and $q=q_{k}(p)$, and therefore the result of Flores [6] applies.

A dual phenomenon to the existence of bounded solutions with slow decay is the existence of singular solutions with rapid decay. Bamón, Flores, and del Pino [1] showed that for $q>p^{*}$, there exists a sequence of exponents $\left\{p_{j}\right\}$ such that $p_{j}<p^{*}, p_{j} \rightarrow p^{*}$, for which there is either a rapidly decaying singular solution or a slowly decaying singular solution.

Numerically, we have found a family of curves relating $p \in\left(p^{s}, p^{*}\right)$ and $q>p^{*}$ for which singular rapidly decaying solutions exist; see Figure 2. These curves are asymptotic to the line $p=p^{*}$ as $q \rightarrow \infty$.

Noting that singular solutions satisfy $\lim _{|x| \rightarrow 0}|x|^{2 /(q-1)} u(x)=K_{q}$, and using formal asymptotic expansions, we arrive at the following conjecture.


Figure 2. Bifurcation diagram for (1.1) showing singular rapidly decaying solutions for $N=5$.

Conjecture 1.2. Let $k \geq 1$ be an integer and $p=p^{*}-\varepsilon$. Then there exist $\varepsilon_{0}>0$ and a function $q_{k}(\varepsilon)>0$ such that for $0<\varepsilon<\varepsilon_{0}$, there exists a radial singular rapidly decaying solution $u$ of (1.1). Moreover, there exist positive constants $\beta_{1}, \ldots \beta_{k}$, depending on $N$ and $k$, such that

$$
\begin{equation*}
u(x)=K_{q}|x|^{-\frac{2}{q-1}}\left[\gamma_{N} \sum_{j=1}^{k}\left(\frac{1}{|x|^{2}+\left(\beta_{j} \varepsilon^{(j-1)}\right)^{\frac{4}{N-2}}}\right)^{\frac{N-2}{2}-\frac{1}{q-1}} \varepsilon^{(j-1)} \beta_{j}(1+o(1))\right] \tag{1.6}
\end{equation*}
$$

and $q_{k}(\varepsilon)$ satisfies

$$
\left(\frac{1}{q_{k}(\varepsilon)-1}\right)^{N / 2}=c_{N} k \varepsilon+o(\varepsilon) \quad \text { as } \varepsilon \rightarrow 0
$$

where

$$
\gamma_{N}=(N(N-2))^{(N-2) / 4}, \quad c_{N}=\frac{1}{2}\left(\frac{N-2}{2}\right)^{(N+2) / 2} \frac{\Gamma(N / 2)}{\Gamma(N)}
$$

and $o(1) \rightarrow 0$ uniformly on $\mathbb{R}^{N}$ as $\delta \rightarrow 0$. Here, $\beta_{1}=\gamma_{N}{ }^{1}$.

## 2 Scheme of the proof of Theorem 1.1

The Emden-Fowler change of variables $r=e^{t}, v(t)=r^{\alpha} u(r)$, where $\alpha=$ $(N-2) / 2$, shows that the equation $\Delta u+u^{p}+u^{q}=0$ in $\mathbb{R}^{N}$ is equivalent to

$$
\begin{equation*}
v^{\prime \prime}-\alpha^{2} v+e^{\sigma_{p} t} v^{p}+e^{\sigma_{q} t} v^{q}=0 \quad \text { in } \mathbb{R} \tag{2.1}
\end{equation*}
$$

where $\sigma_{p}=\alpha+2-\alpha p$ and $\sigma_{q}=\alpha+2-\alpha q$. Equation (2.1) is the Euler-Lagrange equation of the functional

$$
\begin{equation*}
I(v)=\int_{-\infty}^{\infty}\left(\frac{1}{2}\left(v^{\prime}\right)^{2}+\frac{\alpha^{2}}{2} v^{2}-e^{\sigma_{p} t} \frac{|v|^{p+1}}{p+1}-e^{\sigma_{q} t} \frac{|v|^{q+1}}{q+1}\right) d t \tag{2.2}
\end{equation*}
$$

When $p$ and $q$ are given by (1.5), $\sigma_{p}=1-\alpha \varepsilon$ and $\sigma_{q}=-\alpha \delta$. In the sequel, for $\delta>0$, we always work with $\varepsilon$ in the range $\delta / C \leq \varepsilon \leq C \delta$, for some fixed $C>1$.

For small $\varepsilon, \delta>0$ a first approximation to a solution of (2.1) is given by

$$
\begin{equation*}
U_{0}(t)=\gamma_{N} 2^{-\alpha} \cosh (t)^{-\alpha}, \quad t \in \mathbb{R} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{N}=(N(N-2))^{(N-2) / 4} \tag{2.4}
\end{equation*}
$$

$U_{0}$ satisfies

$$
U_{0}^{\prime \prime}-\alpha^{2} U_{0}+U_{0}^{\frac{N+2}{N-2}}=0 .
$$

In the original variables, this function is the standard bubble

$$
u_{0}(x)=\gamma_{N} \frac{1}{\left(1+|x|^{2}\right)^{(N-2) / 2}}
$$

and satisfies

$$
\Delta u_{0}+u_{0}^{\frac{N+2}{N-2}}=0, u_{0}>0 \text { in } \mathbb{R}^{N}
$$

Thus $U_{0}$ corresponds to a function with rapid decay. The translate $U_{0}(t-\xi)$ becomes a good approximation of (2.1) as $\xi \rightarrow-\infty$ and $\varepsilon, \delta \rightarrow 0$. To achieve an approximation with slow decay, we set $\beta=1 /(p-1)$ and define

$$
U(t)=\gamma_{N} \frac{e^{\alpha t}}{\left(1+e^{2 t}\right)^{\beta}}, \text { in } \mathbb{R} .
$$

If $q=2 p-1, U$ is solution of (2.1) with one bump. As in [3] and [2], one can find a multibump solution of (2.1) starting with

$$
\begin{equation*}
V(t)=\sum_{j=1}^{k} U\left(t-\xi_{j}\right) \tag{2.5}
\end{equation*}
$$

where $\xi_{j} \in \mathbb{R}$ are parameters to be adjusted. After a change of variables, $V$ is, at main order, the solution in the statement of Theorem 1.1.

The location of the points $\xi_{j}, j=1, \ldots k$, can be determined by an expansion of $I(V)$. Indeed, assuming they are sufficiently separated, we have

$$
I(V)=-c_{1} \sum_{j=1}^{k} e^{\xi_{j}}-c_{2} \sum_{j=1}^{k-1} e^{\alpha\left(\xi_{j+1}-\xi_{j}\right)}+c_{3} \delta \sum_{j=1}^{k} \xi_{j}+k c_{0}+A \delta+o(\delta)
$$

where $c_{1}, c_{2}, c_{3}, A, c_{0}$ are constants; see Proposition 3.1 , where the values of these constants are given. Note that $c_{1}, c_{2}, c_{3}>0$. To yield a solution, $\xi_{1}, \ldots, \xi_{k}$ must be close to a critical point of the above functional. To see this more clearly, write

$$
\begin{align*}
\xi_{1} & =\log \delta-\log \Lambda_{1} \\
\xi_{j+1} & =\xi_{j}+\frac{1}{\alpha} \log \delta-\log \Lambda_{j+1} \quad \text { for } j=1, \ldots, k-1, \tag{2.6}
\end{align*}
$$

where

$$
\begin{equation*}
\frac{1}{M} \leq \Lambda_{j} \leq M \text { for all } j=1, \ldots, k \tag{2.7}
\end{equation*}
$$

and $M>1$ is a constant to be fixed later. Note that

$$
\xi_{j}=\left(1+\frac{j-1}{\alpha}\right) \log \delta-\sum_{i=1}^{j} \log \Lambda_{i} \quad \text { for } j=1, \ldots, k .
$$

With this choice of the points $\xi_{j}, I(V)$ takes the form

$$
\begin{aligned}
& -c_{1} \delta \Lambda_{1}^{-1}-c_{2} \delta \sum_{j=2}^{k} \Lambda_{j}^{-\alpha} \\
& \quad-c_{3} \delta \sum_{j=1}^{k}(k-j+1) \log \Lambda_{j}+c_{3} k\left(1+\frac{k-1}{\alpha}\right) \delta \log \delta+k c_{0}+A \delta+o(\delta)
\end{aligned}
$$

Note that

$$
\varphi\left(\Lambda_{1}, \ldots, \Lambda_{k}\right)=\frac{c_{1}}{\Lambda_{1}}+c_{3} k \log \Lambda_{1}+\sum_{j=2}^{k}\left(c_{2} \Lambda_{j}^{-\alpha}+(k-j+1) c_{3} \log \Lambda_{j}\right)
$$

has a unique critical point $\Lambda^{*}=\left(\Lambda_{1}^{*}, \ldots, \Lambda_{k}^{*}\right)$, given by

$$
\begin{equation*}
\Lambda_{1}^{*}=\frac{c_{1}}{k c_{3}}, \quad \Lambda_{j}^{*}=\left(\frac{c_{2} \alpha}{c_{3}(k-j+1)}\right)^{1 / \alpha}, j=2, \ldots, k \tag{2.8}
\end{equation*}
$$

and that this critical point is a nondegenerate minimum. In the sequel, we fix the number $M$ in (2.7) so that $\Lambda_{i}^{*} \in(1 / 2 M, 2 M), i=1, \ldots k$.

To find a solution $v$ of (2.1) close to $V$, we perform a Lyapunov-Schmidt reduction, i.e., we look for a solution $v$ of the form $v=V+\phi$, where $\phi$ is a lower order correction. We find the following equation for $\phi$ :

$$
\begin{equation*}
L \phi+E+N(\phi)=0 \text { in } \mathbb{R}, \tag{2.9}
\end{equation*}
$$

where

$$
\begin{align*}
L \phi & =\phi^{\prime \prime}-\alpha^{2} \phi+\left(p e^{\sigma_{p} t} V^{p-1}+q e^{\sigma_{q} t} V^{q-1}\right) \phi  \tag{2.10}\\
N(\phi) & =e^{\sigma_{p} t}\left((V+\phi)^{p}-V^{p}-p V^{p-1} \phi\right)+e^{\sigma_{q} t}\left((V+\phi)^{q}-V^{q}-q V^{q-1} \phi\right), \\
E & =V^{\prime \prime}-\alpha^{2} V+e^{\sigma_{p} t} V^{p}+e^{\sigma_{q} t} V^{q}
\end{align*}
$$

The perturbation $\phi: \mathbb{R} \rightarrow \mathbb{R}$ is small in an appropriate norm, defined by $\|\phi\|_{*}=$ $\sup _{t \in \mathbb{R}}|\phi(t)| / w(t)$, where

$$
w(t)= \begin{cases}e^{-(\alpha+\tau)\left(t-\xi_{1}\right)} & \text { if } t \geq \xi_{1}  \tag{2.12}\\ \sum_{i=1}^{k} e^{-\nu\left|t-\xi_{i}\right|} & \text { if } t \leq \xi_{1}\end{cases}
$$

for small $\tau>0$ and $0<\nu<\min (2, \alpha)$. To motivate this choice of norm, we remark that the exponential decay of $\phi$ between the points $\xi_{j}$ is expected because away from these points, the dominant terms in (2.1) are the linear ones $\phi^{\prime \prime}-\alpha^{2} \phi$. Bounded solutions then have exponential decay away from the $\xi_{j}$ of the form $e^{-\nu\left|t-\xi_{i}\right|}$ with $0<v<\alpha$. In general, for $t \geq \xi_{1}$, one can expect the same behavior. However, the solution we are looking for has slow decay as $t \rightarrow+\infty$ in the sense that it behaves like $e^{(\alpha-2 \beta) t}$ as $t \rightarrow+\infty$, where $\beta=1 /(p-1)$.

We want to use the contraction mapping principle to solve our nonlinear problem. For this, we need for $\phi$ to decay more rapidly than $e^{-\alpha t}$ as $t \rightarrow+\infty$. To see this, observe that

$$
e^{\sigma_{p} t}\left((V+\phi)^{p}-V^{p}-p V^{p-1} \phi\right) \sim e^{\sigma_{p} t} V^{p-2} \phi^{2} \sim e^{\sigma_{p} t+(\alpha-2 \beta)(p-2) t} \phi^{2}
$$

where $\beta=1 /(p-1)$. Also $\sigma_{p}+(\alpha-2 \beta)(p-2)=2 \beta-\alpha=\alpha+O(\varepsilon)$. Hence, if there exists a constant $A$ such that $\phi$ satisfies $|\phi(t)| \leq A e^{-m\left|t-\xi_{1}\right|}$ for $t \geq \xi_{1}$, the first term in $N(\phi)$ is of the form

$$
C A^{2} e^{(\alpha+O(\epsilon)) \xi_{1}} e^{(\alpha+O(\epsilon)-2 m)\left(t-\xi_{1}\right)} \quad t \geq \xi_{1} .
$$

The contraction principle then applies if $m$ satisfies $\alpha+O(\epsilon)-2 m \leq-m$ for small $\epsilon$, which leads to the choice $m=\alpha+\tau$ for some $\tau>0$.

Having introduced a suitable norm for application of the contraction mapping principle, let us look at the error $E$ defined by (2.11). Note that $E$ contains a term of the form $S e^{(\alpha-2 \beta) t}$, where $S$ is a function of $\varepsilon, \delta, \Lambda_{1}, \ldots, \Lambda_{k}$, which we call the slowly decaying part, and other terms, which decay more rapidly. Since $\beta=\alpha+O(\varepsilon),\|E\|_{*}=+\infty$ unless $S=0$. In Proposition 4.1, we prove that there exists a function $\varepsilon_{k}\left(\delta, \Lambda_{1}, \ldots, \Lambda_{k}\right)>0$ such that $S=0$ if $\varepsilon=\varepsilon_{k}\left(\delta, \Lambda_{1}, \ldots, \Lambda_{k}\right)$, and then also $\|E\|_{*} \leq C \delta^{\theta}$ for some $\theta>1 / 2$ and all $\delta>0$ small. The function $\varepsilon_{k}\left(\delta, \Lambda_{1}, \ldots, \Lambda_{k}\right)$ is at main order of the form $C \delta / \Lambda_{1}$ for some constant $C$.

Using the contraction mapping principle and a suitable right inverse of $L$, constructed in Section 5, which preserves the norm $\left\|\|_{*}\right.$, we prove in Section 6 that for small enough $\delta>0$ and $\varepsilon=\varepsilon_{k}(\Lambda, \delta)$, there exists a solution $\phi$ of the nonlinear projected problem

$$
L \phi+E+N(\phi)=\sum_{i=1}^{k} c_{i} \tilde{Z}_{i}
$$

which satisfies $\|\phi\|_{*} \leq A \delta^{\theta}$ for a suitable constant $A>0$. Here, the $\tilde{Z}_{i}$ are defined in (5.2). Finally, to find a solution of (2.9), it remains to verify that there exists $\Lambda=\left(\Lambda_{1}, \ldots, \Lambda_{k}\right)$ such that the constants $c_{i}$ all vanish. We do this in Section 6.

## 3 Expansion of the energy

Proposition 3.1. Let $M>1$, and $k>2$ be an integer. Let $\xi_{1}, \ldots, \xi_{k}$ be given by (2.6), $\Lambda=\left(\Lambda_{1}, \ldots, \Lambda_{k}\right) \in[1 / M, M]^{k}$, and $V$ be given by (2.5). If $0<\varepsilon=O(\delta)$ as $\delta \rightarrow 0$, the functional I of (2.2) satisfies

$$
I(V)=-\delta \varphi(\Lambda)+k c_{0}+A \delta+B \delta \log \delta+\delta \Theta_{\delta}(\Lambda)
$$

where

$$
\varphi\left(\Lambda_{1}, \ldots, \Lambda_{k}\right)=\frac{c_{1}}{\Lambda_{1}}+c_{3} k \log \Lambda_{1}+\sum_{j=2}^{k}\left(c_{2} \Lambda_{j}^{-\alpha}+(k-j+1) c_{3} \log \Lambda_{j}\right)
$$

and $\Theta_{\delta} \rightarrow 0$ in $C^{1}$ norm on $[1 / M, M]^{k}$ as $\delta \rightarrow 0$. The constants are given by

$$
\begin{align*}
& c_{0}=\frac{1}{2} \int_{-\infty}^{\infty}\left(\left(U_{0}^{\prime}\right)^{2}+\alpha^{2} U_{0}^{2}\right)-\frac{1}{2^{*}} \int_{-\infty}^{\infty} U_{0}^{2^{*}}, \\
& c_{1}=\frac{N-2}{2 N-2} \int_{-\infty}^{\infty} e^{t} U_{0}^{\frac{2 N-2}{N-2}} d t  \tag{3.1}\\
& c_{2}=\frac{\gamma_{N}}{2} \int_{-\infty}^{\infty} U_{0}(t)^{2^{*}-1} e^{\alpha t} d t  \tag{3.2}\\
& c_{3}=\frac{\alpha}{2^{*}} \int_{-\infty}^{\infty} U_{0}^{2^{*}} d t  \tag{3.3}\\
& A=\frac{k}{\left(2^{*}\right)^{2}} \int_{-\infty}^{\infty} U_{0}^{2^{*}}-\frac{k}{2^{*}} \int_{-\infty}^{\infty} U_{0}^{2^{*}} \log U_{0}, \\
& B=\frac{\alpha}{2^{*}} k\left(1+\frac{k-1}{2 \alpha}\right) \int_{-\infty}^{\infty} U_{0}^{2^{*}},
\end{align*}
$$

where $2^{*}=2 N /(N-2)$.
These constants can be explicitly computed using the identity

$$
\int_{-\infty}^{\infty} \cosh (s)^{-q} e^{-\mu s} d s=2^{q-1} \frac{\Gamma\left(\frac{q-\mu}{2}\right) \Gamma\left(\frac{q+\mu}{2}\right)}{\Gamma(q)}
$$

for all $\mu \in \mathbb{R}$ and $q>\max \{\mu,-\mu\}$. Note that $c_{1}, c_{2}, c_{3}>0$.
Proof. We write $I=I_{1}+I_{2}+I_{3}+I_{4}+I_{5}$, where

$$
\begin{aligned}
& I_{1}(v)=\int_{-\infty}^{\infty}\left(\frac{1}{2}\left(v^{\prime}\right)^{2}+\frac{\alpha^{2}}{2} v^{2}-\frac{|v|^{2^{*}}}{2^{*}}\right) \\
& I_{2}(v)=\frac{1}{2^{*}} \int_{-\infty}^{\infty}\left(|v|^{2^{*}}-|v|^{q+1}\right)+\left(\frac{1}{2^{*}}-\frac{1}{q+1}\right) \int_{-\infty}^{\infty} e^{\sigma_{q} t}|v|^{q+1} \\
& I_{3}(v)=\int_{-\infty}^{\infty}\left(1-e^{\sigma_{q} t}\right) \frac{|v|^{q+1}}{2^{*}} \\
& I_{4}(v)=-\int_{-\infty}^{\infty} e^{\sigma_{p} t} \frac{|v|^{p+1}}{p+1}
\end{aligned}
$$

following the computation in [3, Lemma 1.3]. Let us start with the computation of $I_{2}(V)$. Since $q=p^{*}+\delta$, recalling that $U$ depends on $\varepsilon$ and $\varepsilon=O(\delta)$, we have

$$
\begin{aligned}
\frac{1}{2^{*}} \int_{-\infty}^{\infty}\left(V^{2^{*}}-V^{q+1}\right) & =-\frac{\delta}{2^{*}} \int_{-\infty}^{\infty} V^{2^{*}} \log V+o(\delta)=-\frac{k \delta}{2^{*}} \int_{-\infty}^{\infty} U^{2^{*}} \log U+o(\delta) \\
& =-\frac{k \delta}{2^{*}} \int_{-\infty}^{\infty} U_{0}^{2^{*}} \log U_{0}+o(\delta)
\end{aligned}
$$

The second term in $I_{2}(V)$ is

$$
\frac{\delta}{\left(2^{*}\right)^{2}} \int_{-\infty}^{\infty} e^{\sigma_{q} t} V^{q+1}+o(\delta)=\frac{\delta}{\left(2^{*}\right)^{2}} \int_{-\infty}^{\infty} e^{\sigma_{q} t} V^{2^{*}}+o(\delta)=\frac{\delta k}{\left(2^{*}\right)^{2}} \int_{-\infty}^{\infty} U_{0}^{2^{*}}+o(\delta)
$$

Therefore,

$$
\begin{equation*}
I_{2}(V)=A \delta+o(\delta) \tag{3.4}
\end{equation*}
$$

Regarding $I_{3}(V)$, we have

$$
\begin{aligned}
I_{3}(V) & =\frac{\alpha \delta}{2^{*}} \int_{-\infty}^{\infty} t V(t)^{q+1} d t+o(\delta)=\frac{\alpha \delta}{2^{*}} \sum_{i=1}^{k} \int_{-\infty}^{\infty} t U\left(t-\xi_{i}\right)^{q+1} d t+o(\delta) \\
& =\frac{\alpha \delta}{2^{*}} \sum_{i=1}^{k} \xi_{i} \int_{\infty}^{\infty} U_{0}^{2^{*}}+o(\delta)
\end{aligned}
$$

Since $\xi_{i}$ are given by (2.6),

$$
\begin{equation*}
I_{3}(V)=\frac{\alpha \delta}{2^{*}} \int_{\infty}^{\infty} U_{0}^{2^{*}}\left[k\left(1+\frac{k-1}{2 \alpha}\right) \log \delta-\sum_{i=1}^{k}(k-i+1) \log \Lambda_{i}\right]+o(\delta) \tag{3.5}
\end{equation*}
$$

For $I_{4}(V)$, we see that

$$
\begin{aligned}
I_{4}(V) & =-\frac{1}{p+1} \int_{-\infty}^{\infty} e^{\sigma_{p} t} V^{p+1}=-\frac{1}{p+1} \int_{-\infty}^{\infty} e^{\sigma_{p} t} U\left(t-\xi_{1}\right)^{p+1}+o(\delta) \\
& =-\frac{e^{\sigma_{p} \xi_{1}}}{p+1} \int_{-\infty}^{\infty} e^{\sigma_{p} t} U(t)^{p+1}+o(\delta)=-\frac{\delta \Lambda_{1}^{-1}}{p+1} \int_{-\infty}^{\infty} e^{\sigma_{p} t} U(t)^{p+1}+o(\delta) \\
& =-\frac{\delta}{\Lambda_{1}} \frac{N-2}{2 N-2} \int_{-\infty}^{\infty} e^{t} U_{0}(t)^{\frac{2 N-2}{N-2}} d t+o(\delta)
\end{aligned}
$$

Finally, we compute $I_{1}(V)$. Writing $U_{i}(t)=U\left(t-\xi_{i}\right)$, we have

$$
\begin{aligned}
I_{1}(V) & =\int_{-\infty}^{\infty}\left(\frac{1}{2}\left(\sum_{i} U_{i}^{\prime}\right)^{2}+\frac{\alpha^{2}}{2}\left(\sum_{i} U_{i}\right)^{2}-\frac{1}{2^{*}}\left(\sum_{i} U_{i}\right)^{2^{*}}\right) \\
& =k I_{U}+\frac{1}{2} \sum_{i \neq j} \int_{-\infty}^{\infty}\left(-U_{i}^{\prime \prime}+\alpha^{2} U_{i}\right) U_{j}-\frac{1}{2^{*}} \int_{-\infty}^{\infty}\left[\left(\sum_{i} U_{i}\right)^{2^{*}}-\sum_{i} U_{i}^{2^{*}}\right],
\end{aligned}
$$

where we have set

$$
I_{U}=\frac{1}{2} \int_{-\infty}^{\infty}\left(\left(U^{\prime}\right)^{2}+\alpha^{2} U^{2}\right)-\frac{1}{2^{*}} \int_{-\infty}^{\infty} U^{2^{*}}
$$

Note that

$$
\begin{equation*}
I_{U}=c_{0}+o(\delta) \quad \text { as } \delta \rightarrow 0 \tag{3.7}
\end{equation*}
$$

Indeed, $I_{U}$ is a function of $\varepsilon$, and

$$
\frac{d}{d \varepsilon} I_{U}=\int_{-\infty}^{\infty}\left(-U^{\prime \prime}+\alpha^{2} U-U^{2^{*}-1}\right) \frac{\partial U}{\partial \varepsilon}
$$

so that $\frac{d}{d \varepsilon} I_{U}=0$ at $\varepsilon=0$. Let $F_{i}(t)=F\left(t-\xi_{i}\right)$, where $F=-U^{\prime \prime}+\alpha^{2} U-U^{2^{*}-1}$. Then, by (3.7),

$$
I_{1}(V)=\frac{1}{2} \sum_{i \neq j} \int_{-\infty}^{\infty}\left(U_{i}^{2^{*}-1}+F_{i}\right) U_{j}-\frac{1}{2^{*}} \int_{-\infty}^{\infty}\left[\left(\sum_{i} U_{i}\right)^{2^{*}}-\sum_{i} U_{i}^{2^{*}}\right]+k c_{0}+o(\delta) .
$$

Letting

$$
t_{1}=0, \quad t_{j}=\left(1+\frac{j-1 / 2}{\alpha}\right) \log \delta, \quad j=2, \ldots, k-1, \quad t_{k}=-\infty
$$

we can write

$$
I_{1}(V)=-\frac{1}{2} \sum_{i=1}^{k} \sum_{j \neq i} \int_{t_{i}}^{t_{i-1}} U_{i}^{2^{*}-1} U_{j}+k c_{0}+R
$$

where $R$ is given by

$$
\begin{aligned}
R= & \frac{1}{2} \sum_{i=1}^{k} \sum_{j \neq i} \int_{t_{i}}^{t_{i-1}} F_{i} U_{j}+\frac{1}{2} \sum_{i=1}^{k} \sum_{j \neq i} \int_{\mathbb{R} \backslash\left[t_{i}, t_{i-1}\right]} U_{i}^{2^{*}-1} U_{j}+\frac{1}{2^{*}} \sum_{i=1}^{k} \sum_{j \neq i} \int_{t_{i}}^{t_{i-1}} U_{j}^{2^{*}} \\
& -\frac{1}{2^{*}} \sum_{i=1}^{k} \int_{t_{i}}^{t_{i}-1}\left[\left(U_{i}+\sum_{j \neq i} U_{j}\right)^{2^{*}}-U_{i}^{2^{*}}-2^{*} U_{i}^{2^{*}-1} \sum_{j \neq i} U_{j}\right]+o(\delta)
\end{aligned}
$$

If $|i-j| \geq 2$, then $\int_{t_{i}}^{t_{i-1}} U_{i}^{2^{*}-1} U_{j}=o(\delta)$. We have the expansions

$$
\begin{aligned}
& U(t)=\gamma_{N} e^{\alpha t}\left(1+O\left(e^{2 t}\right)\right) \quad \text { as } t \rightarrow-\infty \\
& U(t)=\gamma_{N} e^{(\alpha-2 \beta) t}\left(1+O\left(e^{-2 t}\right)\right) \quad \text { as } t \rightarrow+\infty
\end{aligned}
$$

Therefore, for $i=1, \ldots, k-1$ and $j=i+1$,

$$
\begin{aligned}
\int_{t_{i}}^{t_{i-1}} U_{i}^{2^{*}-1} U_{j} & =\int_{t_{i}-\xi_{i}}^{t_{i-1}-\xi_{i}} U(t)^{\frac{N+2}{N-2}} U\left(t-\left(\xi_{i+1}-\xi_{i}\right)\right) d t \\
& =\gamma_{N} \int_{t_{i}-\xi_{i}}^{t_{i-1}-\xi_{i}} U(t)^{\frac{N+2}{N-2}} e^{(\alpha-2 \beta)\left(t-\left(\xi_{i+1}-\xi_{i}\right)\right)}\left(1+O\left(e^{2\left(t-\left(\xi_{i+1}-\xi_{i}\right)\right)}\right)\right) d t \\
& =\gamma_{N} \delta^{\frac{2 \beta-\alpha}{\alpha}} \Lambda_{i+1}^{\alpha-2 \beta} \int_{t_{i}-\xi_{i}}^{t_{i-1}-\xi_{i}} U(t)^{\frac{N+2}{N-2}} e^{(\alpha-2 \beta) t}\left(1+O\left(e^{2\left(t-\left(\xi_{i+1}-\xi_{i}\right)\right)}\right)\right) d t \\
& =\gamma_{N} \delta \Lambda_{i+1}^{-\alpha} \int_{-\infty}^{\infty} U_{0}(t)^{\frac{N+2}{N-2}} e^{-\alpha t} d t+o(\delta)
\end{aligned}
$$

A similar calculation shows that if $i=2, \ldots, k$ and $j=i-1$, then

$$
\int_{t_{i}}^{t_{i-1}} U_{i}^{2^{*}-1} U_{j}=\gamma_{N} \delta \Lambda_{i}^{-\alpha} \int_{-\infty}^{\infty} U_{0}(t)^{\frac{N+2}{N-2}} e^{\alpha t} d t+o(\delta)
$$

Now $R=o(\delta)$ as $\delta \rightarrow 0$. Indeed,

$$
\begin{aligned}
\int_{t_{i}}^{t_{i-1}}\left[\left(U_{i}+\sum_{j \neq i} U_{j}\right)^{2^{*}}-U_{i}^{2^{*}}\right. & \left.-2^{*} U_{i}^{2^{*}-1} \sum_{j \neq i} U_{j}\right] \leq C \int_{t_{i}}^{t_{i}-1} U_{i}^{2^{*}-2} \sum_{j \neq i} U_{j}^{2} \\
& \leq C \int_{0}^{\frac{1}{2 \alpha}|\log \delta|} e^{-\alpha \frac{4}{N-2} t} e^{-2 \alpha\left(\frac{1}{\alpha}|\log \delta|-t\right)} d t \\
& \leq C \delta^{2} \int_{0}^{\frac{1}{2 \alpha}|\log \delta|} e^{2 \alpha \frac{N-4}{N-2} t} d t
\end{aligned}
$$

which is $O\left(\delta^{1+\frac{2}{N-2}}\right)$ if $N \geq 5, O\left(\delta^{2}|\log \delta|\right)$ if $N=4$, and $O\left(\delta^{2}\right)$ if $N=3$. The other terms in $R$ can be handled similarly. Therefore,

$$
\begin{equation*}
I_{1}(V)=-\delta \gamma_{N} \int_{-\infty}^{\infty} U_{0}(t)^{\frac{N+2}{N-2}} e^{\alpha t} d t \sum_{j=2}^{k} \Lambda_{j}^{-\alpha}+k c_{0}+o(\delta) \tag{3.8}
\end{equation*}
$$

Combining (3.4), (3.5), (3.6), and (3.8), we arrive at

$$
I(V)=-\delta \varphi(\Lambda)+k c_{0}+A \delta+B \delta \log \delta+o(\delta) \quad \text { as } \delta \rightarrow 0
$$

for some constants $A, B$, with $o(\delta)$ uniformly in the region $\Lambda_{i} \in[1 / M, M]$, $i=1, \ldots, k$. A similar calculation shows that this expansion is also valid in the $C^{1}$ norm with respect to $\Lambda=\left(\Lambda_{1}, \ldots, \Lambda_{k}\right)$.

## 4 Error estimate

Proposition 4.1. Let $k \geq 2$ be an integer and $M>1$. Let $\xi_{1}, \ldots, \xi_{k}$ be given by (2.6), $\Lambda=\left(\Lambda_{1}, \ldots, \Lambda_{k}\right) \in[1 / M, M]^{k}$, and $E$ be given by (2.11). For sufficiently small $v>0$ and $\tau>0$ in (2.12), there exist $\delta_{0}>0, \theta>1 / 2$, and a function $\varepsilon_{k}\left(\delta, \Lambda_{1}, \ldots, \Lambda_{k}\right)>0$ such that

$$
\|E\|_{*} \leq C \delta^{\theta}
$$

for $0<\delta \leq \delta_{0}$ and $\varepsilon=\varepsilon_{k}\left(\delta, \Lambda_{1}, \ldots, \Lambda_{k}\right)$, with the constant $C$ independent of $\delta$. The function $\varepsilon_{k}$ is $C^{1}$ and satisfies

$$
\begin{align*}
\varepsilon_{k}\left(\delta, \Lambda_{1}, \ldots, \Lambda_{k}\right) & =\frac{\gamma_{N}^{p-1}}{4 \alpha^{3} \Lambda_{1}} \delta+o(\delta) \quad \text { as } \delta \rightarrow 0  \tag{4.1}\\
\frac{\partial \varepsilon_{k}}{\partial \Lambda_{i}}\left(\delta, \Lambda_{1}, \ldots, \Lambda_{k}\right) & =O(\delta) \quad \text { as } \delta \rightarrow 0 \tag{4.2}
\end{align*}
$$

where $o(\delta), O(\delta)$ are uniform in the region $\Lambda \in[1 / M, M]^{k}$.
Proof. Let us write $U_{j}(t)=U\left(t-\xi_{j}\right), V=\sum_{j=1}^{k} U_{j}$, and $E=\sum_{j=1}^{k} E_{j}+A+B$, where

$$
\begin{aligned}
E_{j} & =U_{j}^{\prime \prime}-\alpha^{2} U_{j}+e^{\sigma_{p} t} U_{j}^{p}+e^{\sigma_{q} t} U_{j}^{q} \\
A & =e^{\sigma_{p} t}\left(V^{p}-\sum_{j=1}^{k} U_{j}^{p}\right), \text { and } \\
B & =e^{\sigma_{q} t}\left(V^{q}-\sum_{j=1}^{k} U_{j}^{q}\right) .
\end{aligned}
$$

Let $\beta=1 /(p-1)=\alpha-\varepsilon \alpha^{2}+O\left(\varepsilon^{2}\right)$. Then a computation shows that

$$
\begin{aligned}
& U_{j}^{\prime \prime}-\alpha^{2} U_{j}+e^{\sigma_{p} t} U_{j}^{p}=\left[e^{\sigma_{p} \xi_{j}} \gamma_{N}^{p}+4 \gamma_{N} \beta(\beta-\alpha)\right] \frac{e^{(\alpha+2)\left(t-\xi_{j}\right)}}{\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{\beta+1}} \\
&-4 \gamma_{N} \beta(\beta+1) \frac{e^{(\alpha+2)\left(t-\xi_{j}\right)}}{\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{\beta+2}}
\end{aligned}
$$

Note that the terms $U_{j}^{\prime \prime}-\alpha^{2} U_{j}+e^{\sigma_{p} t} U_{j}^{p}$ of $E_{j}$ have slow decay, i.e.,

$$
U_{j}^{\prime \prime}-\alpha^{2} U_{j}+e^{\sigma_{p} t} U_{j}^{p} \sim e^{(\alpha-2 \beta) t} \quad \text { as } t \rightarrow \infty
$$

Define the slowly decaying part of $E_{j}$ as

$$
S_{j}=\chi_{\left[t \geq \xi_{1} / 2\right]}\left(4 \gamma_{N} \beta(\beta-\alpha) e^{-(\alpha-2 \beta) \xi_{j}}+\gamma_{N}^{p} e^{-(\alpha-2 \beta) p \xi_{j}}\right) e^{(\alpha-2 \beta) t}
$$

where $\chi_{\left[t \geq \xi_{1} / 2\right]}$ is the indicator function of the set $\left[\xi_{1} / 2,+\infty\right)$ and $\tilde{E}_{j}=E_{j}-S_{j}$. The term $A$ also has a slowly decaying part,

$$
S_{A}=\chi_{\left[t \geq \xi_{1} / 2\right]} \gamma_{N}^{p}\left[\left(\sum_{j=1}^{k} e^{-(\alpha-2 \beta) \xi_{j}}\right)^{p}-\sum_{j=1}^{k} e^{-(\alpha-2 \beta) p \xi_{j}}\right] e^{(\alpha-2 \beta) t} .
$$

Set $\tilde{A}=A-S_{A}$. Given small $\delta>0$ and $\xi_{1}, \ldots, \xi_{k}$ satisfying (2.6) and (2.7), choose $\varepsilon>0$ such that $\sum_{j=1}^{k} S_{j}+S_{A}=0$, which is equivalent to

$$
\begin{equation*}
0=4 \gamma_{N} \beta(\beta-\alpha) \sum_{j=1}^{k} e^{-(\alpha-2 \beta) \xi_{j}}+\gamma_{N}^{p}\left(\sum_{j=1}^{k} e^{-(\alpha-2 \beta) \xi_{j}}\right)^{p} . \tag{4.3}
\end{equation*}
$$

By (2.6), at main order (in $\varepsilon$ and $\delta$ ), this equation has the form

$$
4 \gamma_{N} \beta(\beta-\alpha) e^{-(\alpha-2 \beta) \xi_{1}}+\gamma_{N}^{p} e^{-(\alpha-2 \beta) p \xi_{1}}=0
$$

so that we have the asymptotic expansion (4.1). The estimate (4.2) also follows from (4.3).

We claim that

$$
\begin{equation*}
\left\|\tilde{E}_{j}\right\|_{*} \leq C \delta^{1-2 \tau} \tag{4.4}
\end{equation*}
$$

for small $\delta>0$. To prove this, consider separately the regions $t \geq \xi_{1} / 2$ and $t \leq \xi_{1} / 2$. Using the formula for $S_{j}$, we have

$$
\tilde{E}_{j}=O\left(e^{(\alpha-2 \beta-2)\left(t-\xi_{j}\right)}\right)+O\left(e^{\sigma_{p} t} e^{((\alpha-2 \beta) p-2)\left(t-\xi_{j}\right)}\right)+O\left(e^{\sigma_{q} t} e^{(\alpha-2 \beta) q\left(t-\xi_{j}\right)}\right)
$$

for $t \geq \xi_{1} / 2$, from which we see that

$$
\sup _{t \geq \breve{\xi}_{1} / 2}\left|\tilde{E}_{j}\right| e^{(\alpha+\tau)\left(t-\xi_{1}\right)} \leq C \delta^{1-\tau / 2+O(\delta)} \leq C \delta^{1-\tau}
$$

for small $\delta>0$.
We now estimate in the interval $t \leq \xi_{1} / 2$, in which

$$
\begin{align*}
\tilde{E}_{j}= & -4 \gamma_{N} \beta(\alpha+1) \frac{e^{(\alpha+2)\left(t-\xi_{j}\right)}}{\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{\beta+1}}+4 \gamma_{N} \beta(\beta+1) \frac{e^{(\alpha+4)\left(t-\xi_{j}\right)}}{\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{\beta+2}} \\
& +e^{\sigma_{p} t} \gamma_{N}^{p} \frac{e^{\alpha p\left(t-\xi_{j}\right)}}{\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{\beta p}}+e^{\sigma_{q} t} \gamma_{N}^{q} \frac{e^{\alpha q\left(t-\xi_{j}\right)}}{\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{\beta q}}  \tag{4.5}\\
= & O(\delta)\left(1+|t|+\left|\xi_{j}\right|\right) e^{-(\alpha+O(\delta))\left|t-\xi_{j}\right|}
\end{align*}
$$

where $O(\delta)$ here designates a quantity bounded by a constant times $\delta$. From (4.5), we have

$$
\begin{equation*}
\sup _{t \leq \tilde{\xi}_{1}} e^{\nu\left|t-\xi_{i}\right|}\left|\tilde{E}_{j}\right| \leq C \delta \quad \text { for } i=1, \ldots, k \text {, } \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{\tilde{\xi}_{1} \leq t \leq \tilde{\xi}_{1} / 2} e^{(\alpha+\tau)\left|t-\xi_{1}\right|}\left|\tilde{E}_{j}\right| \leq C \delta^{1-2 \tau} \tag{4.7}
\end{equation*}
$$

for small $\delta>0$. Using (4.6), (4.7), we deduce (4.4).
Similarly, we estimate $\tilde{A}$ first in the interval $t \geq \xi_{1} / 2$. In this interval, $\tilde{A}=$ $A-S_{A}=A_{1}+A_{2}$, where

$$
A_{1}=\gamma_{N}^{p} e^{\sigma_{p} t} e^{(\alpha-2 \beta) p t}\left[\left(\sum_{j=1}^{k} \frac{e^{-(\alpha-2 \beta) \xi_{j}}}{\left(1+e^{2\left(\xi_{j}-t\right)}\right)^{\beta}}\right)^{p}-\left(\sum_{j=1}^{k} e^{-(\alpha-2 \beta) \xi_{j}}\right)^{p}\right]
$$

and

$$
A_{2}=-\gamma_{N}^{p} e^{\sigma_{p} t} e^{(\alpha-2 \beta) p t}\left[\sum_{j=1}^{k} \frac{e^{-(\alpha-2 \beta) p \xi_{j}}}{\left(1+e^{2\left(\xi_{j}-t\right)}\right)^{\beta p}}-\sum_{j=1}^{k} e^{-(\alpha-2 \beta) p \xi_{j}}\right] .
$$

Thus, $\left(1+s e^{2\left(\xi_{j}-t\right)}\right)^{-\beta-1}=O(1)$; so, by the Mean Value Theorem,

$$
\left|A_{1}\right| \leq C e^{\sigma_{p} t} e^{(\alpha-2 \beta) p t} \sum_{j=1}^{k} e^{-(\alpha-2 \beta) \xi_{j} p} e^{2\left(\xi_{j}-t\right)} \quad \text { for } t \geq \xi_{1} / 2 .
$$

We then compute

$$
\sup _{t \geq \tilde{\xi}_{1} / 2} e^{(\alpha+\tau)\left(t-\xi_{1}\right)}\left|A_{1}\right| \leq C \delta^{2-\tau / 2+O(\delta)} .
$$

Similarly,

$$
\sup _{t \geq \xi_{1} / 2} e^{(\alpha+\tau)\left(t-\xi_{1}\right)}\left|A_{2}\right| \leq C \delta^{2-\tau / 2+O(\delta)},
$$

and we deduce

$$
\begin{equation*}
\sup _{t \geq \xi_{1} / 2} e^{(\alpha+\tau)\left(t-\xi_{1}\right)}|\tilde{A}| \leq C \delta^{2-\tau / 2+O(\delta)} \tag{4.8}
\end{equation*}
$$

In the region $\xi_{1} \leq t \leq \xi_{1} / 2$, we have

$$
|A| \leq C e^{\sigma_{p} t}\left[\sum_{j=2}^{k} U\left(t-\xi_{j}\right) U\left(t-\xi_{1}\right)^{p-1}+\sum_{j=2}^{k} U\left(t-\xi_{j}\right)^{p}\right]
$$

which gives

$$
\begin{equation*}
\sup _{\xi_{1} \leq t \leq \tilde{\xi}_{1} / 2} e^{(\alpha+\tau)\left(t-\xi_{1}\right)}|A| \leq C \delta^{2-\tau / 2+O(\delta)} \tag{4.9}
\end{equation*}
$$

We now estimate the term $A$ for $t \leq \xi_{1}$. Using the fact that $e^{\sigma_{p} t} \leq C \delta^{1+O(\delta)}$ in this interval, we see that

$$
\begin{equation*}
\sup _{t \leq \xi_{1}} e^{\nu\left|t-\xi_{i}\right|}|A| \leq C \delta^{1+O(\delta)} \quad \text { for } i=1, \ldots, k \tag{4.10}
\end{equation*}
$$

Hence, by (4.8), (4.9) and (4.10), we find that $\|\tilde{A}\|_{*} \leq C \delta^{1+O(\delta)}$.
Finally, we estimate $\|B\|_{*}$. We claim that there exists $\theta>1 / 2$ such that

$$
\begin{equation*}
\|B\|_{*} \leq C \delta^{\theta} \tag{4.11}
\end{equation*}
$$

for $\delta>0$ sufficiently small. Indeed, let $i=1, \ldots, k-1$ and estimate

$$
\sup _{\zeta_{i+1} \leq t \leq \xi_{i}}\left(e^{\nu\left|t-\zeta_{i+1}\right|}+e^{\nu\left|t-\xi_{i}\right|}\right)|B|
$$

Let $\lambda \in(0,1 / 2)$, to be fixed later. Consider the three intervals

$$
\begin{aligned}
I_{1} & =\left[\xi_{i+1},(1-\lambda) \xi_{i+1}+\lambda \xi_{i}\right] \\
I_{2} & =\left[(1-\lambda) \xi_{i+1}+\lambda \xi_{i}, \lambda \xi_{i+1}+(1-\lambda) \xi_{i}\right] \\
I_{3} & =\left[\lambda \xi_{i+1}+(1-\lambda) \xi_{i}, \xi_{i}\right]
\end{aligned}
$$

The worst term in each sum of $B$ is either $U\left(t-\xi_{i+1}\right)^{q}$ or $U\left(t-\xi_{i}\right)^{q}$. We estimate

$$
\begin{aligned}
\sup _{t \in I_{2}} e^{\nu\left|t-\xi_{i}\right|} U\left(t-\xi_{i}\right)^{q} & \leq C \sup _{t \in I_{2}} e^{\nu\left(\tilde{\zeta}_{i}-t\right)} e^{-\alpha q\left(\tilde{\zeta}_{i}-t\right)} \leq C e^{(v-\alpha q) \xi_{i} i} \sup _{t \in I_{2}} e^{(\alpha q-v) t} \\
& =C \delta^{\lambda(q-\nu / \alpha)} .
\end{aligned}
$$

Since $q>1$, we may choose $v>0$ small so that $q-v / \alpha>1$. Then take $\lambda \in(0,1 / 2)$ such that

$$
\begin{equation*}
\lambda(q-v / \alpha)>\frac{1}{2} \tag{4.12}
\end{equation*}
$$

We also have

$$
\sup _{t \in I_{2}} e^{\nu\left|t-\zeta_{i+1}\right|} U\left(t-\xi_{i+1}\right)^{q} \leq C \delta^{\lambda(q-\nu / \alpha)}
$$

This gives

$$
\sup _{t \in I_{2}} \frac{|B|}{w(t)} \leq C \delta^{\lambda(q-\nu / \alpha)+O(\delta)} .
$$

We now compute

$$
\sup _{t \in I_{3}} e^{\nu\left|t-\xi_{i}\right|} e^{\sigma_{q} t}\left[\left(\sum_{j=1}^{k} U\left(t-\xi_{j}\right)\right)^{q}-\sum_{j=1}^{k} U\left(t-\xi_{j}\right)^{q}\right] .
$$

In this interval, $U\left(t-\xi_{i}\right)$ is dominant, so

$$
\begin{aligned}
\left(\sum_{j=1}^{k} U\left(t-\xi_{j}\right)\right)^{q} & =U\left(t-\xi_{i}\right)^{q}\left(1+\sum_{j \neq i}^{k} \frac{U\left(t-\xi_{j}\right)}{U\left(t-\xi_{i}\right)}\right)^{q} \\
& =U\left(t-\xi_{i}\right)^{q}+\sum_{j \neq i}^{k} O\left(U\left(t-\xi_{j}\right) U\left(t-\xi_{i}\right)^{q-1}\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\sup _{t \in I_{3}} e^{v\left|t-\xi_{i}\right|} e^{\sigma_{q} t} \mid & \left|\left(\sum_{j=1}^{k} U\left(t-\xi_{j}\right)\right)^{q}-\sum_{j=1}^{k} U\left(t-\xi_{j}\right)^{q}\right| \\
& \leq C \sup _{t \in I_{3}} e^{\nu\left|t-\xi_{i}\right|} e^{\sigma_{q} t}\left[\sum_{j \neq i}^{k} U\left(t-\xi_{j}\right) U\left(t-\xi_{i}\right)^{q-1}+\sum_{j=1}^{k} U\left(t-\xi_{j}\right)^{q}\right] .
\end{aligned}
$$

The worst case is $j=i+1$ in the first sum

$$
\begin{aligned}
& \sup _{t \in I_{3}} e^{\nu \mid t-\xi_{i} i} e^{\sigma_{q} t} U\left(t-\xi_{i+1}\right) U\left(t-\xi_{i}\right)^{q-1} \\
& \leq C e^{\nu \xi_{i}} e^{-(\alpha-2 \beta) \xi_{i+1}} e^{-\alpha \xi_{i}(q-1)} \sup _{t \in I_{3}} e^{-\nu t} e^{\sigma_{q} t} e^{(\alpha-2 \beta) t} e^{\alpha(q-1) t}
\end{aligned}
$$

If the sup is attained at $t=\xi_{i}$,

$$
\sup _{t \in I_{3}} e^{\nu\left|t-\xi_{i}\right|} e^{\sigma_{q} t} U\left(t-\xi_{i+1}\right) U\left(t-\xi_{i}\right)^{q-1}=C e^{\alpha\left(\xi_{i+1}-\xi_{i}\right)+O(\delta|\log \delta|)} \leq C \delta .
$$

If the sup is attained at $t=\lambda \xi_{i+1}+(1-\lambda) \xi_{i}$,

$$
\begin{aligned}
\sup _{t \in I_{3}} e^{\nu\left|t-\xi_{i}\right|} e^{\sigma_{q} t} U\left(t-\xi_{i+1}\right) U\left(t-\xi_{i}\right)^{q-1} & \leq C \delta^{(q-1-\nu / \alpha) \lambda} \delta^{(2 \beta-\alpha) / \alpha(1-\lambda)} e^{\delta|\log \delta|} \\
& \leq C \delta^{(q-\nu / \alpha) \lambda+1-2 \lambda}
\end{aligned}
$$

Since $\lambda \in(0,1 / 2),(q-v / \alpha) \lambda+1-2 \lambda>1 / 2$, by (4.12).
By similar estimates in the remaining intervals, we obtain the validity of (4.11) with $\theta=\lambda(q-v / \alpha)>1 / 2$.

## 5 The linearized equation

In this section, given $\xi_{1}, \ldots, \xi_{k} \in \mathbb{R}$ satisfying (2.6) and (2.7) for some fixed $M>1$, we study the linear problem

$$
\left\{\begin{array}{l}
L(\phi)=h+\sum_{i=1}^{k} c_{i} \tilde{Z}_{i} \quad \text { in } \mathbb{R}  \tag{5.1}\\
\lim _{t \rightarrow \pm \infty} \phi(t)=0
\end{array}\right.
$$

where $L$ is the operator defined in (2.10) and $\tilde{Z}_{i}$ is defined by

$$
\begin{equation*}
\tilde{Z}_{i}(t)=U_{0}^{\prime}\left(t-\xi_{i}\right) \eta\left(t-\xi_{i}\right) \tag{5.2}
\end{equation*}
$$

where $\eta \in C^{\infty}(\mathbb{R})$ is an even cut-off function, $\eta \geq 0$, such that $\operatorname{supp}(\eta)=[-R, R]$ and $R>0$ is a fixed constant. We also write $Z_{i}(t)=U_{0}^{\prime}\left(t-\xi_{i}\right)$.

The main result in this section is the following.
Proposition 5.1. Let $M>1$ and $k>2$ be an integer. Let $\xi_{1}, \ldots, \xi_{k} \in \mathbb{R}$ satisfy (2.6) and (2.7). Then there exist $\delta_{0}, C>0$ such that for $0<\delta \leq \delta_{0}$ and $0<\varepsilon \leq C \delta$, there exists a linear operator $T$ from $\|\cdot\|_{*}$ to $\left(\|\cdot\|_{*}, \mathbb{R}^{k}\right)$ such that $T(h)=\left(\phi, c_{1}, \ldots, c_{k}\right)$ solves (5.1) for all $h$ with $\|h\|_{*}<\infty$. Moreover,

$$
t\|\phi\|_{*} \leq C\|h\|_{*} \quad \text { and } \quad\left|c_{i}\right| \leq C\|h\|_{*}, \quad i=1, \ldots, k .
$$

For $\tau>0,0<\nu<\alpha$, and $\phi: \mathbb{R} \rightarrow \mathbb{R}$, define

$$
\begin{equation*}
\|\phi\|_{1}=\sup _{t \geq \xi_{1}}\left(e^{(\alpha+\tau)\left(t-\xi_{1}\right)}|\phi(t)|\right)+\sup _{t \leq \xi_{1}}\left(e^{\nu\left(\xi_{1}-t\right)}|\phi(t)|\right) . \tag{5.3}
\end{equation*}
$$

Lemma 5.2. Let $\tau>0$ and $0<\nu<\alpha$. For each $h$ such that $\|h\|_{1}<+\infty$, there exist a unique $\phi$ with $\|\phi\|_{1}<+\infty$ and $c_{1} \in \mathbb{R}$ such that

$$
\begin{equation*}
\phi^{\prime \prime}-\alpha^{2} \phi+2^{*} U_{0}\left(t-\xi_{1}\right)^{2^{*}-1} \phi=h+c_{1} \tilde{Z}_{1} \quad \text { in } \mathbb{R} . \tag{5.4}
\end{equation*}
$$

Moreover, there exists $C>0$ such that

$$
\begin{equation*}
\|\phi\|_{1} \leq C\|h\|_{1} \quad \text { and } \quad\left|c_{1}\right| \leq C\|h\|_{1} . \tag{5.5}
\end{equation*}
$$

Proof. Translating, if necessary, we may assume that $\xi_{1}=0$.
Let $U_{0}$ be the function defined by (2.3). Then $z_{1}=U_{0}^{\prime}$ satisfies

$$
\begin{equation*}
z_{1}(t)=-\gamma_{N} 2^{-\alpha} \alpha \cosh (t)^{-N / 2} \sinh (t) \tag{5.6}
\end{equation*}
$$

and the initial value problem

$$
\begin{gather*}
z^{\prime \prime}-\alpha^{2} z+2^{*} U_{0}^{2^{*}-1} z=0 \quad \text { in } \mathbb{R}  \tag{5.7}\\
z(0)=0 \quad \text { and } \quad z^{\prime}(0)=-2^{-\alpha} \alpha \gamma_{N}
\end{gather*}
$$

Let $z_{2}$ be the solution of (5.7) satisfying the initial conditions

$$
z(0)=1 \quad \text { and } \quad z^{\prime}(0)=0 .
$$

To prove uniqueness, observe that if $h=0$, multiplication of (5.4) by $z_{1}$ gives $c_{1}=0$. Then $\phi$ must be a linear combination of $z_{1}$ and $z_{2}$; and, since $\|\phi\|_{1}<+\infty$, $\phi=c z_{1}$ for some $c$. But again, because $\|\phi\|_{1}<+\infty, \phi=0$.

To prove existence, suppose that $\|h\|_{1}<\infty$ and $\int_{-\infty}^{\infty} h z_{1}=0$. The function

$$
\begin{equation*}
\phi(t)=\frac{2^{\alpha}}{\alpha \gamma_{N}}\left(z_{1}(t) \int_{t}^{\infty} z_{2}(s) h(s) d s-z_{2}(t) \int_{t}^{\infty} z_{1}(s) h(s) d s\right) \tag{5.8}
\end{equation*}
$$

is a solution of the linear problem

$$
\phi^{\prime \prime}-\alpha^{2} \phi+2^{*} U_{0}^{2^{*}-1} \phi=h \quad \text { in } \mathbb{R} .
$$

Moreover,

$$
\begin{equation*}
\|\phi\|_{1} \leq C\|h\|_{1} . \tag{5.9}
\end{equation*}
$$

Indeed, from (5.6), we have $z_{1}(t)=c e^{-\alpha|t|}+o\left(e^{-\alpha|t|}\right)$ as $t \rightarrow \pm \infty$ for some constant $c$. Furthermore, one can also prove that $z_{2}(t)=c^{\prime} e^{\alpha|t|}+o\left(e^{\alpha|t|}\right)$ as $t \rightarrow \pm \infty$ for some constant $c^{\prime} \neq 0$. Then (5.9) follows from (5.8) and the behaviors of $z_{1}, z_{2}$ at $\pm \infty$.

In the general case, when $h$ is not necessarily orthogonal to $z_{1}$, define

$$
c_{1}=-\frac{\int_{-\infty}^{\infty} h z_{1}}{\int_{-\infty}^{\infty} \tilde{Z}_{1} z_{1}}
$$

and apply the previous construction to $h+c_{1} \tilde{Z}_{1}$.
For $\phi: \mathbb{R} \rightarrow \mathbb{R}$, define the norm

$$
\begin{equation*}
\|\phi\|_{2}=\sup _{t \in \mathbb{R}}\left(\sum_{i=2}^{k} e^{-v \mid t-\xi_{i} i}\right)^{-1}|\phi(t)| . \tag{5.10}
\end{equation*}
$$

Lemma 5.3. Let $0<v<\alpha$ in (5.10). Then there exist $\delta_{0}, C>0$ such that for $0<\delta \leq \delta_{0}$ and $\|h\|_{2}<\infty$, there exist $c_{2}, \ldots, c_{k} \in \mathbb{R}$ and a unique solution $\phi$
with $\|\phi\|_{2}<+\infty$ of

$$
\left\{\begin{array}{l}
\phi^{\prime \prime}-\alpha^{2} \phi+2^{*} \sum_{i=2}^{k} U_{0}\left(t-\xi_{i}\right)^{2^{*}-1} \phi=h+\sum_{i=2}^{k} c_{i} \tilde{Z}_{i} \text { in } \mathbb{R}  \tag{5.11}\\
\int_{\mathbb{R}} \phi \tilde{Z}_{i}=0, \quad i=2, \ldots, k
\end{array}\right.
$$

Moreover,

$$
\begin{equation*}
\|\phi\|_{2} \leq C\|h\|_{2}, \quad\left|c_{i}\right| \leq C\|h\|_{2}, \quad i=2, \ldots, k \tag{5.12}
\end{equation*}
$$

The proof is similar to that of [2, Proposition 1].
Lemma 5.4. Let $0<v<\min (2, \alpha)$ and $\tau>0$. Then there are $\delta_{0}, C>0$ such that for $0<\delta \leq \delta_{0}$, there exists a linear operator $T_{0}$ from $\|\cdot\|_{*}$ to $\left(\|\cdot\|_{*}, \mathbb{R}^{k}\right)$ such that $T_{0}(h)=\left(\phi, c_{1}, \ldots, c_{k}\right)$ solves

$$
\begin{equation*}
\phi^{\prime \prime}-\alpha^{2} \phi+2^{*} \sum_{i=1}^{k} U_{0}\left(t-\xi_{i}\right)^{2^{*}-1} \phi=h+\sum_{i=1}^{k} c_{i} \tilde{Z}_{i} \text { in } \mathbb{R} \tag{5.13}
\end{equation*}
$$

for each $h$ with $\|h\|_{*}<\infty$, Moreover,

$$
\begin{equation*}
\|\phi\|_{*} \leq C\|h\|_{*} \quad \text { and } \quad\left|c_{i}\right| \leq C\|h\|_{*}, \quad i=1, \ldots, k \tag{5.14}
\end{equation*}
$$

Proof. Define

$$
\begin{equation*}
W_{i}(t)=2^{*} U_{0}\left(t-\xi_{i}\right)^{2^{*}-1} \tag{5.15}
\end{equation*}
$$

Let $\eta_{1}, \eta_{2} \in C^{\infty}(\mathbb{R})$ be such that $0 \leq \eta_{1}, \eta_{2} \leq 1$, and

$$
\begin{array}{ll}
\eta_{1} \equiv 1 \text { in }\left(-\infty,\left(1+\frac{1}{2 \alpha}\right) \log \delta\right], & \eta_{1} \equiv 0 \text { in }\left[\left(1+\frac{1}{4 \alpha}\right) \log \delta, \infty\right) \\
\eta_{2} \equiv 1 \text { in }\left(-\infty,\left(1+\frac{3}{4 \alpha}\right) \log \delta\right], & \eta_{2} \equiv 0 \text { in }\left[\left(1+\frac{1}{2 \alpha}\right) \log \delta, \infty\right)
\end{array}
$$

We look for a solution of (5.13) of the form $\phi=\phi_{1}+\phi_{2} \eta_{2}$. It suffices for $\phi_{1}, \phi_{2}$ to satisfy the system

$$
\begin{align*}
\phi_{1}^{\prime \prime}-\alpha^{2} \phi_{1}+W_{1} \phi_{1}= & \left(1-\eta_{2}\right) h+c_{1} \tilde{Z}_{1}-\left(1-\eta_{2}\right) \sum_{i=2}^{k} W_{i} \phi_{1},  \tag{5.16}\\
& -2 \phi_{2}^{\prime} \eta_{2}^{\prime}-\phi_{2} \eta_{2}^{\prime \prime} \\
\phi_{2}^{\prime \prime}-\alpha^{2} \phi_{2}+\sum_{i=2}^{k} W_{i} \phi_{2}= & \eta_{1} h+\sum_{i=2}^{k} c_{i} \tilde{Z}_{i}-\eta_{1} W_{1} \phi_{2}-\eta_{1} \sum_{i=2}^{k} W_{i} \phi_{1} \text { in } \mathbb{R} . \tag{5.17}
\end{align*}
$$

Define $\phi=T_{1}(h)$ to be the solution of (5.4) (Lemma 5.2) and $\phi=T_{2}(h)$ to be the solution of (5.11) obtained in Lemma 5.3. To find a solution of (5.16), (5.17) with the correct bounds, we are then led to the system

$$
\begin{align*}
\phi_{1} & =T_{1}\left[\left(1-\eta_{2}\right) h-\left(1-\eta_{2}\right) \sum_{i=2}^{k} W_{i} \phi_{1}-2 \phi_{2}^{\prime} \eta_{2}^{\prime}-\phi_{2} \eta_{2}^{\prime \prime}\right]  \tag{5.18}\\
\phi_{2} & =T_{2}\left[\eta_{1} h-\eta_{1} W_{1} \phi_{2}-\eta_{1} \sum_{i=2}^{k} W_{i} \phi_{1}\right] . \tag{5.19}
\end{align*}
$$

We solve this system in the Banach space $E$ consisting of pairs ( $\phi_{1}, \phi_{2}$ ) of functions $\phi_{j}: \mathbb{R} \rightarrow \mathbb{R}$ such that $\phi_{2}$ is Lipschitz continuous and the norm

$$
\left\|\left(\phi_{1}, \phi_{2}\right)\right\|_{E}=\left\|\phi_{1}\right\|_{1}+\left\|\phi_{2}\right\|_{2}+\left\|\phi_{2}^{\prime}\right\|_{2}
$$

is finite, where $\left\|\|_{1}\right.$ is defined by (5.3) and $\| \|_{2}$ by (5.10). We verify that the operator $\tilde{T}: E \rightarrow E$ defined by the right hand side of (5.18), (5.19) is a contraction on $E$. For this we use (5.5) to obtain the estimate

$$
\begin{aligned}
\| T_{1}\left[-\left(1-\eta_{2}\right) \sum_{i=2}^{k} W_{i} \phi_{1}-\right. & \left.2 \phi_{2}^{\prime} \eta_{2}^{\prime}-\phi_{2} \eta_{2}^{\prime \prime}\right] \|_{1} \\
& \leq C\left(\left\|\left(1-\eta_{2}\right) \sum_{i=2}^{k} W_{i} \phi_{1}\right\|_{1}+\left\|\phi_{2}^{\prime} \eta_{2}^{\prime}\right\|_{1}+\left\|\phi_{2} \eta_{2}^{\prime \prime}\right\|_{1}\right)
\end{aligned}
$$

Computation shows that

$$
\begin{aligned}
\left\|\left(1-\eta_{2}\right) \sum_{i=2}^{k} W_{i} \phi_{1}\right\|_{1} & \leq C \delta^{\frac{1}{\alpha}}\left\|\phi_{1}\right\|_{1}, \\
\left\|\phi_{2}^{\prime} \eta_{2}^{\prime}\right\|_{1} & \leq \frac{C}{|\log \delta|}\left\|\phi_{2}^{\prime}\right\|_{2}, \\
\left\|\phi_{2} \eta_{2}^{\prime \prime}\right\|_{1} & \leq \frac{C}{|\log \delta|^{2}}\left\|\phi_{2}\right\|_{2} .
\end{aligned}
$$

Using (5.12), we have

$$
\left\|T_{2}\left[-\eta_{1} W_{1} \phi_{2}-\eta_{1} \sum_{i=2}^{k} W_{i} \phi_{1}\right]\right\|_{2} \leq C\left(\left\|\eta_{1} W_{1} \phi_{2}\right\|_{2}+\left\|\eta_{1} \sum_{i=2}^{k} W_{i} \phi_{1}\right\|_{2}\right) .
$$

Another computation yields

$$
\left\|\eta_{1} W_{1} \phi_{2}\right\|_{2} \leq C \delta^{1 / 2 \alpha}\left\|\phi_{2}\right\|_{2},
$$

and

$$
\left\|\eta_{1} \sum_{i=2}^{k} W_{i} \phi_{1}\right\|_{2} \leq C \delta^{(3-v) / 2 \alpha}\left\|\phi_{1}\right\|_{1}
$$

if $v \geq 1$, while

$$
\left\|\eta_{1} \sum_{i=2}^{k} W_{i} \phi_{1}\right\|_{2} \leq C \delta^{\nu / \alpha}\left\|\phi_{1}\right\|_{1}
$$

if $v<1$. It follow that if $v<3, \tilde{T}$ is a contraction in $E$.
Proof of Proposition 5.1. First, let us prove existence of a solution. Let $W_{i}$ be defined by (5.15), and rewrite equation (5.1) in the form

$$
\begin{equation*}
\phi=T_{0}\left[h+\left(\sum_{i=1}^{k} W_{i}-p e^{\sigma_{p} t} V^{p-1}-q e^{\sigma_{q} t} V^{q-1}\right) \phi\right], \tag{5.20}
\end{equation*}
$$

where $T_{0}$ is the operator defined in Lemma 5.4. Let $X$ the Banach space of continuous functions $\phi: \mathbb{R} \rightarrow \mathbb{R}$ such that $\|\phi\|_{*}<\infty$, equipped with the norm $\left\|\|_{*}\right.$. By (5.14),

$$
\begin{aligned}
& \| T_{0}\left[\left(\sum_{i=1}^{k} W_{i}-p e^{\sigma_{p} t} V^{p-1}\right.\right.\left.\left.-q e^{\sigma_{q} t} V^{q-1}\right) \phi\right] \|_{*} \\
& \leq C\left\|\sum_{i=1}^{k} W_{i}-p e^{\sigma_{p} t} V^{p-1}-q e^{\sigma_{q} t} V^{q-1}\right\|_{L^{\infty}(\mathbb{R})}\|\phi\|_{*}
\end{aligned}
$$

A computation shows that

$$
\begin{equation*}
\left\|\sum_{i=1}^{k} W_{i}-p e^{\sigma_{p} t} V^{p-1}-q e^{\sigma_{q} t} V^{q-1}\right\|_{L^{\infty}(\mathbb{R})}=o(1) \quad \text { as } \delta \rightarrow 0 . \tag{5.21}
\end{equation*}
$$

Indeed, let us estimate $\left\|e^{\sigma_{p} t} V^{p-1}\right\|_{L^{\infty}(\mathbb{R})}$. We have

$$
\begin{aligned}
e^{\sigma_{p} t} V^{p-1} & =e^{\sigma_{p} t}\left(\sum_{j=1}^{k} U\left(t-\xi_{j}\right)\right)^{p-1} \leq C e^{\sigma_{p} t}\left(\sum_{j=1}^{k} e^{\alpha\left(t-\xi_{j}\right)}\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{-\beta}\right)^{p-1} \\
& \leq C e^{\sigma_{p} t} \sum_{j=1}^{k} e^{\alpha(p-1)\left(t-\xi_{j}\right)}\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{-1}
\end{aligned}
$$

For $t \geq \xi_{j}$,

$$
e^{\sigma_{p} t} e^{\alpha(p-1)\left(t-\xi_{j}\right)}\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{-1} \leq C e^{(\alpha-2 \beta)(p-1)\left(-\xi_{j}\right)} \leq C e^{(1-\alpha \varepsilon) \xi_{j}}
$$

since $\sigma_{p}+(\alpha-2 \beta)(p-1)=0$. Since the $\xi$ satisfy (2.6), (2.7) for some $M>0$,

$$
e^{\sigma_{p} t} e^{\alpha(p-1)\left(t-\xi_{j}\right)}\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{-1} \leq C \delta^{(1-\alpha \varepsilon)((j-1) / \alpha+1)} \leq C \delta^{1-\alpha \varepsilon}
$$

for $t \geq \xi_{j}$. For $t \leq \xi_{j}$,

$$
\begin{aligned}
e^{\sigma_{p} t} e^{\alpha(p-1)\left(t-\xi_{j}\right)}\left(1+e^{2\left(t-\xi_{j}\right)}\right)^{-1} & \leq C e^{\sigma_{p} t} e^{\alpha(p-1)\left(t-\xi_{j}\right)} \leq C e^{\sigma_{p} t} \\
& \leq C e^{\sigma_{p} \xi_{j}} \leq C \delta^{\sigma_{p}((j-1) / \alpha+1)} \leq C \delta^{1-\alpha \varepsilon}
\end{aligned}
$$

Therefore,

$$
\left\|p e^{\sigma_{p} t} V^{p-1}\right\|_{L^{\infty}(\mathbb{R})} \leq C \delta^{1-\alpha \varepsilon}
$$

The difference $\sum_{i=1}^{k} W_{i}-q e^{\sigma_{q} t} V^{q-1}$ in (5.21) can be handled similarly. Thus, if $\|h\|_{*}<\infty$ and $\varepsilon, \delta>0$ are suitably small, (5.20) has a unique solution in $X$.

## 6 Proof of Theorem 1.1

Let us fix an integer $k \geq 2$. By Proposition 4.1, there exist $\theta>1 / 2$ and a function $\varepsilon_{k}(\Lambda, \delta)>0$ such that if $\varepsilon=\varepsilon_{k}(\Lambda, \delta)$ and $\delta$ is sufficiently small, then $\|E\|_{*} \leq$ $C \delta^{\theta}$. We claim that for small enough $\delta>0$ and $\varepsilon=\varepsilon_{k}(\Lambda, \delta)$, there exists a solution $\phi$ of the nonlinear projected problem

$$
\begin{equation*}
L \phi+E+N(\phi)=\sum_{i=1}^{k} c_{i} \tilde{Z}_{i} \tag{6.1}
\end{equation*}
$$

such that $\|\phi\|_{*} \leq A \delta^{\theta}$, for a suitable constant $A>0$. Here, $\tilde{Z}_{i}$ are the functions defined in (5.2). Indeed, let $T$ be the operator defined in Proposition 5.1. Then we obtain a solution of (6.1) by solving the fixed point problem

$$
\begin{equation*}
\phi+T(E-N(\phi))=0 \tag{6.2}
\end{equation*}
$$

Consider the Banach space $X$ of all continuous functions $\phi: \mathbb{R} \rightarrow \mathbb{R}$ such that $\|\phi\|_{*}<+\infty$ with norm $\left\|\|_{*}\right.$. Let $A>0$. One checks easily that for $\phi_{1}, \phi_{2} \in E$ with $\left\|\phi_{i}\right\|_{*} \leq A \delta^{\theta}, i=1,2$,

$$
\left\|N\left(\phi_{1}\right)-N\left(\phi_{2}\right)\right\|_{*} \leq C_{A} \delta^{a}\left\|\phi_{1}-\phi_{2}\right\|_{*}
$$

for some $a>0$. We conclude from this estimate and the boundedness of the operator $T$ that the fixed point problem (6.2) has a unique solution $\phi$ in the region $\|\phi\|_{*} \leq A \delta^{\theta}$ for some suitably chosen $A$. We write this solution as $\phi(\Lambda)$.

To find a solution of (2.9), it remains to verify that for some $\Lambda=\left(\Lambda_{1}, \ldots, \Lambda_{k}\right)$, the constants $c_{i}$ in (6.1) all vanish. Testing equation (6.1) against $Z_{j}(t)=U_{0}^{\prime}\left(t-\xi_{j}\right)$ for $i=1, \ldots, k$, we obtain

$$
\int_{-\infty}^{\infty} \phi L Z_{j}+\int_{-\infty}^{\infty} N(\phi) Z_{j}+\int_{-\infty}^{\infty} E Z_{j}=c_{j} \int_{-\infty}^{\infty} \tilde{Z}_{j} Z_{j}
$$

Thus $c_{i}=0, i=1, \ldots k$, is equivalent to

$$
\begin{equation*}
\int_{-\infty}^{\infty} \phi L Z_{j}+\int_{-\infty}^{\infty} N(\phi) Z_{j}+\int_{-\infty}^{\infty} E Z_{j}=0 \tag{6.3}
\end{equation*}
$$

for all $j$. A calculation shows that

$$
\int_{-\infty}^{\infty} \phi L Z_{j}+\int_{-\infty}^{\infty} N(\phi) Z_{j}=o(\delta)
$$

as $\delta \rightarrow 0$, where $o(\delta)$ a continuous function of $\Lambda$ that tends to 0 is uniformly in the region considered as $\delta \rightarrow 0$ (for this, it is important that $\|\phi\|_{*} \leq C \delta^{\theta}$ with $\theta>1 / 2$ ). Write $\mathcal{E}(v)=v^{\prime \prime}-\alpha^{2} v+e^{-\sigma_{p} t} v^{p}+e^{-\sigma_{q} t} v^{q}$. Since $E=\mathcal{E}(V)$ and $Z_{i}=\partial_{\xi_{i}} V$,

$$
\int_{-\infty}^{\infty} E Z_{i}=\int_{-\infty}^{\infty} \mathcal{E}(V) \partial_{\xi_{i}} V=\partial_{\xi_{i}} I(V)
$$

From the expansion for $I(V)$ in Proposition 3.1 and the relations (2.6), we see that the system (6.3) is equivalent to

$$
\nabla \varphi(\Lambda)+o(1)=0
$$

where the quantity $o(1)$ tends to 0 uniformly in the region considered for the parameters $\Lambda_{i}$ and depends continuously on them. Recall that the functional $\varphi$ possesses a unique critical point $\Lambda^{*}$, which is nondegenerate. Therefore, the above equation has a solution that is close to $\Lambda^{*}$ for $\delta>0$ small.

## References

[1] R. Bamón, I. Flores, M. del Pino, Ground states of semilinear elliptic equations: a geometric approach, Ann. Inst. H. Poincaré Anal. Non Linéaire 17 (2000), 551-581.
[2] J. F. Campos, "Bubble-tower" phenomena in a semilinear elliptic equation with mixed Sobolev growth, Nonlinear Anal. 68 (2008), 1382-1397.
[3] M. del Pino, J. Dolbeault and M. Musso, "Bubble-tower" radial solutions in the slightly supercritical Brezis-Nirenberg problem, J. Differential Equations 193 (2003), 280-306.
[4] M. del Pino and I. Guerra, Ground states of a prescribed mean curvature equation, J. Differential Equations 241 (2007), 112-129.
[5] J. Dolbeault and I. Flores, Geometry of phase space and solutions of semilinear elliptic equations in a ball, Trans. Amer. Math. Soc. 359 (2007), 4073-4087.
[6] I. Flores, A resonance phenomenon for ground states of an elliptic equation of Emden-Fowler type, J. Differential Equations 198 (2004), 1-15.
[7] B. Gidas, W. M. Ni, and L. Nirenberg, Symmetry and related properties via the maximum principle, Comm. Math. Phys. 68 (1979), 209-243.
[8] B. Gidas and J. Spruck, Global and local behavior of positive solutions of nonlinear elliptic equations, Comm. Pure Appl. Math. 34 (1981), 525-598.
[9] C. S. Lin and W. M. Ni, A counterexample to the nodal domain conjecture and a related semilinear equation, Proc. Amer. Math. Soc. 102 (1988), 271-277.

Juan Dávila
Departamento de Ingeniería Matemática and Centro de Modelamiento Matemático (UMI 2807, CNRS)

Universidad de Chile
Casilla 170/3 Correo 3, Santiago, Chile
email: jdavila@dim.uchile.cl

## Ignacio Guerra

Departamento de Matemática y C.C.
Facultad de Ciencia
Universidad de Santiago de Chile
Casilla 307, Correo 2, Santiago, Chile
email: ignacio.guerra@usach.cl
(Received September 14, 2013 and in revised form March 5, 2014)


[^0]:    ${ }^{1}$ J. D. was supported by Fondecyt 1130360 and Fondo Basal CMM.
    ${ }^{2}$ I. G. was supported by Fondecyt 1130790.
    ${ }^{3}$ J. D. and I. G. were also supported by Millennium Nucleus Center for Analysis of PDE NC130017.

