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a b s t r a c t 

Healthcare institutions make use of technology-intensive equipment that follows tight quality standards. These 

companies aim at ensuring service continuity and safety of patients. In this context, maintenance services are 

generally performed exclusively by the Original Equipment Manufacturer (OEM) because it detains the required 

expertise, tools and spare parts. Then, we here propose a model to analyze the interaction among hospitals and 

OEM. We consider the OEM can provide maintenance services for two different classes of hospitals, which have 

the option of either hiring an Extended Warranty (EW) or paying for each maintenance intervention on demand 

with or without priority. Class 1 customers are often large hospitals, whereas institutions of class 2 are generally 

small/medium ones, which have shorter budgets, and thus would choose a non-priority option. To that end, we 

adopt a Stackelberg game, where the OEM is the leader and the customer is the follower. Failures and repairs 

follow a 2-class G/M/1 priority queuing system. The OEM maximizes its expected profit by setting the EW and 

repair intervention prices, and selecting the optimal number of customers in each class. An application example 

is used to demonstrate the proposed model; a sensitivity analysis is also performed. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Initial remarks 

A growing trend observed in recent years has been the outsourcing of

aintenance services to achieve lower costs, higher service quality, and

ompetitiveness. As pointed out by Jackson & Pascual [1] and Pascual

t al. [2] , the following characteristics contribute to the decision of hir-

ng a service rather than performing it in-house: (i) access to high-level

xperts; (ii) better services due to provider’s expertise; and (iii) fixed

rice contracts, which control extremely high costs. According to Dyro

3] , the benefits of outsourcing maintenance services are: (i) the possi-

ility of shrinking the maintenance department; (ii) access to resources

e.g., specialized maintenance team, parts, supplies, specific software)

hat are not easily available to the equipment owner; (iii) fast solution

f an unavailability problem; and (iv) cost decrease with invoice pro-

essing and reduction of bureaucracy. Such reasons are also present in

ealthcare institutions, where the sense of urgency and the requirements

or high quality and high availability of technology-intensive equipment

re very rigorous as mentioned by Kazemi Zanjani & Nourelfath [4] and

utia et al. [5] . 
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In this context, the increasing technology complexity of some med-

cal equipment is making it difficult to execute maintenance services

n-house. As pointed out by De Vivo et al. [6] , a significant amount of

edical equipment is so complex that performing in-house maintenance

ecomes uneconomical, and hiring independent service agents is diffi-

ult as they may not be familiar enough with the equipment and may

ot have access to all necessary information such as manuals or comple-

entary documentation, which are detained by the Original Equipment

anufacturer (OEM). 

Indeed, in order to maintain market share, the OEM generally adopts

rotectionist actions such as not training possible external providers and

ot providing sufficient parts for the market, which makes it difficult

or third-party providers to repair failed units, as mentioned by Cruz &

incon [7] . In this context, OEMs become the only agents able to execute

aintenance services adequately, granting them monopoly power. 

Along with the purchase of a product, for instance a healthcare de-

ice, a warranty is usually provided. Failures and malfunctions over a

overage period are repaired or replaced by the OEM. After the ordinary

arranty expires, two main options emerge to hospitals: (i) hiring the

http://dx.doi.org/10.1016/j.ress.2017.05.040
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ress
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ress.2017.05.040&domain=pdf
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Fig. 1. Angiography. Source: Suri & Laxminarayan [24] . 
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EM, with whom an Extended Warranty (EW) is established through an

dditional payment, or (ii) paying for each maintenance intervention on

emand. 

According to Murthy & Djamaludin [8] , the notion of post-sale sup-

ort has become an important feature of product sale, and thus the use

f warranties is widespread, serving as protection for both seller and

uyer, against misuse and bad performance. Indeed, Lutz & Padman-

bhan [9] point out a significant number of customers purchase extra

rotection against failures in the form of an EW. Bollapragada et al.

10] argue that long-term EW negotiated between customers and man-

facturers of high-tech industries, such as aviation and medical, is pos-

tive for both sides. These authors also suggest that the OEM’s possibil-

ty of negotiating with multiple customers allows scale gains that yield

ower costs, which may be partially transferred to customers and it is

ne of the reasons why these instruments may be beneficial for both

ides. Furthermore, customers benefit from the risk transferred to the

anufacturer after an EW is hired. In fact, customers are exposed to

isks such as poor quality maintenance (Damnjanovic & Zhang [11] ).

n the other hand, the maintenance agent is subject to the risks of a too

ong effort to complete a repair or of an early equipment replacement.

oth cases may be associated to considerably high costs, which can be

ompletely transferred to the OEM depending on the contract or EW

erms. Su & Shen [12] study EW costs from the manufacturer’s point of

iew, comparing different EW policies and different repair effectiveness

cenarios. Bouguerra et al. [13] present a decision model for adopting

n EW, considering different maintenance policies, from both the man-

facturer’s and the buyer’s point of view. Chang & Lin [14] investigate

he optimal length and policy of an EW to maximize the seller’s total

rofit, analyzing effects of different maintenance costs and equipment

eliability. 

The interaction between customers and maintenance providers can

e studied through Game Theory (GT). Indeed, GT is a tool that allows

ach player to maximize their own expected profit or utility considering

he actions of the others. For instance, Murthy & Blischke [15] analyzed

T based models for drawing Maintenance Service Contracts (MSC),

nd DeCroix [16] proposed a GT approach for EWs of durable goods.

urthy & Yeung [17] adopt a Stackelberg Game (Osborne & Rubin-

tein [18] ), in which one player (the leader) has more bargain power

han the other (the follower), to model the negotiation of MSCs con-

idering only one service agent and one customer. In Ashgarizadeh &

urthy [19] , the agent services multiple customers, who are homoge-

eous regarding their attitude to risk, and thus Queueing Theory (Gross

t al. [20] ) is employed to model the failures and repairs. Jackson &

ascual [1] , in turn, adopted a Nash Game (Gibbons [21] ) in which

oth players have the same bargaining power, i.e., negotiate in equal

onditions, differently from what takes place in monopolistic markets.

n Esmaeili et al. [22] , three different game formulations are used: a

on-cooperative static game (Nash Game), a non-cooperative sequen-

ial game (Stackelberg Game), and a semi-cooperative game. 

Although EWs have been widely discussed in literature, their study

n the specific context of healthcare institutions is still scarce and, at

he best of authors ’ knowledge, has only been found in De Vivo et al.

6] , which provides an overview of the challenges and singularities of

edical equipment maintenance and analyze alternative ways to reduce

aintenance costs through the association of in-house and OEM’s main-

enance services in an Italian hospital. 

Therefore, this paper proposes an approach based on GT and Pri-

rity Queueing Theory (PQT) to model the interaction between OEM

nd healthcare institutions to outsource maintenance services. Simi-

arly to Ashgarizadeh & Murthy [19] , Esmaeili et al. [22] , Murthy &

sgharizadeh [23] and Murthy & Yeung [17] , we also adopted a Stack-

lberg Game in which the OEM is the leader and the customers are the

ollowers. In fact, the present paper focuses on an angiography ( Fig. 1 ),

hich is a technology-intensive clinical equipment used for imaging ex-

ms. For this situation, maintenance services market is monopolistic

ince the necessary knowledge, tools and parts are only provided by
339 
he OEM. Given the purpose of healthcare equipment, failures and mal-

unctions become critical, since they might cause imprecise or incorrect

iagnostics or even directly harm patients, and causing repair costs and

oss of revenue due to downtime. 

The remainder of this paper unfolds as follows: Section 2 presents

he description of the problem. In Section 3 , the Stackelberg Game and

QT approaches are characterized. In Section 4 , the proposed model is

resented. In Section 5 , the proposed method is applied to a numerical

xample, results are shown and a sensitivity analysis is performed. In

ection 6 , we provide some concluding remarks. 

. Description of the problem 

In the context of healthcare institutions, the OEM commonly nego-

iates with two different classes of hospitals (customers). In fact, class 1

ustomers are often large hospitals, whereas class 2 institutions are gen-

rally small and medium ones, which have shorter budgets, less money

o invest in maintenance, and treat fewer patients, thus they are more

ikely to wait for longer periods to have their equipment repaired. Then,

ospitals of class 1 choose either hiring an EW or paying for each main-

enance intervention on demand, both with priority, whereas class 2 has

he option of either hiring a standard EW or paying for each maintenance

ntervention on demand, but both with no priority. 

Thus, the first class consists of hospitals that prioritize the availabil-

ty of their equipment, and then may prefer to establish an EW with

riority according to which the OEM must execute each maintenance

ntervention within a period 𝜏1 of time; otherwise, OEM will pay a fine

o the hospital. The second class, in turn, corresponds to hospitals that

re inclined to wait for a longer downtime because they cannot afford

n EW with priority. Therefore, although the equipment should also be

epaired within a period 𝜏2 > 𝜏1 , if an EW without priority is hired,

here is a risk of a much larger delay to have their equipment back into

peration in comparison with hospitals of class 1. This situation occurs

ecause hospitals of class 2 compete (get in line) with other institutions

f the same class as well as with class 1 hospitals. 

In general, under coverage of an EW, every failure should be repaired

t no additional cost for the customer and within a period 𝜏c ( 𝑐 = 1, 2). If

he equipment is not restored in these pre-established periods, the OEM

s charged with a penalty that shall be paid to the customer. The amount

f time that exceeds the limit, 𝑦 − 𝜏𝑐 , is defined here as overtime, where

 is the time between the failure and completion of repair. If an EW is

ot hired, the customer will pay a fixed price for each intervention. 
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The abovementioned situation will be here tackled with PQT. As we

onsider multiple customers, and consequently multiple units of equip-

ent to be repaired, we use PQT to model the dynamic of equipment

ailing, waiting for repair and being returned to operational state. Fur-

hermore, in PQT, customers with the highest priorities are chosen for

ervice ahead of those with lower priorities, independently of their ar-

ival time into the system (Gross et al. [20] ). In the case of 2 classes,

ustomers of class 1 will always be selected to be served first. In fact,

 queue will be formed by all the hospitals with failed equipment that

ither had signed an EW contract or requires on-demand maintenance

nterventions. However, customers with priority will have the prefer-

nce to recover their equipment. 

Thus, this paper proposes a methodology based on the combination

f GT and PQT to model the strategic interaction between OEM and

ustomers with and without priority regarding maintenance interven-

ions. The game develops in three stages: first, the leader (OEM) ob-

erves the class of customer (hospital) that it is dealing with; next, OEM

efines the EW’s and maintenance intervention prices; and finally, the

ollowers (customers) analyze the previously defined prices and decide

hether to buy the equipment and whether to hire the EW, with or

ithout priority. Then, the proposed model allows the OEM to deter-

ine EW and maintenance intervention prices and to select the optimal

umber of customers of each class to serve so that to maximize its ex-

ected profit. The proposed model also permits the incorporation of risk

version preferences of the hospitals, which is an important character-

stic as pointed out by Thomas & Rao [25] , who argue that warranty

ecisions under risk and uncertainty are essential for manufacturers and

ustomers. 

otation list 

A 

c ∗ optimal strategies for customers of class c . 

A k customer’s possible choices ( 𝑘 = 0 , 1 , 2 , 3 , 4) ; 
C b equipment sale price; 

C r average cost per repair; 

𝐶 

1 
𝑠 price of maintenance service on demand for class 1; 

𝐶 

2 
𝑠 price of maintenance service on demand for class 2; 

𝐶 

𝑐,𝑚𝑎𝑥 
𝑠 maximum willingness to pay for maintenance services on de-

mand for customers of class c ; 

k shape parameter of the Weibull distribution; 

m number of servers (repair teams); 

M total number of customers ( 𝑀 = 𝑀 1 + 𝑀 2 ); 

M c number of customers of class c , with 𝑐 = 1 , 2 ; 
N j number of failures occurred over [ T 0 , T ] for the j th equipment

( j th equipment is hold by the j th customer (hospital)); 

𝑃 𝑐 𝑤 EW price for customers of class c ; 

𝑃 𝑐,𝑚𝑎𝑥 𝑤 maximum willingness to pay for an EW for customers of class

c ; 

q 0 probability that there is no failed equipment; 

q a, b, c probability that there are a failed equipment of class 1, b failed

equipment of class 2 and equipment of class c is being re-

paired; 

r repair duration, excludes queue waiting time; 

R 1 revenue per hour for customers of class 1; 

R 2 revenue per hour for customers of class 2; 

t 0 equipment age; 

T 0 basic warranty coverage period; 

T EW coverage period (starts after the end of the basic warranty

coverage); 

𝑡 𝑎 𝑐 time of next arrival among available customers of class c ; 

𝑡 ′𝑎 𝑐 
time of next arrival considering a single customer of class c ; 

t d time of next departure (completion of a maintenance inter-

vention); 

u time between failure and beginning of repair, i.e. time spent

in queue; 

U ( w ) utility associated to a wealth w ; 

w ( A k ) expected wealth (return) associated to action A k ; 
340 
X ji time to the i th (0 ≤ i ≤ N j ) failure after the ( 𝑖 − 1 ) 𝑡ℎ repair of

the j th equipment; 

�̃� 𝑗 time range between the recovery from the last maintenance

and T , over which no failures take place for the j th equipment;

y time between failure and completion of repair; 

y ji time between failure and completion of repair the j th equip-

ment after the i th failure (0 ≤ i ≤ N j ); 

𝛼c penalty per hour due to delays in repairing equipment associ-

ated to class c ; 

𝛽 risk aversion parameter for customers; 

𝜃 scale parameter of the Weibull distribution; 

𝜆c arrival/failure rate of equipment of class c ; 

𝜇 service rate of a server; 

𝜇c service rate of a server when the customer is of class c ; 

𝜋( · ) manufacturer’s expected profit; 

𝜋c the total manufacturer’s expected profit for all customers of

class c ; 

𝜏c maximum time to repair equipment hold by a customer of

class c ; 

𝜐𝑐 
𝑗 

total overtime for customer j of class c , which is the sum of

the portion of times where the wait in queue plus repair time

surpass the limit 𝜏c . 

. Theoretical background 

.1. Stackelberg game 

In accordance with Greve [26] , in a Stackelberg game, (i) there are

wo companies in a given market: one is well established and the other

s a new entrant that produces homogeneous products; (ii) the play-

rs (companies) are rational and intend to maximize their profits; (iii)

oth companies are aware of all production costs; (iv) all production

s consumed by the market; (v) the companies do not cooperate, then

hey make their decisions without negotiation with the other; vi) the

ame develops in two stages and the companies have different levels

f bargain power. One company is called leader, as it is already estab-

ished in the market and has more market share, while the other, the

ollower (new entrant), has a smaller market share; vii) before decid-

ng how much to produce, the leader is aware that the follower ob-

erves its action and will react to the decision made in the first stage.

hen, the leader anticipates the action of the follower and determines

ts production level to maximize its profit. It is possible to anticipate the

ther player’s action due to the assumption of perfect information; and,

iii) higher production volumes lead to shorter market prices, thus the

ompanies determine a quantity to produce that maximizes their profits

onsidering this relationship between supply and demand. 

The profits generated by each company represent their payoffs. In or-

er to determine the optimal solution of the game, backward-induction

Greve [26] ) is employed, i.e., first the follower’s decision problem is

olved (player that decides in the second stage), and then the leader’s

roblem is computed. The optimal solution found in the follower’s deci-

ion problem is incorporated into the leader’s problem as an extra con-

traint. By doing so, it is possible to determine the optimal solution for

oth companies and consequently the total quantity that will be offered

o the market (Greve [26] ). 

Such structure is normally employed to model duopoly situations.

owever, it is possible to tailor the Stackelberg Game to consider more

eneral negotiations/conflicts, which are characterized by one company

aving more bargain power than the other. It is exactly what happens in

he case here studied. Then, a more careful explanation about adapting

tackelberg approach to tackle the problem of outsourcing maintenance

ervices in the context of medical equipment is given in Table 1 . At the

est of authors ’ knowledge, it is the first time a Stackelberg model is

ailored for the medical situation. 
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Table 1 

Stackelberg game adaptation for EWs negotiation in the context of medical institutions. 

General Situation Medical Context 

Description A new entrant must decide if it enters a market in which there 

is only one company (monopoly). Both companies need to 

determine their productions to maximize their profits 

A hospital (customer) must decide if it buys a technology-intensive equipment for which it 

will be necessary to outsource maintenance actions provided only by the OEM 

(maintenance market is monopolistic) 

Players Two companies: leader and follower Two companies: OEM (leader) and hospital (follower) 

Bargain power 

structure 

Leader is established in market and has more power than the 

follower 

OEM acts in a monopolistic market, and thus has more bargain power than the hospital 

Actions Companies determine how much to produce OEM determines the prices of each option offered. The hospital selects the option that 

maximizes its utility 

Game 

development 

The leader decides first. Then, the follower observes the action 

of the leader and determines whether it enters in the market 

and how much to produce 

First, OEM determines the prices, considering the customer’s maximum willingness to pay 

for each option. Then, the hospital observes such prices and chooses an action 

Solution Backward-induction Backward-induction. First, the hospital’s maximum willingness to pay for each option is 

determined. Then, OEM profit is maximized, while the optimal number of customers is 

determined. Then, OEM sets the prices and the customer’s optimal choice is found 

Equilibrium The sum of the quantities produced by both companies 

determines the equilibrium 

The set of decisions (prices and maintenance options chosen) determines the equilibrium 
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.2. Priority queues 

In queueing systems with priority disciplines, customers are divided

nto classes with different priority levels. Suppose there are 2 classes of

ustomers (class 1 and class 2), each one with a given arrival rate ( 𝜆1 and

2 , respectively). We consider that users of class 1 have non-preemptive

riority over customers of class 2. Thus, after a server finishes a job,

he next user to be served belongs to the highest priority class among

ustomers in queue. If there is more than one user of the same priority

lass, they will be served according to a first-come, first-served (FCFS)

iscipline. 

The states of this system can be denoted as ( a, b, c ), where a and b are

he number of class 1 and 2 customers in the system, respectively, and

 is the class of the client being served (Gross et al. [20] ). To illustrate

his, (2, 5, 1) is the state at which there are two customers of class 1 and

ve customers of class 2 in the system, while one of the customers in

lass 1 is being currently served. This notation considers a queue system

ith exactly one server. 

In queueing theory, steady state probabilities are the probabilities of

ccurrence for each possible state in the long run, that is, the mean pro-

ortion of time the system stays in each of the states. These probabilities

an be denoted as q a, b, c , where the subscripts are the same as previously

efined. Note that q 0 indicates the probability that the system is empty.

To obtain these probabilities, it is necessary to define a set of equa-

ions based on the relations between the states of the system. These

quations were obtained by equating, for a given set ( a, b, c ), the rate

t which the system enters such state with the rate at which the sys-

em leaves the same state. These are the steady-state balance equations

Gross et al. [20] , Hillier & Lieberman [27] ). 

For the priority system here described, each balance equation is

elated to a given state ( a , b , c ) and is labeled by s a, b, c ; M 1 and M 2

re the total numbers of customers and 𝜇1 and 𝜇2 are the service

ates for each priority class, respectively. The resulting system of equa-

ions may be solved if one of them is disregarded and substituted

y 𝑞 0 + 

∑𝑀 1 
𝑎 =1 𝑞 𝑎, 0 , 1 + 

∑𝑀 2 
𝑏 =1 𝑞 0 ,𝑏, 2 + 

∑𝑀 1 
𝑎 =1 

∑𝑀 2 
𝑏 =1 

∑2 
𝑐=1 𝑞 𝑎,𝑏,𝑐 = 1 . An illustra-

ion example encompassing 4 customers (2 of each class) is described

elow by the following set of equations: 

 0 ∶ 
(
2 𝜆1 + 2 𝜆2 

)
𝑞 0 = 𝜇1 𝑞 1 , 0 , 1 + 𝜇2 𝑞 0 , 1 , 2 ; 

 0 , 1 , 2 ∶ 
(
2 𝜆1 + 𝜆2 + 𝜇2 

)
𝑞 0 , 1 , 2 = 2 𝜆2 𝑞 0 + 𝜇2 𝑞 0 , 2 , 2 + 𝜇1 𝑞 1 , 1 , 1 

 0 , 2 , 2 ∶ 
(
2 𝜆1 + 𝜇2 

)
𝑞 0 , 2 , 2 = 𝜆2 𝑞 0 , 1 , 2 + 𝜇1 𝑞 1 , 2 , 1 ; 

 1 , 0 , 1 ∶ 
(
𝜆1 + 2 𝜆2 + 𝜇1 

)
𝑞 1 , 0 , 1 = 2 𝜆1 𝑞 0 + 𝜇2 𝑞 1 , 1 , 2 + 𝜇1 𝑞 2 , 0 , 1 ; 

 1 , 1 , 1 ∶ 
(
𝜆1 + 𝜆2 + 𝜇1 

)
𝑞 1 , 1 , 1 = 2 𝜆2 𝑞 1 , 0 , 1 + 𝜇2 𝑞 1 , 2 , 2 + 𝜇1 𝑞 2 , 1 , 1 

 1 , 1 , 2 ∶ 
(
𝜆1 + 𝜆2 + 𝜇2 

)
𝑞 1 , 1 , 2 = 2 𝜆1 𝑞 0 , 1 , 2 ; 
341 
 1 , 2 , 1 ∶ 
(
𝜆1 + 𝜇1 

)
𝑞 1 , 2 , 1 = 𝜆2 𝑞 1 , 1 , 1 + 𝜇1 𝑞 2 , 2 , 1 ; 

 1 , 2 , 2 ∶ 
(
𝜆1 + 𝜇2 

)
𝑞 1 , 2 , 2 = 2 𝜆1 𝑞 0 , 2 , 2 + 𝜆2 𝑞 1 , 1 , 2 ; 

 2 , 0 , 1 ∶ 
(
2 𝜆2 + 𝜇1 

)
𝑞 2 , 0 , 1 = 𝜆1 𝑞 1 , 0 , 1 + 𝜇2 𝑞 2 , 1 , 2 ; 

 2 , 1 , 1 ∶ 
(
𝜆2 + 𝜇1 

)
𝑞 2 , 1 , 1 = 𝜆1 𝑞 1 , 1 , 1 + 2 𝜆2 𝑞 2 , 0 , 1 + 𝜇2 𝑞 2 , 2 , 2 ; 

 2 , 1 , 2 ∶ 
(
𝜆2 + 𝜇2 

)
𝑞 2 , 1 , 2 = 𝜆1 𝑞 1 , 1 , 2 

 2 , 2 , 1 ∶ 𝜇1 𝑞 2 , 1 , 1 = 𝜆1 𝑞 1 , 2 , 1 + 𝜆2 𝑞 2 , 2 , 1 

 2 , 2 , 2 ∶ 𝜇2 𝑞 2 , 2 , 2 = 𝜆1 𝑞 1 , 2 , 2 + 𝜆2 𝑞 2 , 1 , 2 ; 

 0 + 𝑞 1 , 0 , 1 + 𝑞 0 , 1 , 2 + 𝑞 2 , 0 , 1 + 𝑞 1 , 1 , 1 + 𝑞 1 , 1 , 2 + 𝑞 0 , 2 , 2 + 𝑞 2 , 1 , 1 + 𝑞 2 , 1 , 2 

+ 𝑞 1 , 2 , 1 + 𝑞 1 , 2 , 2 + 𝑞 2 , 2 , 1 + 𝑞 2 , 2 , 2 = 1 . 

Conversely to the equation system presented in Gross et al. [20] ,

hich describes a priority queue with infinite population, the one here

eveloped has been tailored for populations of size 𝑀 = 𝑀 1 + 𝑀 2 .

hile an infinite population queue model has a constant rate of arrival

t the system for each class, the rate of arrival of a queueing system

ith limited population has an arrival rate that varies depending on the

umber of clients currently in system. Therefore, the rate of arrival is

he sum of the rates of all clients who may still arrive. 

Note that the number of possible states and, consequently, the num-

er of balance equations quickly grows as the number of customers in

ach class increases. For instance, the number of states of this model

s 2 𝑀 1 𝑀 2 + 𝑀 1 + 𝑀 2 + 1 . A problem with 5 customers of class 1, and

5 customers of class 2 results in 391 states, while a problem with 15

ustomers of class 1, and 90 customers of class 2 has 2806 states. Due

o this situation, the analytical tractability of priority queues becomes

urdensome. 

Moreover, the description above fits into a two-class priority

/M/1/ ∞/M 1 + M 2 /FCFS queue, with finite population of size 𝑀 1 +
 2 . In the proposed model, we use a more general queue model

y making times until arrivals (failures) for each customer fol-

ow a Weibull distribution. Such queue may be referred to as

eibull/M/1/ ∞/M 1 + M 2 /FCFS, following a similar notation as used

y Tamazian & Bogachev [28] . The use of Weibull-distributed times un-

il failures for each equipment generalizes the case of a M/M/1 queue

s well as incorporating characteristics such as equipment wear-out. 

However, the change to Weibull-distributed times until failures

auses the queue system to be even more complex. Indeed, the bal-

nce equations presented above become no longer valid. Therefore, we

dopt a simulation-based algorithm to obtain the queue measures. Be-

ides the complexity of the priority queue itself, the characteristics of
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𝐴

𝑤  

𝑤  
he model proposed in Section 3 also require that we use a simulation

pproach. Detailed information on the simulation method can be found

n Section 4.7 . 

. Proposed model 

.1. Game characteristics 

The proposed model deals with the problem of analyzing EWs for

edical equipment, considering two classes of customers. Priority cus-

omers, normally large hospitals, belong to class 1, and non-priority cus-

omers, generally smaller hospitals, constitute class 2. The interaction

etween manufacturer and each customer will be modeled according to

 Stackelberg Game formulation (Osborne & Rubinstein [18] ) with per-

ect and complete information, where the OEM is a monopolist in the

aintenance service market and has more bargain power than health-

are institutions. Moreover, both OEM and healthcare institutions (cus-

omers) are aware of their own alternatives and are interested choosing

he one that maximizes their respective payoffs, which characterize ra-

ionality of the game players (Osborne & Rubinstein [18] ). Thus, we

dopt a static, non-cooperative and sequential game. 

Moreover, the OEM is considered to be risk neutral and will pursue

rofit maximization through the sale of the medical equipment, EWs,

nd maintenance interventions on demand. Customers are considered to

e risk averse (Boom [29] ) and may belong to one of the two different

lasses. To model risk aversion, we use a utility function ( Eq. (1) ) that

epends on the risk aversion parameter and on the profit obtained using

he medical equipment: 

 ( 𝑤 ) = 

1 − 𝑒 − 𝛽𝑤 

𝛽
, (1)

here w is the wealth, 𝛽 is the risk aversion parameter, and the agent

ecomes more averse to risk as 𝛽 grows; a similar utility function has

een used by Ashgarizadeh & Murthy [19] . Other examples of utility

unctions, such as the Cobb-Douglas, used by Glickman & Berger [30] in

he warranty context, may be found in Varian [31] . 

In the proposed model, all customers are assumed to be homoge-

eous regarding their risk aversion. The OEM, which decides first, de-

ermines the optimal EW price ( 𝑃 𝑐 𝑤 ), and the optimal on-demand main-

enance service price ( 𝐶 

𝑐 
𝑠 ) for class c and the optimal number of cus-

omers of each class ( M 1 and M 2 ). Then, customers decide whether to

uy the equipment and which maintenance service option to hire. Given

he complete and perfect information assumption, the OEM knows the

ustomers ’ risk behavior, while customers can estimate their expected

eturn given each alternative. Note that the OEM charges two different

aintenance service prices, one for each class; this happens due to two

actors. First, we consider that customers of class 1 generate more rev-

nue per unit time than those of class 2, and thus they accept to pay

igher prices for the service. Moreover, they will pay higher prices to

ave priority over the class 2, even when they do not hire an EW. Then,

ustomers will decide among five options: A 0 : not buying the equipment;

 1 : hiring the priority EW; A 2 : hiring the standard (no priority) EW; A 3 :

ot hiring an EW, and thus paying for maintenance interventions on de-

and with priority; or A 4 : not hiring an EW, paying for maintenance

nterventions on demand without priority. Thus, customers of class 1

hoose among options A 0 , A 1 and A 3 , while class 2 customers decide

mong A 0 , A 2 and A 4 . Notice that class 1 customers will always have

riority in recovering their equipment back into operation, since they

refer strategies with priority to without priority. Class 2 customers, on

he other hand, favor less expensive options, even if they tend to wait

onger. 

.2. Modeling failures and repairs 

By using the referred equipment (an angiography in this case), class

 hospitals generate revenue R per time unit when it is on operational
1 

342 
tate, while class 2 hospitals generate R 2 per time unit. The equipment

urchase price is C b , which also covers the basic warranty period T 0 ;

he EW coverage period is T , starting after the basic warranty expires.

e consider that the time x between failures during the EW period, for

ach equipment, follows a conditioned Weibull distribution with scale

arameter 𝜃 and shape parameter k , with probability density function

escribed by Eq. (2) . 

 

(
𝑥 |𝑡 0 ; 𝜃, 𝑘 ) = 

𝑘 

𝜃

( 

𝑥 + 𝑡 0 
𝜃

) 𝑘 −1 
exp 

[ ( 

𝑡 0 
𝜃

) 𝑘 

− 

( 

𝑥 + 𝑡 0 
𝜃

) 𝑘 
] 
, (2)

here t 0 is the age of the equipment. 

Notice that by conditioning the distribution of times until failures

o the age t 0 of the equipment, it is implied that repairs do not restore

quipment degradation; this is because we consider equipment to be

ubject to minimal repairs. Thus, the generation of times until failures

s done by using Eq. (3) , which returns a random time until next failure

 that follows the age-conditioned Weibull distribution given in Eq. (2) ,

 = 𝜃

[ ( 

𝑡 0 
𝜃

) 𝑘 

− ln ( 𝑈𝑛𝑖𝑓 ( 0 , 1 ) ) 

] 1 
𝑘 

− 𝑡 0 , (3)

here Unif (0, 1) is a random number following a continuous uniform

istribution between 0 and 1. 

All equipment units are identical regarding their reliability and

 = 𝑀 1 + 𝑀 2 represents the total number of customers in both classes.

ailed units are repaired one at a time by the OEM with exponentially

istributed times with rate 𝜇. After a repair, the unit becomes opera-

ional again, being restored to the same condition it was before the fail-

re, that is, repairs do not revert equipment degradation due to aging;

hus, they are considered to be minimal. 

The OEM offers four repair options to customers after the expiration

f the basic warranty: 

A 1 ) EW with priority: for a fixed price 𝑃 1 𝑤 , all failures occurred over

 𝑇 0 , 𝑇 0 + 𝑇 ] are repaired at no additional cost for the customer. If the

epair takes more than 𝜏1 (after failure) to be completed, the manufac-

urer is charged with a penalty of 𝛼1 ( 𝑦 − 𝜏1 ) if y > 𝜏1 and zero otherwise,

here y is the time to repair that includes the time waiting in the queue

nd 𝑦 − 𝜏1 is the overtime, i.e., time that exceeds the limit of 𝜏1 to repair

he equipment; 

A 2 ) EW with no priority: for a fixed price 𝑃 2 𝑤 , all failures occurred

ver [ 𝑇 0 , 𝑇 0 + 𝑇 ] are repaired at no additional cost for the customer. If

he repair takes more than 𝜏2 (after failure) to be executed, the manufac-

urer is charged with a penalty of 𝛼2 ( 𝑦 − 𝜏2 ) if y > 𝜏2 and zero otherwise,

here 𝑦 − 𝜏2 is the overtime. Note that as class 1 customers have priority

ver class 2 customers, we have that 𝜏1 < 𝜏2 and 𝛼1 > 𝛼2 ; 

A 3 ) No EW, with priority: each failure over [ 𝑇 0 , 𝑇 0 + 𝑇 ] is repaired

t a cost 𝐶 

1 
𝑠 . As there is no legal agreement between both parties, there

s no penalty in this option regarding the time to put the equipment

ack into operation. The total repair cost under this option is a random

ariable because it depends on the number of equipment failures over

 𝑇 0 , 𝑇 0 + 𝑇 ] , which is uncertain. 

A 4 ) No EW, no priority: each failure over [ 𝑇 0 , 𝑇 0 + 𝑇 ] is repaired at

 cost 𝐶 

2 
𝑠 . There is no penalty in this option due to the time to put

he equipment back into operation. As it was the case with strategy A 3 ,

he total repair cost under this option is a random variable because it

epends on the number of equipment failures over [ 𝑇 0 , 𝑇 0 + 𝑇 ] . 

.3. Customer’s decision problem 

Each customer’s return w ( A k ) depends on the option

 𝑘 ( 𝑘 = 0 , 1 , 2 , 3 , 4 ) the customers choose and is given as: 

 

(
𝐴 0 
)
= 0 , (4)

 

(
𝐴 1 
)
= 𝑅 1 

⎛ ⎜ ⎜ ⎝ 𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + �̃� 𝑗 

⎞ ⎟ ⎟ ⎠ + 𝛼1 

⎛ ⎜ ⎜ ⎝ 
𝑁 𝑗 ∑
𝑖 =0 

max 
{
0 , 
(
𝑦 𝑗𝑖 − 𝜏1 

)}⎞ ⎟ ⎟ ⎠ − 𝐶 𝑏 −𝑃 1 𝑤 , (5)
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Fig. 2. Game tree for a given customer of class 1. 

Fig. 3. Game tree for a given customer of class 2. 

4

 

d  

u  

p  

S

𝐸  

𝐸

𝐸

𝐸  

𝐸  
 

(
𝐴 2 
)
= 𝑅 2 

⎛ ⎜ ⎜ ⎝ 𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + �̃� 𝑗 

⎞ ⎟ ⎟ ⎠ + 𝛼2 

⎛ ⎜ ⎜ ⎝ 
𝑁 𝑗 ∑
𝑖 =0 

max 
{
0 , 
(
𝑦 𝑗𝑖 − 𝜏2 

)}⎞ ⎟ ⎟ ⎠ − 𝐶 𝑏 − 𝑃 2 𝑤 , 

(6) 

 

(
𝐴 3 
)
= 𝑅 1 

⎛ ⎜ ⎜ ⎝ 𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + �̃� 𝑗 

⎞ ⎟ ⎟ ⎠ − 𝐶 𝑏 − 𝐶 

1 
𝑠 𝑁 𝑗 , (7)

 

(
𝐴 4 
)
= 𝑅 2 

⎛ ⎜ ⎜ ⎝ 𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + �̃� 𝑗 

⎞ ⎟ ⎟ ⎠ − 𝐶 𝑏 − 𝐶 

2 
𝑠 𝑁 𝑗 , (8)

here N j is the number of failures occurred over [ 𝑇 0 , 𝑇 0 + 𝑇 ] for the j th

quipment; X ji is the time to the i th (0 ≤ i ≤ N j ) failure after the ( i − 1)th

epair for the j th equipment; �̃� 𝑗 is the time interval during which j th

quipment has been operational since the last repair to the end of the

ime horizon 𝑇 0 + 𝑇 ; note that �̃� 𝑗 = 0 if the equipment is in failed state

hen it reaches 𝑇 0 + 𝑇 ; y ji (0 ≤ i ≤ N j ) is the total time to finish repairing

he j th equipment since the occurrence of the i th failure, i.e., y ji includes

he waiting time in queue. 

Thus, let 𝑈 ( 𝐴 𝑘 | 𝑃 𝑐 𝑤 , 𝐶 

𝑐 
𝑠 , 𝑀 𝑐 ) represent the customer’s expected utility

hen option A k (0 ≤ k ≤ 4) is chosen by customers of class c ; it can be

btained by using Eqs. (4) –(8) into Eq. (1) . Therefore, the customer’s

ptimal choice A 

∗ is the one from the set { A 0 , A 1 , A 2 , A 3 , A 4 } that yields

he maximum expected utility, which is a function of the OEM’s decision

ariables. 

We consider the cost of failures during the basic warranty period

s covered by the equipment price ( C b ), so these failures are not con-

idered in this analysis. During this period, the OEM compensates the

quipment revenue in case of failure, so that equipment downtime does

ot affect the customers ’ returns. Moreover, for k > 1, the number of

ailures during basic warranty coverage tends to be lower than during

W period, since failures tend to occur more often as time passes. For

n angiography, these are reasonable assumptions. 

.4. OEM’s decision problem 

We assume the manufacturer is risk neutral and offers services to

ospitals of classes 1 and 2. We also consider that, in each class, all

ustomers are homogeneous, and thus they choose the same action with

imilar prices. Then, let the manufacturer’s profit related to option A k 

hosen by a given customer be denoted by 𝜋 ( 𝑃 𝑐 𝑤 , 𝐶 

𝑐 
𝑠 ; 𝐴 𝑘 ) . Thus, (

𝑃 𝑐 𝑤 , 𝐶 

𝑐 
𝑠 |𝐴 0 

)
= 0 , (9)

(
𝑃 1 𝑤 , 𝐶 

1 
𝑠 |𝐴 1 

)
= 𝑃 1 𝑤 − 𝐶 𝑟 𝑁 𝑗 − 𝛼1 

⎛ ⎜ ⎜ ⎝ 
𝑁 𝑗 ∑
𝑖 =0 

max 
{
0 , 
(
𝑦 𝑗𝑖 − 𝜏1 

)}⎞ ⎟ ⎟ ⎠ , (10)

(
𝑃 2 𝑤 , 𝐶 

2 
𝑠 |𝐴 2 

)
= 𝑃 2 𝑤 − 𝐶 𝑟 𝑁 𝑗 − 𝛼2 

⎛ ⎜ ⎜ ⎝ 
𝑁 𝑗 ∑
𝑖 =0 

max 
{
0 , 
(
𝑦 𝑗𝑖 − 𝜏2 

)}⎞ ⎟ ⎟ ⎠ , (11)

(
𝑃 1 𝑤 , 𝐶 

1 
𝑠 |𝐴 3 

)
= 

(
𝐶 

1 
𝑠 − 𝐶 𝑟 

)
𝑁 𝑗 , (12)

(
𝑃 2 𝑤 , 𝐶 

2 
𝑠 |𝐴 4 

)
= 

(
𝐶 

2 
𝑠 − 𝐶 𝑟 

)
𝑁 𝑗 , (13)

here C r is an average cost per repair. 

The manufacturer’s optimal choice for the decision variables 𝑃 𝑐 𝑤 , 𝐶 

𝑐 
𝑠 

nd M c are obtained by maximizing the expected profit, considering the

ptimal choice A 

∗ selected by the customers. Fig. 2 illustrates the game

evelopment by showing all possible actions in each decision stage for

he OEM (determination of 𝑃 1 𝑤 and 𝐶 

1 
𝑠 ) and a given customer of class 1

choice of A 0 , A 1 , and A 3 ), while Fig. 3 shows the game development by

howing all possible actions in each decision stage for the OEM (deter-

ination of 𝑃 2 𝑤 and 𝐶 

2 
𝑠 ) and a given customer of class 2 (choice of A 0 ,

 2 , and A 4 ). 
343 
.5. Customer’s optimal action 

It is necessary to evaluate the expected utility for each of the possible

ecisions to determine the customers ’ optimal strategy. The expected

tilities for the decisions A 0 , A 1 , A 2 , A 3 and A 4 are given by the ex-

ressions (14) , (15) , (16) , (17) and (18) , respectively and, as stated in

ection 4.3 , are obtained by using Eqs. (4) –(8) into Eq. (1) . 

 

[
𝑈 

(
𝐴 0 |𝑃 𝑐 𝑤 , 𝐶 

𝑐 
𝑠 

)]
= 0 , (14)

 

[
𝑈 

(
𝐴 1 |𝑃 1 𝑤 , 𝐶 

1 
𝑠 

)]
= 

1 
𝛽1 

⎛ ⎜ ⎜ ⎜ ⎝ 1 − 𝑒 𝛽1 
[
𝐶 𝑏 + 𝑃 1 𝑤 

]
𝐸 

⎡ ⎢ ⎢ ⎢ ⎣ 𝑒 
− 𝛽1 𝑅 1 

( 
𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + ̃𝑋 𝑗 

) 
− 𝛽1 𝛼1 𝜐1 𝑗 

⎤ ⎥ ⎥ ⎥ ⎦ 
⎞ ⎟ ⎟ ⎟ ⎠ , 
(15) 

 

[
𝑈 

(
𝐴 2 |𝑃 2 𝑤 , 𝐶 

2 
𝑠 

)]
= 

1 
𝛽2 

⎛ ⎜ ⎜ ⎜ ⎝ 1 − 𝑒 𝛽2 
[
𝐶 𝑏 + 𝑃 2 𝑤 

]
𝐸 

⎡ ⎢ ⎢ ⎢ ⎣ 𝑒 
− 𝛽2 𝑅 2 

( 
𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + ̃𝑋 𝑗 

) 
− 𝛽2 𝛼2 𝜐2 𝑗 

⎤ ⎥ ⎥ ⎥ ⎦ 
⎞ ⎟ ⎟ ⎟ ⎠ , 
(16) 

 

[
𝑈 

(
𝐴 3 |𝑃 1 𝑤 , 𝐶 

1 
𝑠 

)]
= 

1 
𝛽1 

⎛ ⎜ ⎜ ⎜ ⎝ 1 − 𝑒 𝛽1 𝐶 𝑏 𝐸 

⎡ ⎢ ⎢ ⎢ ⎣ 𝑒 
− 𝛽1 𝑅 1 

( 
𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + ̃𝑋 𝑗 

) 
+ 𝛽1 𝑁 𝑗 𝐶 

1 
𝑠 

⎤ ⎥ ⎥ ⎥ ⎦ 
⎞ ⎟ ⎟ ⎟ ⎠ , (17)

 

[
𝑈 

(
𝐴 4 |𝑃 2 𝑤 , 𝐶 

2 
𝑠 

)]
= 

1 
𝛽2 

⎛ ⎜ ⎜ ⎜ ⎝ 1 − 𝑒 𝛽2 𝐶 𝑏 𝐸 

⎡ ⎢ ⎢ ⎢ ⎣ 𝑒 
− 𝛽2 𝑅 2 

( 
𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + ̃𝑋 𝑗 

) 
+ 𝛽2 𝑁 𝑗 𝐶 

2 
𝑠 

⎤ ⎥ ⎥ ⎥ ⎦ 
⎞ ⎟ ⎟ ⎟ ⎠ , (18)
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Table 2 

Optimal strategies. 

Strategy OEM decision Customer decision 

1 𝑃 𝑐 
𝑤 
> 𝑃 𝑐,𝑚𝑎𝑥 

𝑤 
and 𝐶 𝑐 

𝑠 
> 𝐶 𝑐,𝑚𝑎𝑥 

𝑠 
, 𝑐 = 1 , 2 𝐴 𝑐∗ = 𝐴 0 , 𝑐 = 1 , 2 

2 𝐶 1 
𝑠 
> 𝐶 1 ,𝑚𝑎𝑥 

𝑠 
and 𝑃 1 

𝑤 
= 𝑃 1 ,𝑚𝑎𝑥 

𝑤 
𝐴 1∗ = 𝐴 1 

3 𝐶 2 
𝑠 
> 𝐶 2 ,𝑚𝑎𝑥 

𝑠 
and 𝑃 2 

𝑤 
= 𝑃 2 ,𝑚𝑎𝑥 

𝑤 
𝐴 2∗ = 𝐴 2 

4 𝑃 1 
𝑤 
> 𝑃 1 ,𝑚𝑎𝑥 

𝑤 
and 𝐶 1 

𝑠 
= 𝐶 1 ,𝑚𝑎𝑥 

𝑠 
𝐴 1∗ = 𝐴 3 

5 𝑃 2 
𝑤 
> 𝑃 2 ,𝑚𝑎𝑥 

𝑤 
and 𝐶 2 

𝑠 
= 𝐶 2 ,𝑚𝑎𝑥 

𝑠 
𝐴 2∗ = 𝐴 4 
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here 𝜐𝑐 
𝑗 

is the total overtime during T regarding customer j of class c . 

In the case that the customer decides not to buy the equipment, the

xpected utility will be zero, as in Eq. (14) . Eqs. (15) , (16) , (17) and

18) use some outputs from the priority queue system, as N j , 𝜐
𝑐 
𝑗 

and
𝑁 𝑗 

𝑖 =0 𝑋 𝑗𝑖 + ̃𝑋 𝑗 . Since these values are stochastic, they are obtained via

imulation algorithm described in Section 4.7 . Finally, for given 𝑃 𝑐 𝑤 and

 

𝑐 
𝑠 , a comparison among the expected utilities of each of the options will

efine the optimal strategy for customers of class c . 

.6. OEM’s optimal action 

Besides setting the EW prices for each class of customers and the

rice for maintenance interventions on demand, the manufacturer also

etermines the optimal number of customers in each class. To this end,

t is necessary to compare the expected profit of each combination of

ustomers in classes 1 and 2. 

In fact, let 𝑃 𝑐,𝑚𝑎𝑥 𝑤 and 𝐶 

𝑐,𝑚𝑎𝑥 
𝑠 represent the maximal prices the cus-

omer is willing to pay for each option. Then, in order to maximize

he expected profit, the OEM should choose either 𝑃 𝑐 𝑤 > 𝑃 𝑐,𝑚𝑎𝑥 𝑤 and

 

𝑐 
𝑠 = 𝐶 

𝑐,𝑚𝑎𝑥 
𝑠 to force customers to decide for maintenance interventions

n demand or 𝑃 𝑐 𝑤 = 𝑃 𝑐,𝑚𝑎𝑥 𝑤 and 𝐶 

𝑐 
𝑠 > 𝐶 

𝑐,𝑚𝑎𝑥 
𝑠 to force customers to decide

or signing an EW. Thus, the OEM’s expected profit for each choice of

he customers is given by (19) : 

 

[
𝜋
(
𝑃 1 𝑤 , 𝑃 

2 
𝑤 , 𝐶 

1 
𝑠 , 𝐶 

2 
𝑠 , 𝑀 

∗ 
1 , 𝑀 

∗ 
2 |𝐴 

1∗ , 𝐴 

2∗ )] = 𝜋1 + 𝜋2 , (19)

here 𝜋c is the total manufacturer’s expected profit for all customers of

lass c ( 𝜋1 and 𝜋2 are given by (20) and (21) ), A 

1 ∗ , A 

2 ∗ are the optimal

trategies for customers of class 1 and 2, respectively, and 𝑀 

∗ 
1 , 𝑀 

∗ 
2 are

he optimal number of customers of class 1 and 2, respectively. 

1 = 

⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ 

0 , if 𝐶 

1 
𝑠 > 𝐶 

1 ,𝑚𝑎𝑥 
𝑠 , 𝑃 1 𝑤 > 𝑃 1 ,𝑚𝑎𝑥 𝑤 ∑𝑀 

∗ 
1 

𝑗=1 

(
𝑃 1 𝑤 − 𝐶 𝑟 𝐸 

[
𝑁 𝑗 

]
− 𝛼1 𝐸 

[
𝜐1 
𝑗 

])
, if 𝐶 

1 
𝑠 > 𝐶 

1 ,𝑚𝑎𝑥 
𝑠 , 𝑃 1 𝑤 = 𝑃 1 ,𝑚𝑎𝑥 𝑤 

𝑀 

∗ 
1 ∑

𝑗=1 

((
𝐶 

1 
𝑠 − 𝐶 𝑟 

)
𝐸 

[
𝑁 𝑗 

])
, if 𝐶 

1 
𝑠 = 𝐶 

1 ,𝑚𝑎𝑥 
𝑠 , 𝑃 1 𝑤 > 𝑃 1 ,𝑚𝑎𝑥 𝑤 

(20)

2 = 

⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ 

0 , if 𝐶 

2 
𝑠 > 𝐶 

2 ,𝑚𝑎𝑥 
𝑠 , 𝑃 2 𝑤 > 𝑃 2 ,𝑚𝑎𝑥 𝑤 ∑𝑀 

∗ 
2 

𝑗=1 

(
𝑃 2 𝑤 − 𝐶 𝑟 𝐸 

[
𝑁 𝑗 

]
− 𝛼2 𝐸 

[
𝜐2 
𝑗 

])
, if 𝐶 

2 
𝑠 > 𝐶 

2 ,𝑚𝑎𝑥 
𝑠 , 𝑃 2 𝑤 = 𝑃 2 ,𝑚𝑎𝑥 𝑤 

𝑀 

∗ 
2 ∑

𝑖 =1 

((
𝐶 

2 
𝑠 − 𝐶 𝑟 

)
𝐸 

[
𝑁 𝑗 

])
, if 𝐶 

2 
𝑠 = 𝐶 

2 ,𝑚𝑎𝑥 
𝑠 , 𝑃 2 𝑤 > 𝑃 2 ,𝑚𝑎𝑥 𝑤 

(21)

Eqs. (20) and (21) are also computed by using outputs from the prior-

ty queueing system. More specifically, the arrival, repair and departure

imes are checked and, when repair durations are greater than 𝜏c , they

re analyzed to obtain the total expected overtime for each customer

[ 𝜐𝑐 
𝑗 
] , which is used to estimate the penalties paid by the OEM. Mul-

iplying this value by 𝛼c , it is possible to obtain the expected amounts

o be refunded to the customer by the OEM due to delays in returning

he equipment to operational state for classes 1 and 2, i.e., 𝛼1 𝐸[ 𝜐𝑐 1 ] and

2 𝐸[ 𝜐𝑐 2 ] , respectively. Note that an expected value is used to calculate

he penalties for each customer. This happens due to the stochastic na-

ure of the overtimes. Thus, an expected value of such overtimes must be

omputed over [ 𝑇 0 ; 𝑇 0 + 𝑇 ] to estimate how much the OEM shall refund

ach customer. The optimal strategies are given in Table 2 . 

.7. Priority queue simulation 

As mentioned in Section 2.2, the above formulation describes a queu-

ng system with finite population ( M ), where users are split into two

lasses, with class 1 having priority over class 2 with no preemption.
344 
or the equipment unit of each client, times until failure follow a condi-

ioned Weibull distribution; a service crew can repair one unit at a time

ith constant average rate, returning the equipment to operational state

ut not reverting aging degradation (minimal repairs). If there is more

han one failed unit of a given class at a time, the queue follows a FCFS

ule. Despite, upon completion of a repair, the next unit to be repaired

s always of class 1 if there are class 1 units in queue. 

In order to formulate the proposed model and determine the cus-

omers ’ and OEM’s optimal actions, a discrete event simulation (DES)

lgorithm (Ross [32] ) has been here developed. We resorted to DES

ecause of the complexity involved in the priority queue equations

Section 2.2), as well as their use in the context of the present model

 Sections 4.5 and 4.6 ) . Alrabghi & Tiwari [33] analyzed state of the art

f methods and practices regarding simulation of maintenance systems;

ang et al. [34] used simulation to forecast the number of warranty

laims of equipment subject to a generalized renewal process consider-

ng usage rate; Alrabghi & Tiwari [35] present an approach for mod-

lling complex maintenance systems using DES; Li & Stanford [36] used

imulation to validate a model of accumulating priority queue. 

The algorithm here developed may be divided into 3 main portions:

i) the priority queue system module ( Fig. 4 ); (ii) determination of max-

mum prices for maintenance services; (iii) and maximization of the

EM’s expected profit. An overview of how the three modules are used

s shown in Fig. 5 and a more detailed description is provided in Fig. 6 .

Note that: (i) t d , time of departure (end of a repair), is set to infinity in

tep 1.2, when there is no equipment being repaired so that it will never

e smaller than 𝑡 𝑎 1 and 𝑡 𝑎 2 , which in turn refer to the times of arrival

occurrence of a failure) of equipment of class 1 and class 2, respectively;

ii) the algorithm generates two lists (one for each class) containing, for

ach client, number of failures, downtime, and overtime. These lists are

uilt from the times for each failure/repair, and each of their entries is

inked to the corresponding equipment. These are the main outputs of

he simulation (step 3.2), later used to estimate the prices of EWs and

epairs on demand. 

Initially in Fig. 4 , the first failure times are generated in step 1.1 from

 Weibull distribution ( Eq. (3) with 𝑡 0 = 0 ) for classes 1 and 2, and then

t is checked in step 2.1 which class the first customer belongs to; as the

ueue will be empty, the customer will immediately be served. As the

ext events occur, it is checked if it is an arrival (failure) or a departure

repair end) based on which of the times 𝑡 𝑎 1 , 𝑡 𝑎 2 and t d is the smallest.

f a failure of a class 2 customer occurs and the system is not empty,

his hospital will proceed to queue. However, if an arrival of a class 1

ospital happens, this customer will use its priority preference and go

hrough all the class 2 customers in queue and wait until all the other

lass 1 customers are served or, if there are no other class 1 customers

n queue, it will wait until the server finishes its current service. 

During the simulation, all important information is saved, i.e., the

ime the server is idle, equipment downtime and overtime (by using

ailure, repair, and departure times). This process is repeated until 𝑇 0 +
 is reached. At the end of the simulation, the two aforementioned lists

ontaining, for each equipment unit, the number of failures, downtime,

nd overtime are saved for estimating the model’s variables. Steps 1, 2

nd 3 are repeated until the desired number of samples (replications) is

eached. 

After the queue is simulated, it is necessary to determine the

ustomer’s optimal strategy. To this end, we estimate the maximum
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Fig. 4. Priority queue system module. 
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ustomer’s willingness to pay for each option offered by the OEM: 𝑃 1 ,𝑚𝑎𝑥 𝑤 ,

 

2 ,𝑚𝑎𝑥 
𝑤 , 𝐶 

1 ,𝑚𝑎𝑥 
𝑠 , and 𝐶 

2 ,𝑚𝑎𝑥 
𝑠 , which are given by Eqs. (22) –(25) . As these

xpressions denote the customer’s maximum willingness to pay for each

ption, they are calculated by equalizing their expected utility to zero.

ote that the amount that customers are willing to pay for each of the

ffered options depends on the magnitude of their risk aversion 𝛽. 

 

1 ,𝑚𝑎𝑥 
𝑤 = − 𝐶 𝑏 − 

1 
𝛽1 

⎛ ⎜ ⎜ ⎜ ⎝ ln 𝐸 

⎡ ⎢ ⎢ ⎢ ⎣ 𝑒 
− 𝛽1 𝑅 1 

( 
𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + ̃𝑋 𝑗 

) 
− 𝛽1 𝛼1 𝜐1 𝑗 

⎤ ⎥ ⎥ ⎥ ⎦ 
⎞ ⎟ ⎟ ⎟ ⎠ , (22)

 

2 ,𝑚𝑎𝑥 
𝑤 = − 𝐶 𝑏 − 

1 
𝛽2 

⎛ ⎜ ⎜ ⎜ ⎝ ln 𝐸 

⎡ ⎢ ⎢ ⎢ ⎣ 𝑒 
− 𝛽2 𝑅 2 

( 
𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + ̃𝑋 𝑗 

) 
− 𝛽2 𝛼2 𝜐2 𝑗 

⎤ ⎥ ⎥ ⎥ ⎦ 
⎞ ⎟ ⎟ ⎟ ⎠ , (23)

1 𝐶 𝑏 + ln 𝐸 

⎡ ⎢ ⎢ ⎢ ⎣ 𝑒 
− 𝛽1 𝑅 1 

( 
𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + ̃𝑋 𝑗 

) 
+ 𝛽1 𝐶 

1 ,𝑚𝑎𝑥 
𝑠 𝑁 𝑗 

⎤ ⎥ ⎥ ⎥ ⎦ = 0 . (24)
p  

345 
2 𝐶 𝑏 + ln 𝐸 

⎡ ⎢ ⎢ ⎢ ⎣ 𝑒 
− 𝛽2 𝑅 2 

( 
𝑇 0 + 

𝑁 𝑗 ∑
𝑖 =0 

𝑋 𝑗𝑖 + ̃𝑋 𝑗 

) 
+ 𝛽2 𝐶 

2 ,𝑚𝑎𝑥 
𝑠 𝑁 𝑗 

⎤ ⎥ ⎥ ⎥ ⎦ = 0 . (25)

Note also that it is difficult to determine 𝐶 

𝑐,𝑚𝑎𝑥 
𝑠 analytically by using

qs. (24) or (25) . Thus, a numerical method is used. Along with the an-

lytical difficulties commented in Section 2.2 due to the more general

eibull arrival times, the use of simulation is also required by the pres-

nce of the stochastic quantities N j , 
∑𝑁 𝑗 

𝑖 =0 𝑋 𝑗𝑖 + �̃� 𝑗 and 𝜐𝑐 
𝑗 

in Eqs. (22) –

25) . 

Figs. 5 and 6 describe how each module of the proposed model inter-

cts and how the OEM’s expected profit is maximized. In fact, the queue-

ng system is simulated through the algorithm described in Fig. 4 for

very pair ( M 1 , M 2 ) such that 𝑀 1 + 𝑀 2 = 𝑀 . For each case, 𝑃 𝑐,𝑚𝑎𝑥 𝑤 and

 

𝑐,𝑚𝑎𝑥 
𝑠 are computed via Eqs. (22) –(25) and the optimal strategies for

he customers, which maximize the OEM’s expected profit, are defined.

hen, the population M of customers is incremented so that the sim-

lation is repeated for the new values of ( M 1 , M 2 ). After the optimal

opulation size is reached, subsequent increments on M will result in
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Fig. 5. Model simulation graphical overview. 

Fig. 6. Model simulation description. 
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t  
ower expected OEM’s profits for all possible ( M 1 , M 2 ) and service op-

ions. If such behavior is observed, the simulation can be interrupted

nd optimal values can be defined. 

.8. Algorithm convergence 

As a form of validation of the results presented in this paper, we

resent a comparison between the outputs from our simulation algo-

ithm against the theoretical values given in Gross et al. [20] , who
346 
resent analytical formula for priority queues with exponentially dis-

ributed times. We make this comparison considering 𝑘 = 1 in the sim-

lation algorithm of Fig. 6 . The following parameters were also used:

= 2000 h; 𝜇 = 0.05 repairs per hour; T 0 = 8760 (hours); 𝑇 = 8760 h.

esults were compared for different numbers of replications ( sam-

les ) = 1000, 10,000, 100,000 and 1000,000. The comparison can be

ound in Tables 3–6 and in Figs. 7 , 8 for the expected number of failures

nd downtime. As it has been expected, for higher numbers of replica-

ions expected and theoretical values show close agreement. In this way,
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Table 3 

Comparison between theoretical and simulated results with 1000 samples. 

M M 1 M 2 Expected downtime Expected number of failures 

Simulated Exact Difference Simulated Exact Difference 

10 3 7 94.91 95.02 0.12% 4.316 4.332 0.38% 

10 10 0 94.71 95.02 0.32% 4.331 4.332 0.04% 

20 5 15 105.65 106.25 0.57% 4.313 4.327 0.32% 

20 20 0 106.50 106.25 0.24% 4.317 4.327 0.23% 

30 10 20 121.09 120.38 0.59% 4.344 4.320 0.56% 

30 30 0 120.23 120.38 0.12% 4.319 4.320 0.02% 

40 10 30 138.94 138.63 0.22% 4.330 4.311 0.45% 

40 40 0 138.45 138.63 0.13% 4.303 4.311 0.18% 

50 10 40 162.71 163.02 0.19% 4.306 4.298 0.17% 

50 50 0 161.88 163.02 0.70% 4.301 4.298 0.06% 

Table 4 

Comparison between theoretical and simulated results with 10,000 samples. 

M M 1 M 2 Expected downtime Expected number of failures 

Simulated Exact Difference Simulated Exact Difference 

10 3 7 94.86 95.02 0.17% 4.341 4.332 0.19% 

10 10 0 95.04 95.02 0.02% 4.337 4.332 0.10% 

20 5 15 105.89 106.25 0.34% 4.322 4.327 0.10% 

20 20 0 106.22 106.25 0.03% 4.322 4.327 0.12% 

30 10 20 119.62 120.38 0.62% 4.313 4.320 0.17% 

30 30 0 120.19 120.38 0.15% 4.322 4.320 0.04% 

40 10 30 138.52 138.63 0.08% 4.307 4.311 0.08% 

40 40 0 138.47 138.63 0.12% 4.315 4.311 0.10% 

50 10 40 162.04 163.02 0.60% 4.296 4.298 0.05% 

50 50 0 162.44 163.02 0.35% 4.301 4.298 0.05% 

Table 5 

Comparison between theoretical and simulated results with 100,000 samples. 

M M 1 M 2 Expected downtime Expected number of failures 

Simulated Exact Difference Simulated Exact Difference 

10 3 7 94.88 95.02 0.15% 4.331 4.332 0.03% 

10 10 0 94.93 95.02 0.10% 4.332 4.332 0.02% 

20 5 15 106.11 106.25 0.13% 4.325 4.327 0.04% 

20 20 0 106.21 106.25 0.04% 4.327 4.327 0.01% 

30 10 20 120.21 120.38 0.14% 4.322 4.320 0.04% 

30 30 0 120.34 120.38 0.03% 4.322 4.320 0.04% 

40 10 30 138.24 138.63 0.28% 4.310 4.311 0.03% 

40 40 0 138.18 138.63 0.33% 4.311 4.311 0.01% 

50 10 40 162.48 163.02 0.33% 4.299 4.298 0.02% 

50 50 0 162.48 163.02 0.33% 4.300 4.298 0.03% 

Table 6 

Comparison between theoretical and simulated results with 1000,000 samples. 

M M 1 M 2 Expected downtime Expected number of failures 

Simulated Exact Difference Simulated Exact Difference 

10 3 7 94.91 95.02 0.12% 4.331 4.332 0.04% 

10 10 0 94.98 95.02 0.05% 4.333 4.332 0.00% 

20 5 15 106.15 106.25 0.10% 4.327 4.327 0.00% 

20 20 0 106.17 106.25 0.08% 4.327 4.327 0.01% 

30 10 20 120.16 120.38 0.18% 4.320 4.320 0.00% 

30 30 0 120.18 120.38 0.16% 4.320 4.320 0.01% 

40 10 30 138.32 138.63 0.23% 4.312 4.311 0.02% 

40 40 0 138.31 138.63 0.24% 4.311 4.311 0.02% 

50 10 40 162.42 163.02 0.37% 4.299 4.298 0.02% 

50 50 0 162.41 163.02 0.37% 4.299 4.298 0.02% 
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e show the simulation algorithm that is here proposed is a general case

f the developments of Gross et al. [20] . 

Moreover, we performed a comparison using different number of

amples for 𝑘 = 2 (Weibull distribution), 𝜃 = 5800; 𝑘 = 2; 𝜇 = 0.05;

 0 = 8760 and 𝑇 = 8760. In this case, we could not compare our results

gainst the analytical findings of Gross et al. [20] , but it is possible to

otice how the outputs converge to narrower ranges as the number of
347 
amples increases. Also, this analysis confirms that the expected values

or the single-class cases are equivalent to the expected values for the 2-

lass systems with the same number of devices M , i.e., the expectations

onverge to the same values when M is the same, even when M 1 and

 2 are different between the cases. Note, however, that expectations of

ach priority class are different, as is seen in Section 5.2 . The results

an be found in Tables 7, 8 , Figs. 9 and 10 . 

. Application example 

.1. Model’s parameters 

We apply the proposed method to a numerical example. The device

ere considered, an angiography, is used for imaging examinations with

elp of a contrast agent, allowing doctors to visualize blood vessels and

lood flow. Failures might cause diagnostic errors, imprecise readings

nd even prevent it from functioning at all. In any case, failures are

ritical to the hospitals ’ ability to adequately make use of the angiogra-

hy, diagnose and treat patients, therefore the importance of returning

edical equipment into operation quickly. 

When new, the device is more reliable than after one or more years

f operation, which means it suffers degradation with age, and fails with

ncreased rate over time. Therefore, failures during the basic warranty

overage period [0, T 0 ] are expected to be fewer than during the EW

overage period [ T 0 , T ]. The costs of failures during the basic warranty

eriod [0, T 0 ], from the OEM’s point of view, are covered by the equip-

ent price C b ; the customers ’ lack of revenue during downtime in that

eriod are refunded by the OEM, also covered by C b . Due to these as-

umptions, starts at time T 0 , which is the beginning of the EW period

nd the starting age of all devices being simulated. 

The model’s parameters are the following: 𝜃 = 5800 h; 𝑘 = 2; 𝜇 = 0.05

epairs per hour; 𝛼1 = 1.5 (10 3 $ per hour); 𝛼2 = 0.2 (10 3 $ per

our); β1 = β2 = 𝛽 = 0.2; 𝜏1 = 48 h; 𝜏2 = 96 h; C b =$ 1476.5 (10 3 ); T 0 
 8760 hours; 𝑇 = 8760 h; C r =$ 5.4 (10 3 ); R 1 =$ 0.110 (10 3 per hour);

 2 =$ 0.105 (10 3 per hour); samples = 1000,000, which is the number

f iterations for simulating the priority queue system. 

.2. Analysis of the results 

The inputs given in Section 5.1 were used to feed up the method pro-

osed in this paper by following the algorithms given in Figs. 4–6 . First,

he algorithm described in Fig. 4 is executed for a number of samples for

ach combination of M 1 and M 2 ; next, 𝑃 𝑐,𝑚𝑎𝑥 𝑤 and 𝐶 

𝑐,𝑚𝑎𝑥 
𝑠 are estimated

or each case, and finally the scenario that results in the greatest profit

or the OEM is found. To that end, it is necessary to analyze which set

f possible actions maximizes the OEM’s profit: (i) EWs to both classes;

r (ii) EWs to class 1 and services on demand to class 2; or (iii) services

n demand to class 1 and EWs to class 2; or (iv) services on demand to

oth classes. 

Given that and by using the estimates of the model’s parameters,

he optimal number of customers is M = 48, where M 1 = 14 and M 2 =
4. The optimal strategy for the OEM is to offer EWs with priority for

lass 1 ( 𝐴 

1∗ = 𝐴 1 ) and EWs without priority for class 2 customers ( 𝐴 

2∗ =
 2 ), as this strategy maximizes the OEM’s expected profit. Thus, the

anufacturer should set the prices as follows: 𝑃 1 𝑤 = 𝑃 1 ,𝑚𝑎𝑥 𝑤 = $ 441,216

nd 𝐶 

1 
𝑠 > 𝐶 

1 ,𝑚𝑎𝑥 
𝑠 = $ 21,329 for class 1; 𝑃 2 𝑤 = 𝑃 2 ,𝑚𝑎𝑥 𝑤 = $ 329,864 and

 

2 
𝑠 > 𝐶 

2 ,𝑚𝑎𝑥 
𝑠 = $ 11,921 for class 2. Such strategy generates an expected

otal profit E[ 𝜋] of $ 11,888,594. 

We also considered two scenarios where all customers were in a

ingle-class queueing system. In one case, all customers are from class 1

 𝑐 = 1), while for the other case all customers are from class 2 ( 𝑐 = 2). In

his situation, the optimal number of customers to be served is 𝑀 = 35

hen 𝑐 = 1, a reduction of 13 in the total number of customers, while

 = 49 when 𝑐 = 2, one customer more than the 2-class system. This

appens because class 1 customers receive more penalties, causing the

EM to serve a lower number of customers when all are in class 1,
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Fig. 7. Theoretical and simulated results for the expected number of failures. 

Fig. 8. Theoretical and simulated results for the expected downtime. 

Table 7 

Simulated results for the expected number of failures with different numbers of repetitions. 

M M 1 M 2 Expected number of failures 

1000 10,000 100,000 1000,000 

10 3 7 6.676 6.685 6.682 6.682 

10 10 0 6.667 6.684 6.681 6.683 

20 5 15 6.672 6.647 6.652 6.650 

20 20 0 6.656 6.647 6.650 6.649 

30 10 20 6.611 6.606 6.598 6.600 

30 30 0 6.598 6.607 6.601 6.600 

40 10 30 6.529 6.522 6.522 6.520 

40 40 0 6.509 6.526 6.520 6.521 

50 10 40 6.386 6.387 6.388 6.387 

50 50 0 6.382 6.385 6.388 6.387 

w  

s  

c  

p  

(

 

c  

Table 8 

Simulated results for the expected downtimes with different numbers of repetitions. 

M M 1 M 2 Expected downtime 

1000 10,000 100,000 1000,000 

10 3 7 155.07 155.71 155.42 155.32 

10 10 0 155.32 154.82 155.42 155.37 

20 5 15 187.43 188.09 188.38 188.32 

20 20 0 188.37 187.93 188.13 188.32 

30 10 20 238.48 238.60 237.88 237.90 

30 30 0 236.73 239.00 237.85 237.91 

40 10 30 320.06 319.08 317.79 318.07 

40 40 0 314.47 318.39 318.02 318.07 

50 10 40 457.85 455.92 454.61 455.21 

50 50 0 452.11 454.61 455.06 455.20 

s  

r  

p  

h  

h  

(

hile class 2 customers receive less in penalties, allowing the OEM to

erve more customers before penalties put its profit at risk. Thus, the 2-

lass system with different contract terms allows OEM to expect a higher

rofit, while customers also benefit from having better availability levels

class 1) or from paying less for the services (class 2). 

Indeed, when 𝑐 = 1, considering the maximum prices that could be

harged, the manufacturer should set 𝑃 𝑤 = 𝑃 𝑚𝑎𝑥 = $ 444,783 which is
𝑤 

348 
lightly higher than 𝑃 1 ,𝑚𝑎𝑥 𝑤 because customers in the single-class system

eceive more in penalties, becoming willing to pay a slightly higher EW

rice. Moreover, 𝐶 𝑠 > 𝐶 

𝑚𝑎𝑥 
𝑠 = $ 20,460 (4% lower than 𝐶 

1 ,𝑚𝑎𝑥 
𝑠 and 71.6%

igher than 𝐶 

2 ,𝑚𝑎𝑥 
𝑠 ) and the customers must choose the action A 1 and

ire EWs. Then, the OEM yields an expected profit 𝐸[ 𝜋] = $ 9836,003

17.3% lower than the expected profit considering two classes). 
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Fig. 9. Simulated results for the expected number of failures. 

Fig. 10. Simulated results for the expected downtime. 
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a  
Similar behavior is observed when 𝑐 = 2, but now results are closer

o what is found for the class 2 customers. The OEM should set 𝑃 𝑤 =
 

𝑚𝑎𝑥 
𝑤 = $ 324,957, which is slightly lower than 𝑃 2 ,𝑚𝑎𝑥 𝑤 ; 𝐶 𝑠 > 𝐶 

𝑚𝑎𝑥 
𝑠 = $

3,229 (38% lower than 𝐶 

1 ,𝑚𝑎𝑥 
𝑠 and 11% higher than 𝐶 

2 ,𝑚𝑎𝑥 
𝑠 ). The OEM

as profit 𝐸[ 𝜋] = $ 11,684,100 (1.7% lower than the expected profit

onsidering two classes). 

Thus, offering different terms for different classes of customers al-

ows the OEM to serve either hospitals that do not want to wait or hos-

itals that do not need to rush to have their equipment repaired, offering

ifferent prices for different service levels that can be delivered simulta-

eously. The 2-class priority system also results in higher expected profit

or the manufacturer. Between the single-class models, the OEM’s profit

s higher when 𝑐 = 2 than when 𝑐 = 1, due to the amount of penalties

aid by the OEM. When 𝑐 = 2, penalties are reduced, but customers are

ot willing to pay as much as class 1 customers. Thus, the 2-class sys-

em is able to service both hospital classes and still improve the OEM’s

rofits; see Table 9 . 

The performance of the queueing system is another important source

f information. First, considering the 2-class priority model, it has been

ound that the server’s mean idle time is 2686.68 h (30.7% of T ). The

ean total time the equipment stays in the system, i.e., time the equip-

ent spends in failed state (downtime) is 247.95 h for class 1 equipment
349 
nd 492.99 h for class 2 equipment. Additionally, the mean overtime is

4.75 h for a customer of class 1 and 158.05 h for a hospital of class

 (see Table 10 ). Class 2 equipment has considerably higher expected

owntime; also, the expected overtime for each equipment unit is more

han doubled for class 2 customers, although class 2 has a longer time

imit before penalties occur ( 𝜏2 = 96 > 𝜏1 = 48). Within such arrange-

ent, the total amount the manufacturer pays in penalties is $ 1149,750

or class 1 customers and $ 2686,850 for class 2 customers, averaging $

2,125 for each class 1 customer and $ 79,025 for each class 2 customer.

Considering now the queueing system with only one class, it has been

ound the server’s mean idle time is 4201.76 h when 𝑐 = 1 (48% of T and

6.4% higher than the 2-class priority case), and 2581.15 h when 𝑐 = 2

29.5% of T and 3.9% higher than the 2-class priority case). The mean

ime the equipment stays in the system (downtime) is 272.88 h when

 = 1 (10% more than class 1 and 44.6% less than class 2), and 437.72 h

hen 𝑐 = 2 (76.5% more than class 1 and 11.2% less than class 2). Yet,

he mean overtime is 85.47 h when 𝑐 = 1 (56.1% more than class 1 and

5.9% less than class 2), and 104.39 h when 𝑐 = 2 (90.7% more than

lass 1 and 34% less than class 2); see Table 10 . 

All such results are in accordance to what is stated in Gross et al.

20] that the priority queue is beneficial for the class of higher priority,

s it waits less and stays for a shorter period in system if compared
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Table 9 

Comparison between 2-class and single-class systems. 

Class 1 Class 2 2-class (total) Single-class System ( 𝑐 = 1 ) Single-class System ( 𝑐 = 2 ) 

M c 14 34 48 35 49 

𝑃 𝑐,𝑚𝑎𝑥 
𝑤 

$ 441,216 329,864 – 444,783 324,957 

𝐶 𝑐,𝑚𝑎𝑥 
𝑠 

$ 21,329 11,921 – 20,460 13,229 

A c ∗ A 1 A 2 – A 1 A 2 
E[ 𝜋] $ 4529,414 7359,180 11,888,594 9836,003 11,684,100 

Table 10 

Performance differences between priority and non-priority systems. 

2-class model Single-class model ( 𝑐 = 1 ) Single-class model ( 𝑐 = 2 ) 

Server mean idle time (h) 2686.68 4201.76 2581.15 

Class 1 Class 2 

Mean n. of failures ( N j ) 6.59 6.35 6.56 6.40 

Mean downtime (h) 247.95 492.99 272.88 437.72 

Mean overtime 𝐸[ 𝜐𝑐 
𝑗 
] (h) 54.75 158.05 85.47 104.39 

Expected penalties ($) 1149,750 2686,850 4487,175 2557,555 

Table 11 

Optimal solution changes due to 𝜃 variations. 

𝜃 M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

5400 41 10 439,272 19,180 A 1 31 324,160 11,239 A 2 9752,573 

5600 44 10 439,918 21,168 A 1 34 326,096 12,163 A 2 10,796,320 

5800 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

6000 52 13 441,593 21,670 A 1 39 331,947 12,260 A 2 13,070,610 

6200 55 17 442,525 23,061 A 1 38 334,938 12,399 A 2 14,301,400 

Table 12 

Optimal solution changes due to k variations. 

k M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

1.8 65 23 444,092 25,070 A 1 42 339,063 12,283 A 2 17,509,530 

1.9 56 16 442,479 22,782 A 1 40 334,232 12,454 A 2 14,434,970 

2.0 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

2.1 42 6 438,544 19,694 A 1 36 323,437 12,276 A 2 9806,516 

2.2 36 6 437,015 18,554 A 1 30 318,397 11,298 A 2 8062,281 

Table 13 

Optimal solution changes due to 𝜇 variations. 

μ M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

3.0 (10 − 2 ) 27 0 – – A 0 27 328,749 11,547 A 2 5606,730 

4.0 (10 − 2 ) 38 0 – – A 0 38 326,121 12,299 A 2 8594,872 

5.0 (10 − 2 ) 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

6.0 (10 − 2 ) 59 23 439,353 21,456 A 1 36 332,075 11,703 A 2 15,544,420 

7.0 (10 − 2 ) 69 34 438,357 21,093 A 1 35 333,872 11,240 A 2 19,336,350 

t  

c  

c  

e  

c  

b  

w  

i  
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o  
o the single-class. On the other hand, the PQT leaves the non-priority

lass in a worse situation when compared to a single class system, as

ustomers belonging to this class tend to wait more in queue to get their

quipment repaired. In short, comparing the priority against the single-

lass model, it may be observed that class 1 customers face a much

etter situation regarding the mean downtime and the mean overtime,

hile class 2 customers are penalized and tend to face a worse situation

n comparison to a single-class system. In order to enrich the analysis

nd provide managerial insights for decision makers, next we present a

ensitivity analysis for the model’s parameters. 

.3. Sensitivity analysis 

A sensitivity analysis is performed to investigate how the optimal

alues change due to marginal variations of some parameters. Variations

n the following parameters were considered: 𝜃 ( Table 11 ), k ( Table 12 ),

( Table 13 ), 𝛽 ( Table 14 ), 𝛼1 ( Table 15 ), 𝛼2 ( Table 16 ), 𝜏1 ( Table 17 ),

( Table 18 ), R ( Table 19 ), R ( Table 20 ) and m ( Table 21 ). 
2 1 2 o  

350 
Table 11 presents how the optimal solution changes due to variations

n the Weibull distribution scale parameter ( 𝜃). For lower values of 𝜃,

ailures occur more often; maintenance expenses tend to grow as well

s the expected penalties. Thus, when 𝜃 is raised, it may be observed

hat the optimal number of customers increases along with the manu-

acturer’s expected profit. In practical terms, more reliable equipment

esults in better availability to hospitals; thus, the OEM spends less with

aintenance while receiving more revenue. 

Table 12 shows the effect of variations on the Weibull distribution

hape parameter. As k increases, equipment degrades at faster rates over

ime causing failures to occur more often, resulting in a greater ex-

ected number of failures over the EW. This causes customers ’ devices

o be more unavailable and receive more penalties, as well as increas-

ng OEM’s costs due to repairs when an EW is hired, thus reducing the

EM’s expected profit along with the number of customers being ser-

iced, especially class 1 customers. Notice that the effects of changes

n 𝜃 and k are analogous, since both parameters affect the frequency

f failures over time. When more failures occur, equipment availability
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Table 14 

Optimal solution changes due to 𝛽 variations. 

𝛽 M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

1.0 (10 − 1 ) 49 10 449,129 23,882 A 1 39 344,434 15,561 A 2 12,581,710 

1.5 (10 − 1 ) 49 10 444,135 22,438 A 1 39 336,492 13,124 A 2 12,221,950 

2.0 (10 − 1 ) 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

2.5 (10 − 1 ) 47 13 437,959 20,671 A 1 34 323,449 11,501 A 2 11,660,650 

3.0 (10 − 1 ) 47 15 435,672 20,366 A 1 32 317,855 11,184 A 2 11,414,430 

Table 15 

Optimal solution changes due to 𝛼1 variations. 

𝛼1 ($10 3 ) M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

0.5 49 49 447,845 17,040 A 1 0 – – A 0 14,967,580 

1.0 47 26 442,513 20,838 A 1 21 334,411 9872 A 2 12,442,820 

1.5 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

2.0 49 5 440,544 22,210 A 1 44 327,227 12,637 A 2 11,722,260 

2.5 49 1 440,399 24,279 A 1 48 325,561 12,775 A 2 11,670,850 

Table 16 

Optimal solution changes due to 𝛼2 variations. 

𝛼2 ($10 3 ) M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

0.1 63 19 443,080 20,682 A 1 44 275,676 0 A 2 13,833,690 

0.3 54 11 440,879 21,405 A 1 43 325,802 8916 A 2 13,084,120 

0.5 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

0.7 45 11 440,551 21,333 A 1 34 330,603 13,436 A 2 11,122,900 

0.9 41 16 441,199 21,507 A 1 25 332,412 14,130 A 2 10,545,520 

Table 17 

Optimal solution changes due to 𝜏1 variations. 

𝜏1 M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

24 50 0 – – A 0 50 325,433 12,890 A 2 11,672,540 

36 48 3 450,024 22,855 A 1 45 325,938 12,487 A 2 11,687,100 

48 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

60 47 19 432,591 21,135 A 1 28 331,436 12,092 A 2 12,211,460 

72 47 25 424,867 20,064 A 1 22 334,031 10,241 A 2 12,521,630 

Table 18 

Optimal solution changes due to 𝜏2 variations. 

𝜏2 M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

48 45 15 441,248 22,217 A 1 30 361,018 12,403 A 2 11,199,380 

72 47 13 440,999 21,173 A 1 34 345,916 12,594 A 2 11,663,350 

96 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

120 49 13 441,173 21,785 A 1 36 313,151 11,284 A 2 11,973,570 

144 49 16 441,703 21,105 A 1 33 297,094 10,835 A 2 11,907,572 

Table 19 

Optimal solution changes due to R 1 variations. 

R 1 ($10 3 ) M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

0.106 49 0 – – A 0 49 325,250 12,610 A 2 11,689,030 

0.108 49 0 – – A 0 49 325,250 12,610 A 2 11,689,030 

0.11 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

0.112 46 22 477,420 22,559 A 1 24 332,882 11,414 A 2 12,483,920 

0.114 46 26 512,985 23,633 A 1 20 333,745 10,948 A 2 13,292,910 

Table 20 

Optimal solution changes due to R 2 variations. 

R 2 ($10 3 ) M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

0.101 43 28 444,024 20,885 A 1 15 266,004 7514 A 2 10,259,980 

0.103 46 23 442,999 20,619 A 1 23 299,529 9344 A 2 10,906,720 

0.105 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

0.107 50 0 – – A 0 50 359,270 13,828 A 2 13,367,080 

0.109 52 0 – – A 0 52 393,851 15,442 A 2 15,077,260 

351 
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Table 21 

Optimal solution changes due to m variations. 

m M M 1 𝑃 1 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 1 ,𝑚𝑎𝑥 
𝑠 

$ A 1 ∗ M 2 𝑃 2 ,𝑚𝑎𝑥 
𝑤 

$ 𝐶 2 ,𝑚𝑎𝑥 
𝑠 

$ A 2 ∗ E[ 𝜋] $ 

1 48 14 441,216 21,329 A 1 34 329,864 11,921 A 2 11,888,594 

2 102 59 438,714 20,913 A 1 43 333,092 11,104 A 2 29,540,950 

3 154 112 438,189 20,832 A 1 42 335,047 11,216 A 2 48,302,200 
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s reduced and more penalties are incurred. Consequently, customers

ecome less willing to pay for the services, forcing the OEM to reduce

he number of customers served, cutting its expected profits. 

Table 13 presents how the optimal solution changes due to varia-

ion in the service rate ( 𝜇). For low values of 𝜇, the service team is able

o repair fewer items per time unit, and thus the optimal number of

ustomers decreases. When 𝜇 ≤ 0.04, the OEM decides not to service

lass 1 customers; this happens due to the low equipment availability

nd the occurrence of more penalties, since the OEM is not able to re-

air failed equipment as quickly as needed. On the other hand, when

increases, the service team can complete repairs at faster rates and

he optimal number of customers increases. Indeed, as 𝜇 is raised, the

umber of class 1 customers increases, while the number of class 2 cus-

omers remains about the same; since class 1 customers are willing to

ay more for the services, the OEM tends to service more clients of this

lass for greater values of 𝜇. In general, higher 𝜇 translates into faster

epairs, allowing the OEM to service a higher number of hospitals while

aintaining good levels of equipment availability. 

In Table 14 , it is shown how the optimal solution changes due to

ariations in the risk aversion parameter rate ( 𝛽). As 𝛽 increases, hospi-

als become more averse to risk, causing their expected utilities to reach

ower values faster, thus they tend to pay lower prices for the services;

his causes the OEM’s expected profit to decrease. When customers are

ore averse to risk, their willingness to pay for the services is more af-

ected by the randomness of costs. On the other hand, for low values of

, the OEM can service more class 2 customers than when 𝛽 is higher,

ince they accept to pay more for maintenance services in these scenar-

os. 

Tables 15 and 16 present how the optimal solution changes due to

ariations on the penalty per time unit parameters ( 𝛼1 and 𝛼2 ) for classes

 and 2 respectively. For higher 𝛼1 values, class 1 customers receive

ore in penalties when there is overtime, causing the OEM to service

ewer class 1 customers and more class 2 customers to compensate. For

nstance, when 𝛼1 = 0.5 ($10 3 ), the OEM services 49 class 1 customers

nd does not sell the equipment to class 2 customers. On the other hand,

hen 𝛼1 = 2.5 ($10 3 ) only one class 1 customer is served, while 48 cus-

omers of class 2 are served; for different values of 𝛼2 , a similar behavior

s observed, but due to the differences in revenue between both classes,

ometimes the OEM also serves more class 1 customers when 𝛼2 is low,

hich is the case when 𝛼2 = 0.1 (10 3 ). In general, when 𝛼c is high, cus-

omers of class c receive more in penalties due to equipment unavail-

bility. Therefore, the OEM can serve fewer hospitals, especially of class

 , due to the increased costs of overtime. 

Tables 17 and 18 show how the optimal solution changes due to

ariations in the maximum times to repair 𝜏1 and 𝜏2 . The effects of

hese variations are similar to the ones caused by changes in 𝛼1 and

2 , because both 𝛼c and 𝜏c influence the amount of penalties incurred.

owever, while 𝛼c affects the rate at which overtime increases penal-

ies, 𝜏c drives how long the equipment may wait before penalties occur.

he OEM tends to service more customers of class c as 𝜏c increases; in

eneral, the OEM’s expected profit increases as 𝜏c is increased. How-

ver, for 𝜏2 = 144, the number of customers M remains the same, M 1 

ncreases, and M 2 decreases, in relation to the values for 𝜏2 = 120; see

able 18 . This situation occurs because the amount of penalties paid by

he OEM to class 2 customers decreases, resulting in class 2 customers

aying less for EWs. Thus, the OEM increases the number of class 1 cus-

omers and decreases the number of class 2 customers; the OEM’s profit

s slightly reduced, since class 2 customers do not pay as much as with

ower values of 𝜏2 . 
352 
Note that, among all the analysis here performed, strategies A 3 and

 4 were not chosen. We found this situation is due to the risk aver-

ion behavior of customers, along with the fact that the OEM always

eeks to maximize profit. Indeed, if customers choose strategies A 3 

r A 4 , they are more susceptible to unexpectedly high maintenance

osts since their equipment may suffer too many failures. Thus, such

 situation is avoided by choosing EWs since this option offers less

isk to hospitals. Consequently, customers are willing to pay signifi-

antly less for repairs on demand, strongly decreasing OEM’s expected

rofit. 

In cases where penalties are very high, because 𝜏c is small (especially

hen 𝜏c < 1/ 𝜇) and/or 𝛼c is high, it is expected that A 3 is also chosen

ince such scenarios would cause EWs to be financially unfeasible for

he OEM. For instance, when 𝛼1 = 4, 𝛼2 = 3, 𝜏1 = 18 and 𝜏2 = 24, class 1

ustomers choose strategy A 3 , buying the equipment without EW, and

lass 2 customers decide not to buy a device: 𝑀 1 = 46 and 𝑀 2 = 0. The

rices set by the OEM are as follows: 𝑃 1 𝑤 > 𝑃 1 ,𝑚𝑎𝑥 𝑤 = $ 473,426, 𝐶 

1 
𝑠 =

 

1 ,𝑚𝑎𝑥 
𝑠 = $ 18,320. 𝐸[ 𝜋] = $ 3832,864. Since both classes have modified

alues for 𝛼c and 𝜏c , the model behaves differently from when there

re changes in parameters for each class individually ( Tables 15–18 ). In

hose cases, the OEM avoids the class for which penalties are incurred

ore easily, while changes in parameters for both classes at once result

n EWs being less profitable for the OEM. Thus, A 3 (or A 4 ) becomes

 better option in comparison with A 1 (or A 2 ). Yet, note that class 2

ustomers do not buy the equipment. Since class 1 customers receive

igher revenue than class 2 customers, they are willing to pay higher

alues of 𝐶 

𝑐 
𝑠 , resulting in higher profit for the OEM. 

Changes on the strategies caused by the difference in revenue for

ach class can be seen in Tables 19 and 20 . When class 1 customers

ave only slightly higher revenue during operational time in relation to

lass 2 customers, the OEM decides to service only class 2 customers,

ince class 2 customers receive less in penalties in relation to the revenue

hey generate. On the other hand, when class 1 customers ’ revenues are

aised, the OEM services more class 1 customers, since they are willing

o pay significantly more for services. Note that the model is highly

ensitive to variations in R c . In practical terms, if class 1 hospitals can

enerate much more revenue from using the equipment, the OEM should

refer selling EWs to that class. However, if class 2 hospitals are able to

enerate a revenue similar to that of class 1 hospitals, the OEM should

ervice only class 2 hospitals. 

Finally, Table 21 shows how the optimal solution changes when it is

onsidered that the OEM has more than one service team. More specif-

cally, the optimal results for queueing systems with 𝑚 = 2 and 𝑚 = 3
ervers in parallel are presented. As m increases, the number of cus-

omers and the manufacturer’s expected profit significantly increases to

02 and $ 29,540,950, respectively, when the number of servers is m

 2; and to 154 and $ 48,302,200 for m = 3. This is an expected conse-

uence of the possibility of serving more customers when there are more

ervice teams available. For m > 1, class 1 and class 2 hospitals choose to

ire an EW. Since the OEM can repair up to 2 or 3 units simultaneously,

he occurrence of penalties due to longer waiting is much less probable

nd it is possible to service a much larger number of class 1 customers,

hus generating greater revenue. Note that the increase in the number

f customers occurs in a slightly higher rate than that of the increase in

 . This happens because besides a higher m results in a higher number

f simultaneous repairs, it also decreases the negative impact of long

epairs, resulting in shorter and less variable equipment downtime, and

onsequently causing penalties to be even lower. 
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. Concluding remarks 

The model developed in this work illustrates the situation in which

 healthcare institution needs to acquire and maintain a technology-

ntensive equipment to service patients. Broadly speaking, the main

evelopments presented here in relation to previous models were: (i)

tudying the specific field of healthcare institutions that deal with the

EM to maintain equipment for which it is difficult to find other ser-

ice providers, and (ii) considering a 2-class priority queueing system

hrough which the OEM offers two kinds of EWs: one with priority for

lass 1 customers, normally large hospitals, and a non-priority EW for

lass 2 customers, normally small hospitals, where class 1 has priority

ver class 2. The arrival times were modeled by a conditioned Weibull

istribution, which is a generalization of the Exponential distribution of-

en applied in queuing systems. Moreover, we assumed minimal repairs

re performed to get the equipment into operation. 

Customers of a given class were considered to be homogeneous re-

arding their attitude to risk, thus they make similar decisions. In this

ay, OEM and hospitals interacted via a Stackelberg Game. The OEM

ets the prices of the EWs and of the maintenance interventions on de-

and to maximize the expected profit. The hospitals, in turn, intend to

aximize their expected utility and decide among the different options

ffered by the OEM. Due to the game characteristics, the OEM was able

o extract all the hospitals ’ surplus and leaves them with zero utility. 

Regarding the application example, the option that maximizes profit

s to offer EWs with priority for 14 customers of class 1 and EWs without

riority for 34 customers of class 2. Then, 48 customers should be ser-

iced. With such arrangement, the OEM yields an expected profit of $

1,888,594. When it is considered that the OEM has more than one ser-

ice channel, it is observed that both the optimal number of customers

erved and the OEM’s expected profit significantly increases. For exam-

le, for 𝑚 = 2 they reach 102 and $ 29,540,950, respectively; for 𝑚 = 3

hey are equal to 154 and $ 48,302,200, respectively. Generally, it was

bserved that the priority system clearly brings benefits to the priority

lass. On the other hand, non-priority hospitals need to wait for a longer

ime to get their equipment restored. 

As an issue of our ongoing research, we may quote that our model can

e extended in some ways. For example, (i) using a principal-agent game

ormulation (Jiang et al. [37] , Jin et al. [38] ) to consider information

symmetry, and (ii) considering heterogeneous customers as Padmanab-

an & Rao [39] to turn the negotiation process more realistic; (iii) con-

idering two-dimensional warranties (Samatli-Paç & Taner [40] ) to take

wo performance parameters such as equipment reliability and availabil-

ty into account in the negotiation process instead of only one, when an

ne-dimensional warranty is considered; (iv) considering the possibility

f renewing the EW and analyzing a time period longer than one year

ased on the performance of the OEM and the frequency of failure of

he equipment; (v) incorporating and evaluating different maintenance

olicies and actions to reduce warranty costs, (Yun et al. [41] , Zio &

ompare [42] , Mun et al. [43] ); (vi) considering imperfect repair, as

rought to the warranties context by Yeo & Yuan [44] , for instance by

sing Generalized Renewal Process proposed by Yanez et al. [45] ; Tan-

ar et al. [46] present a survey and analysis of several approaches to

odeling generalized renewal processes; and (vii) considering the effect

f subsystems and components on equipment degradation (Lugtigheid

t al. [47] ). 
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