Understanding Chemical Reactivity in Extended Systems: Exploring Models of Chemical Softness in Carbon Nanotubes

CÁRDENAS Carlos\textsuperscript{1,2,*}, MUÑOZ Macarena\textsuperscript{1,3}, CONTRERAS Julia\textsuperscript{4}, AYERS Paul W.\textsuperscript{5}, GÓMEZ Tatiana\textsuperscript{6}, FUENTEALBA Patricio\textsuperscript{1,2,*}

\textsuperscript{1} Departamento de Física, Facultad de Ciencias, Universidad de Chile, Casilla, 653 Santiago, Chile.
\textsuperscript{2} Centro para el Desarrollo de la Nanociencias y Nanotecnologia, CEDENNA, Avenida Ecuador 3493, Santiago, Chile.
\textsuperscript{3} Núcleo de Matemáticas, Física y Estadística, Facultad de Ciencias, Universidad Mayor, Manuel Montt 367, Providencia, Santiago, Chile.
\textsuperscript{4} Sorbonne Universités, UPMC and CNRS, Laboratoire de Chimie Théorique (LCT), 75005 Paris, France.
\textsuperscript{5} Department of Chemistry & Chemical Biology; McMaster University; Hamilton, L8S 4M1 Ontario, Canada.
\textsuperscript{6} Institute of Applied Chemical Sciences, Theoretical and Computational Chemistry Center, Universidad Autónoma de Chile, El Llano Subercaceaux 2801, San Miguel, Santiago, Chile.

Abstract: Chemical reactivity towards electron transfer is captured by the Fukui function. However, this is not well defined when the system or its ions have degenerate or pseudo-degenerate ground states. In such a case, the first-order chemical response is not independent of the perturbation and the correct response has to be computed using the mathematical formalism of perturbation theory for degenerate states. Spatial pseudo-degeneracy is ubiquitous in nanostructures with high symmetry and totally extended systems. Given the size of these systems, using degenerate-state perturbation theory is impractical because it requires the calculation of many excited states. Here we present an alternative to compute the chemical response of extended systems using models of local softness in terms of the local density of states. The local softness is approximately equal to the density of states at the Fermi level. However, such approximation leaves out the contribution of inner states. In order to include and weight the contribution of the states around the Fermi level, a model inspired by the long-range behavior of the local softness is presented. Single wall capped carbon nanotubes (SWCCNT) illustrate the limitation of the frontier orbital theory in extended systems. Thus, we have used a C\textsubscript{360} SWCCNT to test the proposed model and how it compares with available models based on the local density of states. Interestingly, a simple Hückel approximation captures the main features of chemical response of these systems. Our results suggest that density-of-states models of the softness along simple tight binding Hamiltonians could be used to explore the chemical reactivity of more complex system, such as surfaces and nanoparticles.
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1 Introduction

When two chemical reagents approach each other both the external potentials, \( v(r) \), felt by the electrons of the reagents and the number of electrons, \( N \), in the reagents can change. From the standpoint of the substrate, its sensitivity to these changes determines its reactivity. Specifically, if the energy of the substrate decreases (or increases relatively little) in response to the reagent’s approach, a reaction with the reagent is likely. Response functions that measure the change in energy with respect to changes in the number of electrons and changes in the external potential are thus chemical reactivity indicators. The approach to chemical reactivity theory based on these
response functions is commonly called chemical (or conceptual) density-functional theory (C-DFT) 1–8. A particularly important descriptor is the Fukui function, which measures the local sensitivity to the addition or removal of electrons 9–15,

\[ f^{-+}(r) = \frac{\partial \rho(r)}{\partial N} \]  

where \( \rho(r) \) is the electron density and the super-index accounts for the fact that for a finite molecule removing and adding electrons produce different responses 16–21. Besides, the Fukui function can also be interpreted as the sensitivity of the chemical potential 8,22–26, \( \mu \), to changes in the external potential. This change in the external potential arises because the electrons in the substrate are attracted to the nuclei and repelled by the electrons of the attacking reagent. Because the energy is a linear piecewise function of the number of electrons 16–21, the Fukui functions are simply density differences,

\[ f^+(r) = \rho^{-+}(r) - \rho(r) \]

\[ f^-(r) = \rho^{-+}(r) - \rho^{-}(r) \]  

where the density of the ions \( N \pm 1 \) has to be evaluated at the external potential of unperturbed substrate. Within the Kohn-Sham (KS) formalism, Fukui functions are frontier molecular orbitals (FMO) densities corrected by a relaxation term that takes into account the change of the KS orbitals due to changes in the number of particles of the molecule 10,27,28,

\[ f^+(r) = \delta \psi^{+\pi} / \delta N \]  

\[ f^-(r) = \delta \psi^{-\pi} / \delta N \]  

The relaxation term is expected to be important in molecules with small HOMO-LUMO gap. However, neglecting the relaxation term in Eq. (3) is a common practice because in many organic molecules empiricism seems to show that this term has either a small contribution or its contribution is more or less homogeneous in all points of the space 29.

Despite the wide use of Eqs. (1)–(3), they are only valid if the ground state of the substrate and its vertical ions are nondegenerate. We have shown that Eq. (1) no longer applies for spatially-degenerate ground states because the functional derivative of the energy with respect to the external potential, \( \partial E / \partial \mu \), does not exist in such systems and therefore the electron density of the substrate (or its ions) is not unique but it depends on the strength and the nature of the perturbation in the external potential induced by the attacking reagent. Problems can arise even if the substrate or its ions are not perfectly degenerate. If the ground state is pseudo-degenerate and the magnitude of the perturbation is large enough, the Fukui function will depend on the nature of the perturbing reagent. For describing chemical reactivity, a system should be considered pseudodegenerate if it has accessible states within an energy window comparable with the strength of the perturbation. The correct treatment of chemical reactivity for degenerate and pseudodegenerate states requires the perturbation theory of degenerate states. We have construed the theoretical framework for this situation 30 and have shown that the effects of degeneracies on the Fukui function 31, the molecular electrostatic potential 32 and atomic charges 33 are by no means negligible.

It could be argued that spatial degeneracy of the ground state of organic compounds is uncommon. However, notice from Eq. (2) that evaluating the Fukui function requires the density not only of the “neutral” system (N) but its ions. If the ground states of these ions are (pseudo)degenerate, the Fukui cannot be evaluated from Eq. (2) either. This is easy to see in an orbital picture. Imagine a molecule whose HOMO is degenerate but the set of degenerate orbitals are fully occupied. The ground state of the molecule would be non-degenerate. However, the vertical cation is degenerate because the missing electron can be removed from any linear combination of the orbitals of the degenerate set. Then, (pseudo)degeneracy becomes important in large systems with high symmetry, such as nanostructures. This is so because symmetric systems with large numbers of atoms tend to form bands of states and to have spatially degenerate orbitals (quasiparticles states). A good example of these systems is single-wall carbon nanotubes. Depending on their diameter and chirality nanotubes can be metals or semiconductors 34,35. Describing the reactivity of metallic nanotubes is especially challenging because states around the Fermi level are pseudodegenerate. Additionally, in the case of finite single-wall capped carbon nanotubes (SWCCNT), the states around the Fermi level are usually degenerate. Consider for instance the metallic SWCCNT C_{560} with chirality (5,5) and D_{5h} symmetry (C_{5d}(5,5)) (cf. Scheme 1), which can be viewed as belts of hexagons with the ends capped by hemispheres of the fullerene C_{60}. The density of KS states (DOS) computed at...
Another pragmatic approach that is used when the nanotube, resembling electrons in a cylindrical shell. This orbitals are completely delocalized over the nanotube because the orbitals are localized on the otherwise delocalized π electrons. Thus, a model of reactivity of a metallic SWCCNT should be able to predict i) an enhanced reactivity at the ends of the tube and ii) that the reactivity rapidly decreases towards the center of the nanotube where it should become constant for long nanotubes. This last requirement arises because metals are efficient screening perturbations in the external potential and because if the nanotube is long enough, the center of it should remain unaltered by perturbations at the extremes. In other words, if a metallic system is perturbed, its chemical response should become constant for long nanotubes. This last effects do not fix the failure of the Fukui function to explain the correct reactivity. Indeed, relaxation effects are small as it can be seen from the similarity of \( f'(r) \) and the density of the HOMO. When one computes the Fukui function as a difference of densities, one is picking what orbital the electron is leaving. But, in a pseudodegenerate system it is the nature of the perturbation that determines how orbitals around the Fermi level contribute to the electron-transfer response. We can then conclude that the Fukui function, as it is written in Eq. (1), fails to describe the correct reactivity of metallic nanotubes (and extended systems in general) because their ions are pseudodegenerate and the “contribution” of each orbital to the response is not obvious. We want to emphasize that this problem can be circumvented if the correct perturbation theory for degenerate state is used. However, such treatment is complicated and computationally very expensive for systems of this size and complexity. Therefore, alternative simple models to describe the reactivity of extended systems are in order. Recently, we proposed an empirical model to weight the contribution of inner orbitals to the chemical response in which the contribution of each orbital decays exponentially with its “distance” to the Fermi level. However, for extended systems it is not possible to use such models as they are not applicable to metallic systems.
systems, it seems easier to describe the chemical response in terms of the local softness, $s(r)$, which can be written in terms of the local density of states (LDOS), $g(r, E)$, a routinely used tool in solid state and material science.\(^{11,44-46}\)

### 2 Models of local softness

The local softness can be interpreted as the analogous to the Fukui function but in a bath where the chemical potential is the control parameter and not the numbers of electrons (grand canonical ensemble). It measures the response of the density to variations of the chemical potential at fixed external potential while electron are free to flow between the bath and the molecule,\(^{11}\)

$$s(r) = \left( \frac{\partial g(r)}{\partial \mu} \right)_{\mu_{\text{Fermi}}}$$  \(\text{Eq. (4)}\)

The local softness at 0 K is related to the Fukui function through the global softness, $S$,

$$s(r) = \left( \frac{\partial g(r)}{\partial \mu} \right) = \left( \frac{\partial N}{\partial \mu} \right)_{\mu_{\text{Fermi}}} = f(r)S$$  \(\text{Eq. (5)}\)

The main advantage of using the local softness instead of the Fukui function is that it is not necessary to add or remove electrons to evaluate the former. There is an analogous expression to Eq. (3) for the local softness in terms of the LDOS,\(^{45-48}\) $g(r, E)$,

$$s(r) = g(r, \mu) + \int \left( \frac{\partial g(r, E)}{\partial \mu} \right) dE$$  \(\text{Eq. (6)}\)

This equation was deduced by Cohen et al.\(^{7}\) and it is based on the pioneering work by Parr and Yang.\(^{11}\) It says that the local softness of an extended system is the local density of states at the Fermi level (at 0 K the Fermi level and the chemical potential are the same) plus a relaxation term (the integral) that accounts for the change of $g(r, E)$ due to the fact that changing the Fermi level will change the density of occupied states. The complication in applying Eq. (6) is to have a model for the relaxation term. In a large, but still finite system, this term cannot be neglected because the result will be that the local softness is proportional to the density of the FMO (Fermi level). The relaxation term is the only way that states below the Fermi level can contribute to the chemical response. As far as we know there are only two models to approximate the local softness of extended systems that try to include the relaxation contribution. Santos et al.\(^{49,50}\) proposed to weight the local density of states by the product of the global softness and number of electrons ($\int_{E_{\text{int}}}^{E_{\text{Fermi}}} g(E) dE$) within an arbitrary energy window, $\Delta$, below the Fermi level,

$$s'(r) = S \int_{E_{\text{int}}}^{E_{\text{Fermi}}} g(E) dE$$  \(\text{Eq. (7)}\)

This expression is not exactly the local softness but its chemical interpretation is similar, as they demonstrated in applications to zeolites.\(^{49,51}\) Brommer et al.\(^{52}\), Geerlings et al.\(^{53}\), and Cardenas et al.\(^{54}\) proposed a similar integration around the Fermi level to calculate the local softness.

$$s'(r) = \lim_{\delta \mu \to 0} \frac{1}{\delta \mu} \int_{E_{\text{int}}}^{E_{\text{Fermi}}} g(r, E) dE$$  \(\text{Eq. (8)}\)

Eq. (8) is inspired by the fact that the derivative in Eq. (4) can be written as the limit

$$\left( \frac{\partial g(r)}{\partial \mu} \right)_{\mu_{\text{Fermi}}} = \lim_{\delta \mu \to 0} \frac{g(r, \mu + \delta \mu) - g(r, \mu)}{\delta \mu}$$  \(\text{Eq. (9)}\)

and the density is the integral of local density of states

$$\rho(r) = \int g(r, E) dE$$  \(\text{Eq. (10)}\)

Although Eq. (8) looks similar to the one reported by Santos et al. (Eq. (7)), the difference is that in the last model the limit for $\delta \mu$ is taken in order to use the smallest possible value rather than an arbitrary large window of energy below the Fermi level. Indeed, in the case of the pseudodegenerate systems, $\delta \mu$ should be of the order of the coupling between the external perturbation and the system (typically a fraction of an eV). $s'(r)$ has been applied to describe the reactivity of Si(111)-(7 × 7) reconstructed surface, single wall carbon nanotubes, and alkaline earth oxides’ surfaces.\(^{54}\) Briefly, both models ($s'(r)$ and $s(r)$) use the same basic strategy to include contributions from states below the Fermi level and, depending on the way the local density of states is calculated, they correspond to a population analysis in a portion of the valence region. Furthermore, both models weight all the states in the considered energy range equally. But, from perturbation theory one can conclude that the contribution of inner states decreases with the energetic distance to the Fermi level: the deeper the state, the smaller its contribution. For instance, the interaction energy, $E_{\text{int}}$, between the orbitals of a substrate $S$ and the accepting state of an electrophile $A$ (LUMO) is, at first order is given by

$$E_{\text{int}} = \sum_{i} \left[ \frac{\partial \langle \hat{H}_{SA} \rangle_{\text{LUMO}}}{\partial \varepsilon_{i}} \right] \varepsilon_{i}$$  \(\text{Eq. (11)}\)

where $\hat{H}_{SA}$ is the interacting Hamiltonian. Note that contribution of the inner orbitals decreases as an inverse function of the difference of energy between the orbital and the state that withdraws the electron.

A next step to improve model $s'(r)$ is to somehow include the fact that the contribution of occupied states should decrease as their energetic distance to the Fermi level increases. To get insight on how inner states should be weighted we decided to analyze the long-range limit of the softness of a finite system through the well-known asymptotic decay of the electron density\(^{55-59}\),

$$\lim_{r \to \infty} \rho(r) \equiv \rho(r \to \infty) \propto e^{-2\sqrt{2\mu}}$$  \(\text{Eq. (12)}\)

The derivative of the density with respect to the chemical potential in the long-range limit is

$$\left( \frac{\partial \rho(r \to \infty)}{\partial \mu} \right) = s(r \to \infty) \propto 2re^{-2\sqrt{2\mu}}$$  \(\text{Eq. (13)}\)

Note also that if the derivative of the density is taken not
with respect to Fermi level but with respect to the energy of an inner occupied orbital, $\epsilon$, the same behavior is obtained,
\[
\left( \frac{\partial \rho (r \rightarrow \epsilon)}{\partial \epsilon} \right)_{(\epsilon)} \approx \frac{2 e^2}{\sqrt{2 \epsilon}} \quad \text{(14)}
\]
(This assumes that we are considering occupied orbitals defined by traditional Kohn-Sham density functional theory, with a local potential. Hartree-Fock and Generalized-Kohn-Sham occupied orbitals typically all share exactly the same rate of asymptotic decay 80.)

Eqs. (13) and (14) suggest that the contribution of inner orbitals to the local softness should be weighted by the inverse of the square root of the negative of the energy of the orbital. This leads us to propose the following model for the local softness of an extended system,
\[
s^n(r)\approx \frac{1}{\delta \mu_i} \int r \int dE \int d\epsilon \frac{\rho(r,E)}{\sqrt{\epsilon - \mu_i}} \quad \text{(15)}
\]

In the rest of this work, we will focus on how well models $s^I(r)$ and $s^II(r)$ predict the reactivity of large metallic carbon nanotubes.

3 Computational methods

C(5,5) SWCCNTs obey a series with formula $C_{10n+10}$ with alternating symmetry between $D_{3h}$ ($n$ odd) and $D_{5d}$ ($n$ even). The electronic structure, specifically the band gap, oscillates with a period of three belts of hexagons due to the alternation of the bonding character of the LUMO and HOMO and LUMO associated with the change of symmetry 35. The length at which a C(R,R) SWCCNT can be considered metallic depends on the method of calculation and Geerlings et al. 51 have shown that a simple Hückel (tight binding) model is enough for a qualitative treatment of the chemical reactivity of nanotubes. Within this model the molecular orbital energies are just $\epsilon_i = \alpha + \lambda_5 \beta$, where $\lambda_5$ are the eigenvalues of the adjacency matrix of the Schlegel projection of the spiral code for the fullerene 37. In this work, the equations were simplified by working in units of $\beta$. For evaluating the LDOS and DOS, each molecular orbital energy has been broadened as a Gaussian function with standard deviation of $\sigma = 0.076\beta(0.15 \text{ eV})$ and the smallest $\delta \mu$ has been taken equal to 0.3$\beta$. Additionally, instead of reporting the local softness, we found more illustrative to use condensed-to-atoms values of it, $\alpha$ 61. Hence, whenever necessary, we condensed the LDOS to atoms using the Mulliken scheme 62. Thus, the working equation for the softness of the k-th atom for model $s^I(r)$ is
\[
s^I_k = \lim_{\delta \mu \rightarrow 0} \frac{1}{2\delta \mu} \int \rho(r,E) \left( \frac{\epsilon - \mu_i}{\sqrt{\epsilon - \mu_i}} \right) dE \quad \text{(16)}
\]

where $C_k$ is the molecular orbital coefficient of the basis centered at atom k. Notice that integration limit includes states below and above the Fermi level, which has been set to $E = 0$. This is because in a gapless system adding and removing an infinitesimal amount of electrons can be considered equivalent processes.

4 Results and discussion

We found that the smallest C(5,5) SWCCNT with a HOMO-LUMO gap small enough to be considered metallic in the Hückel method is the $C_{360}$. In order to assess the ability of the Hückel method to recover the main features of this carbon nanotube, we have plotted its DOS (cf. Fig. 5). In this plot the hopping integral $\beta$ has a value 2.66 eV; this value has been deduced from the width of the valence band ($3\beta$) in the DFT calculation of Fig. 1. It is satisfactory to see that the DOS of the Hückel method has the same structure as the DFT DOS, especially in the regions of constant DOS around the Fermi level.

Fig. 6 shows the softness of the C(5,5) SWCCNT calculated by the two models $s^I(r)$ and $s^II(r)$. Due to the $D_{5d}$ symmetry all atoms in a belt are equivalent. Therefore, the softness has been plotted as a function of the belt number. We will focus first in the sidewall of the nanotube (belts 5–35). Both models predict an oscillatory character with a period of three belts, with the average softness decreasing towards the center of the nanotube. However, for model $s^I(r)$ this decrease is quite slow while in model $s^II(r)$ the softness becomes almost constant after the 8th belt measured from the union of the sidewall and the caps. Indeed, given the nearsighted character of the softness kernel 40, one should expect that in a metallic capped nanotube, the reactivity in the center of the nanotube is smaller and almost independent of the position. In this sense, weighting the contribution of occupied states below the Fermi level, as done in $s^II(r)$, becomes essential for describing the right trend of reactivity far from the ends of the nanotube. The slow decaying oscillations in model $s^I(r)$ could be, however, caused by the finite size of the C(5,5) nanotube. Now we move to reactivity at the ends of the nanotube. Note that model $s^I(r)$ predicts that the most reactive sites of the nanotube are those corresponding to the union of the caps to the cylinder shell, which is expected because those atoms present a large deviation of the ideal $sp^2$ hybridization of the graphene sheet. However, notice that the $s^I(r)$ model totally fails in predicting that the other atoms in the
caps also have enhanced reactivity. In indeed, model $s(r)$ predicts that the outermost pentagonal belt of the nanotube is the least reactive. On the contrary, model $s_II(r)$ correctly predicts that all the atoms in the caps are the most reactive and that the outermost pentagonal belt along with the belt where the sidewall and the cap merge contains the most reactive sites. That is, only the model in which the contribution of inner orbitals to the chemical response is weighted according to how deep below the Fermi level they lay is able to provide a satisfactory picture of the chemical reactivity of capped metallic carbon nanotubes (Fig. 6, bottom panel).

5 Conclusions

It is an established rule of chemical physics that the most reactive sites of a molecule toward electron donation/acceptance are those where the frontier-orbital density is high. When a molecule changes its number of electrons due to the approach of a reagent, the chemical response is characterized by the Fukui function. However, if the system or its ions are degenerate or pseudodegenerate, the Fukui function is not well defined because it depends on the detailed nature of the perturbation and, in the case of quasidegeneracy, it includes contributions from non-frontier states. The correct way to treat such a system would be to use the perturbation theory of degenerated states to evaluate the chemical response, but such a treatment is mathematically complicated and, for extended systems, computationally expensive. This is particularly problematic because (pseudo)degeneracy is ubiquitous in extended (even infinite) systems. This motivated the simple models we explore in this work. In particular, using this work we proposed a model of local softness $s_II(r)$, based on the local density of states, in which the contribution to the chemical reactivity of states lying below/above the frontier state is included. The way this contribution is weighted is taken from the long-range (asymptotic) decay of the local softness. We implemented this model, along with a previously proposed one in which all states are equally weighted $s_I(r)$, for single-wall carbon nanotubes. Pristine carbon nanotubes are an excellent test system because their reactivity is known to depend on the local curvature of the structure and because many of their electronic structure features are captured by a Hückel Hamiltonian. We showed that model $s_II(r)$, but not model $s_I(r)$, successfully explains the reactivity of both the sidewalls and the ends of capped nanotubes. This establishes the importance of weighting inner states appropriately, ideally based on physical, rather than ad hoc, arguments. Finally, we think that the type of model discussed here opens new ways to characterize the reactivity of more complex systems like surfaces and nanoparticles.
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