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The Generalized Gaussian Model in Eq. (4.2) is used for the histogram fitting. The image 20_c1l1 from ALOT database is used for illustration.

6.8 Retrieval performance for the family of Wavelet Packets solutions of the regularized problem in Eq. (5.1) using the weighted divergence, the divergence and the energy as fidelity measures. Results are presented independently for the databases: VisTex, Brodatz, Full STex, Full ALOT, Reduced STex and Reduced ALOT.

6.9 First column shows the frequency partitions induced by the best WP solution, which is represented by the tree in the second column.

6.10 First column shows the frequency partitions induced by the best WP solution, which is represented by the tree in the second column.