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## SUBDIFFERENTIAL CALCULUS IN THE FRAMEWORK OF EPI-POINTED VARIATIONAL ANALYSIS, INTEGRAL FUNCTIONS, AND APPLICATIONS

La investigación de esta tesis es presentada en seis capítulos, desde el Capítulo 2 al Capítulo 7.

El capítulo 2 proporciona una demostración directa de una caracterización reciente de convexidad dada en el marco de los espacios de Banach en [J. Saint Raymond, J. Convexo no lineal Anal., 14 (2013), pp. 253-262]. Estos resultados también extienden esta caracterización a espacios localmente convexos bajo condiciones más débiles y se basa en la definición de una función epi-puntada.

El Capítulo 3 proporciona una extensión del Teorema Brøndsted-Rockafellar, y algunas de sus importantes consecuencias, a las funciones convexas semicontinuas inferiores definidas en espacios localmente convexos. Este resulado es demostrado usando un nuevo enfoque basado en un principio variacional simple, que también permite recuperar los resultados clásicos de una manera natural.

El Capítulo 4 continúa el estudio de la epi-puntadas no convexas, bajo una definición general de subdiferencial. Este trabajo proporciona una generalización del teorema del valor medio de Zagrodny. Posteriormente este resultado es aplicado a los problemas relacionados con la integración de subdiferenciales y caracterización de la convexidad en términos de la monotonicidad del subdiferencial.

El Capítulo 5 proporciona una fórmula general para $\varepsilon$-subdiferencial de una función integral convexa en términos de $\varepsilon$-subdiferenciales de la funcion integrante. Bajo condiciones de calificación, esta fórmula recupera los resultados clásicos en la literatura. Además, este trabajo investiga caracterizaciones del subdiferencial en términos de selecciones medibles que convergen al punto de interés.

El Capítulo 6proporciona fórmulas secuenciales para subdiferenciales bornológicos de un funcional integral no convexo. También son presentadas fórmulas exactas para el subiferencial Limiting/Mordukovich, el subdiferencial Geometrico de Ioffe y el subdiferencial de ClarkeRockafellar.

El Capítulo 7 proporciona fórmulas para el subdiferencial de funciones de probabilidad bajo distribuciones Gaussianas. En este trabajo la variables de decisión esta tomada en un espacio infinito dimensional. Estas fórmulas se basan en la descomposición esférico-radial de vectores aleatorios Gaussianos.

## SUBDIFFERENTIAL CALCULUS IN THE FRAMEWORK OF EPI-POINTED VARIATIONAL ANALYSIS, INTEGRAL FUNCTIONS, AND APPLICATIONS

The research of this thesis is given in six chapters, from Chapter 2 to Chapter 7.
Chapter 2 provides a direct proof of a recent characterization of convexity given in the setting of Banach spaces in [J. Saint Raymond, J. Nonlinear Convex Anal., 14 (2013), pp. 253-262]. Our results also extend this characterization to locally convex spaces under weaker conditions and is based in the definition of an epi-pointed function.

Chapter 3 gives an extension of the Brøndsted-Rockafellar Theorem, and some of its important consequences, to proper convex lower-semicontinuous epi-pointed functions defined in locally convex spaces. We use a new approach based on a simple variational principle, which also allows recovering the classical results in a natural way.

Chapter 4 continues the study the subdifferential of nonconvex epi-pointed functions, under a general definition of the subdifferential. This work provides a generalization of Zagrodny's Mean Value Theorem, and gives several applications to problems related to integration of the subdifferential and the characterization of convexity in terms of the monotonicity of the subdifferential.

Chapter 5 provides a general formula for the $\varepsilon$-subdifferential of a convex integral functional in terms of the $\varepsilon$-subdifferential of the data functions. Under classical qualification conditions, we recover classical results in the literature. Also, this work investigates exact rules to characterize the subdifferential of the integral functional at a given point $x$ in terms of measurable selections in the subdifferential of the data, which converge to the point $x$. These formulas generalize some results of [A. D. Ioffe, J. Convex Anal., 13(3-4) (2006, pp 759-772] and [O. Lopez and L. Thibault, J. Nonlinear Convex Anal., 9(2) (2008),pp 295-308].

Chapter 6 gives sequential formulae for the bornological subdifferential of a non-convex integral functional and also exact formulae for the Limiting/Mordukovich subdifferential, the $G$-subdifferential of Ioffe and the generalized Clarke-Rockafellar subdifferential.

Chapter 7 provides subdifferential formulae of probabilistic functionals in the case of Gaussian distributions for possibly infinite-dimensional decision variables and nonsmooth (locally Lipschitzian) input data. On the other hand these formulae are based on the spheric-radial decomposition of Gaussian random vectors and on the other hand on a cone of directions of moderate growth. By successively adding additional hypotheses, conditions are satisfied under which the probability function is locally Lipschitzian or even differentiable.

This thesis is dedicated to my family.
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## Introduction

The aim of this manuscript is to present the results of the research carried out during my PhD work, and relying on the subdifferential theory and variational analysis.

In this initial part of the manuscript I am going to summarize each of the six works that make up this thesis, given in six chapters, from chapters 2 through 7 .

For easy of reading I have preferred to keep in this introduction the numbering of the theorems, corollaries, examples,..., as they appear in each chapter.

## On the Klee-Saint Raymond's Characterization of Convexity

The Chapter 2, which corresponds to my first work, concerns a characterization of convexity using variational properties. It is common in learning the classic optimization theory to observe that if $f$ is a nonconvex continuous function on the real line $\mathbb{R}$, which satisfies the coercivity property

$$
\lim _{|x| \rightarrow \infty} \frac{f(x)}{|x|}=+\infty
$$

then one can find an affine function $h$ such that $f(x) \geq h(x)$ for all $x \in \mathbb{R}$, and the set of points where the function $f-h$ vanishes is a nonconvex set (see Figure 1). Therefore, a natural question to ask is whether this fact could characterize convex functions on an infinite-dimensional Banach space $X$.

The first author to consider this observation was J. Saint Raymond in [108], in answer to the question proposed by B. Ricceri in private communications about characterizing convex functions defined on a reflexive Banach space. The question was the following: If $X$ is a reflexive Banach space and $f: X \rightarrow \mathbb{R}$ is a weakly lower semicontinuous function such that for all continuous linear functional $x^{*} \in X^{*}$, the function $f-x^{*}$ attains its global minimum at a single point, then, must $f$ be convex? He also inquired: If $f: X \rightarrow \mathbb{R}$ is a $C^{1}$ function satisfying $\lim _{\|x\| \rightarrow \infty} \frac{f(x)}{\|x\|}=+\infty$, then must the function be convex?


Figure 1: argmin of the function $f-h$.

The answers can be seen in $[108$, Theorem 3.3 and Corollary 3.4]. See also Ricceri's answer [97, Corollary 14]. Both hypotheses on the growth of the function presented in these works, the coercivity of $f$ and the non-emptiness of the argmin of $f-x^{*}$ for all $x^{*} \in X^{*}$, appear to be different, but Saint Raymond also proved that both assumptions are equivalent in reflexive Banach spaces (see [108, Theorem 2.3.]). Later, the same author gave the following generalization of his result, which can be found in [107, Theorem 10].

Theorem A Let $X$ be a Banach space and let $f: X \rightarrow \overline{\mathbb{R}}$ be an weakly lsc proper function such that for every $x^{*} \in X^{*}, f-x^{*}$ attains its minimum. If the set where the function $f-x^{*}$ attains its minimum is convex for all $x^{*}$ in a convex dense set, then necessarily $f$ is convex.

Although the mathematical statement emerges as an interesting result of convex analysis, the author used deep tools of functional analysis on Banach spaces, like James' Theorem and Brouwer's Fixed-Point Theorem for multifunctions, among many others. Also Ricceri's proof involves techniques of operator theory, all of which are far away, or not directly related to convex analysis.

Making a scrutiny of the hypotheses of the above result in terms of convex analysis one can notice that the assumption $f-x^{*}$ attains its minimum for $x^{*} \in X^{*}$, implies that the conjugate of $f$ is finite on $X^{*}$. Moreover in [108, Theorem 2.4] the author present a result being the functional counterpart of James Theorem (see e.g. [46|), and this result prove that the above assumption also implies the inf-compactness of $f-x^{*}$ for all $x^{*}$, which in terms of convex analysis, corresponds the continuity of $f^{*}$ on $X^{*}$ with respect to the Mackey topology $\tau\left(X^{*}, X\right)$, which corresponds to the class of Epi-pointed functions (see Definition 1.7).

The aim of Chapter 2 is to use techniques of convex analysis to give a direct proof of a generalization of Theorem A for functions defined on locally convex spaces. This generalization,
given in Corollary 2.8, is an immediate consequence of the main result of this work which provides an explicit expression of the closed convex hull of a function; see Theorem 2.5. Our hypotheses are weaker than those used in Theorem A, and rely on a property of compactness of functions, which have been called, by many authors, epi-pointedness property.

This chapter together with include the Saint Raymond's characterization of convexity in the theory of convex analysis, also introduce us the class of epi-pointed functions, which motives the study of chapters 3 and also 4 .

The main result of this chapter is the following theorem.
Theorem 2.5 If $f: X \rightarrow \overline{\mathbb{R}}$ is a weakly lsc epi-pointed function such that

$$
\operatorname{argmin}\left\{f-x^{*}\right\} \text { is convex for all } x^{*} \in D,
$$

where $D$ is a convex dense subset of $\operatorname{dom} f^{*}$. Then we have that

$$
\begin{equation*}
f^{* *}=\sigma_{\operatorname{dom} f^{*}} \square f \tag{1}
\end{equation*}
$$

Heredenotes the inf-convolution between functions.

The above equation gives us the convexity of $f$ under the additional assumption that $\operatorname{dom} f^{*}$ is dense, which in particular occurs under the hypotheses of Saint Raymond's Theorem.

To give a geometrical regard to this result in terms of epigraphs. Let us recall that when the inf-convolution is exact, then its epigraph is the sum of the epigraphs of the two functions. Since convolution in the equality (1) is exact, we see that Theorem 2.5 corresponds to the set equality

$$
\begin{equation*}
\overline{\mathrm{co}}(\operatorname{epi} f)=\operatorname{epi} f+\operatorname{epi} \sigma_{\operatorname{dom} f^{*}} . \tag{2}
\end{equation*}
$$

Another interesting formulation can be given when we consider the asymptotic cone of epi $f$ defined by (see for example $40 \mid$ )

$$
(\operatorname{epi} f)_{\infty}:=\bigcap_{\varepsilon>0} \overline{0, \varepsilon] \operatorname{epi} f}
$$

which is the epigraph of the asymptotic function $f^{\infty}$, and using the equality $\overline{\operatorname{co}}\left(f^{\infty}\right)=\sigma_{\text {dom } f^{*}}$ when $f$ is lsc and epi-pointed (see [28, Theorem 7]), we can rewrite (1) as

$$
f^{* *}=f \square \overline{\operatorname{co}}\left(f^{\infty}\right),
$$

and (2) as

$$
\overline{\mathrm{co}}(\operatorname{epi} f)=\overline{\mathrm{co}}\left((\operatorname{epi} f)_{\infty}\right)+\operatorname{epi} f
$$

It is worth noting that this characterization does not involve dual objects.
In the final part of this chapter and keeping in mind a possible application to finitedimensional spaces, we consider the relative interior of the domain of the conjugate of $f$ (see Definition 1.1), and we obtain:

Theorem 2.12 Let $f: X \rightarrow \overline{\mathbb{R}}$ be a function with a proper conjugate, and denote $F:=$ $\overline{\operatorname{aff}}\left(\operatorname{dom} f^{*}\right)$. We suppose that the following conditions hold:
(a) The restriction of $f^{*}$ to $F, f^{*}{ }_{\mid F}$, is continuous on ri( $\left.\operatorname{dom} f^{*}\right)$.
(b) There exists $x_{0}^{*} \in \operatorname{ri}\left(\operatorname{dom} f^{*}\right)$ such that $f-x_{0}^{*}$ is weakly lsc and weakly inf-compact.
(c) There exists a convex set $D \subseteq \operatorname{ri}\left(\operatorname{dom} f^{*}\right)$, with $\operatorname{ri}\left(\operatorname{dom} f^{*}\right) \subset \bar{D}$, such that for all $x^{*} \in D, \operatorname{argmin}\left\{f-x^{*}\right\}$ is convex.

Then we have

$$
\sigma_{\text {dom } f *} \square f=f^{* *}
$$

Moreover, if $\bar{D}=F$, then

$$
\sigma_{\text {dom } f^{*}} \square f=f^{* *}=f_{F},
$$

where $f_{F}(x):=\inf \left\{f(w): w \in x+\left(F-x_{0}^{*}\right)^{\perp}\right\}$.
Also in this chapter we give three interesting examples: The first one shows that equality (1) cannot be improved by the equality $f=f^{* *}$ with the assumption of Theorem 2.5 (see Example 2.6). The second one shows the necessity of the convexity assumption of $D$ in Corollary 2.8 (see Example 2.10). The final example shows that it is not possible to get the equality $f=f^{* *}$ instead of $f_{F-x_{0}^{*}}=f^{* *}$ in Theorem 2.12 (see Remark 2.13).

## On Brøndsted-Rockafellar's Theorem for convex lower semicontinuous epi-pointed functions in locally convex spaces

The previous chapter opens our minds to the class of epi-ponted functions, which appear to be promising for developing variational analysis outside of Banach spaces.

It is known that Brøndsted-Rockafellar Theorem is not valid outside Banach spaces for all lsc proper convex functions (see [19]), more precisely Brøndsted and Rockafellar found an lsc proper convex function defined on a locally convex topological vector space with empty subdifferential everywhere, showing that many classical statements of convex analysis are not valid outside the framework of Banach spaces, for instance Brøonsted-Rockafellar Theorem, Maximal monotonicity of the subdifferential and Fuzzy calculus rules. This observation motivates the work to provide a suitable family of lsc proper convex functions defined on a locally convex space, which satisfies these theorems.

The main features of Chapter 3 are:
(1) To show that epi-pointed lsc convex functions, defined on any locally convex space $X$, satisfy the Brøndsted-Rockafellar theorem.

Theorem 3.8 Let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a convex, lsc and epi-pointed function. Consider $\varepsilon \geq 0, \beta \in[0, \infty)$, a continuous seminorm $p, \lambda>0$ and $x_{0} \in X$. If
$x_{0}^{*} \in \partial_{\varepsilon} f\left(x_{0}\right) \cap \operatorname{int}\left(\operatorname{dom} f^{*}\right)$, then there are $x_{\varepsilon} \in X, y_{\varepsilon}^{*} \in \mathbb{B}_{p}(0,1)^{\circ}$ and $\lambda_{\varepsilon} \in[-1,1]$ such that:
(a) $p\left(x_{0}-x_{\varepsilon}\right)+\beta\left|\left\langle x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right| \leq \lambda$,
(b) $x_{\varepsilon}^{*}:=x_{0}^{*}+\frac{\varepsilon}{\lambda}\left(y_{\varepsilon}^{*}+\beta \lambda_{\varepsilon} x_{0}^{*}\right) \in \partial f\left(x_{\varepsilon}\right)$,
(c) $\left|\left\langle x_{\varepsilon}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right| \leq \varepsilon+\frac{\lambda}{\beta}$,
(d) $\left|f\left(x_{0}\right)-f\left(x_{\varepsilon}\right)\right| \leq \varepsilon+\frac{\lambda}{\beta}$
(e) $x_{\varepsilon}^{*} \in \partial_{2 \varepsilon} f\left(x_{0}\right)$.

Corollary 3.9 Let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a convex lsc epi-pointed function. Then for every $x \in \operatorname{dom} f$ there exist nets $\left\{\left(x_{\alpha}\right),\left(x_{\alpha}^{*}\right)\right\}_{\alpha \in \mathbb{A}}$ such that $x_{\alpha}^{*} \in \partial f\left(x_{\alpha}\right), x_{\alpha} \rightarrow x$ and $f\left(x_{\alpha}\right) \rightarrow f(x)$.
(2) To provide a different proof of Brøndsted-Rockafellar's Theorem for this class of epipointed functions, in the sense that it is based on a very simple variational principle (Lemma 3.7), which is valid in any locally convex space $X$, without requiring such tools as Ekeland's or Bishop-Phelps' variational principles.

Lemma 3.7 Let $x_{0} \in X$ and let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ and $\rho: X \rightarrow[0, \infty)$ be two convex lsc functions such that $\rho(0)=0$ and the function $f(\cdot)+\rho\left(\cdot-x_{0}\right)$ is epi-pointed. For any $\varepsilon \geq 0, x_{0} \in X$ and $x_{0}^{*} \in \partial_{\varepsilon} f\left(x_{0}\right)$ with $x_{0}^{*} \in \operatorname{int}\left(\operatorname{dom}\left(f+\rho\left(\cdot-x_{0}\right)\right)^{*}\right)$, there exists $x_{\varepsilon} \in X$ such that:
(a) $\rho\left(x_{0}-x_{\varepsilon}\right) \leq \varepsilon$,
(b) $x_{0}^{*} \in \partial\left(f+\rho\left(\cdot-x_{0}\right)\right)\left(x_{\varepsilon}\right)$,
(c) $\left|f\left(x_{0}\right)-f\left(x_{\varepsilon}\right)\right| \leq\left|\left\langle x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right|+\varepsilon$.
(3) Since every convex function in Banach spaces can be adequately perturbed to obtain an epi-pointed function, we can recover in the Banach setting the usual BrøndstedRockafellar theorem (see Section 3.3).
(4) We also obtain other important results in the same spirit, Theorem 3.10 for the Maximal monotonicity of the subdifferential, Theorems 3.12 and 3.14 for the subdifferential limiting calculus rules for functions defined in locally convex spaces.

Theorem 3.10 Let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a convex lsc function. If either $f$ or $f^{*}$ is epi-pointed, then $\partial f$ and $\partial f^{*}$ are maximal monotone operators.

Theorem 3.12 Let $X, Z$ be two lcs, $A \in \mathcal{L}(X, Z), g \in \Gamma_{0}(Z)$ be an epi-pointed function, $f:=g \circ A$ and $x \in \operatorname{dom} f$. Then $x^{*} \in \partial f(x)$ if and only if there exists a net $\left(z_{\mathrm{i}}, z_{\mathrm{i}}^{*}\right)_{\mathrm{i} \in I} \in Z \times Z^{*}$ such that $z_{\mathrm{i}}^{*} \in \partial g\left(z_{\mathrm{i}}\right), z_{\mathrm{i}} \rightarrow y=A x, g\left(z_{\mathrm{i}}\right) \rightarrow g(y),\left\langle z_{\mathrm{i}}-z, z_{\mathrm{i}}^{*}\right\rangle \rightarrow 0$ and $A^{*}\left(z_{\mathrm{i}}^{*}\right) \xrightarrow{w^{*}} x^{*}$.

Theorem 3.14 Let $f_{1}, f_{2} \in \Gamma_{0}(X)$ be two epi-ponted functions and $x \in \operatorname{dom}\left(f_{1}+f_{2}\right)$. Then $x^{*} \in \partial\left(f_{1}+f_{2}\right)(x)$ if and only if there exist two nets $\left(x_{k, \mathrm{i}}, x_{k, \mathrm{i}}^{*}\right)_{\mathrm{i} \in I} \subset X \times X^{*}$ such that $x_{k, \mathrm{i}}^{*} \in \partial f_{k}\left(x_{k, \mathrm{i}}\right) k=1,2, x_{k, \mathrm{i}} \rightarrow x, f_{k}\left(x_{k, \mathrm{i}}\right) \rightarrow f_{k}(x),\left\langle x_{k, \mathrm{i}}-x, x_{k, \mathrm{i}}^{*}\right\rangle \rightarrow 0$, for $k=1,2$, and $\left(x_{1, \mathrm{i}}^{*}+x_{2, \mathrm{i}}^{*}\right) \xrightarrow{w^{*}} x^{*}$.

## Extensions of Zagrodny's Mean Value Theorem, integration theorems and characterization the of convexity for a generalized subdifferential of functions defined in locally convex spaces

After finishing the previous work we face the nonconvex case and investigate the behavior of epi-pointed functions under some notions of generalized differentiation.

As a result of the discovery of variational principles in Banach spaces and examples which show the vacuity of the subdifferential of an lsc convex function, the theory of subdifferential has centred its attention on the setting of Banach spaces with appropriate smoothness properties for each subdifferential. The main purpose of our work in this chapter was to explore subdifferential-techniques outside the framework of Banach spaces. We are forewarned that this task is impossible for all lsc functions, therefore our efforts are concentrated in two frameworks: First in the class of epi-pointed functions in arbitrary locally convex spaces, and second for the class of lsc functions defined in a special class of locally convex spaces.

With this purpose we begin by recalling some definitions of subdifferentials available in the literature, that we classify into two groups. A subdifferential which is defined at a given point and it does not take into account variational properties of a function in its neighborhood. Usually, such subdifferentials come from some classical notions of differentiability; for example: Fréchet, Gâteaux, Dini, Hadamard, etc. The other group incorporates differential properties of a function near a given point. Usually, these subdifferentials can be represented as (some kinds of) limits of simple previous ones. Examples of these subdifferentials are the famous generalized gradient of Clarke-Rockafellar, the Limiting/Mordukhovich subdifferential, the approximate subdifferential and the G-Subdifferential of Ioffe.

Among the mentioned nonconvex subdifferentials, two ideas motivated the notion of subdifferential adopted in Chapter 4 (see Definition 4.1). The first corresponds to the idea of using the concept of the $\varepsilon$-enlargements of the Fréchet subdifferential (see also [62] for the $\varepsilon$-enlargement of the Dini-Hadamard subdifferential). This notion allowed Mordukhovich to define his subdifferential in arbitrary Banach spaces and establish many suitable calculus rules, see for example the book [84, Chapter I]. Following the mentioned book we recall the Limiting/Mordukhovich and the singular Limiting/Mordukhovich subdifferentials for a
function $f$ at a point $x \in \operatorname{dom} f$ as the sets:

$$
\begin{align*}
& \partial_{M} f(x):=\limsup \partial_{F}^{\varepsilon} f\left(x_{n}\right), \\
& \underset{\substack{x_{n} \\
\varepsilon_{n} \downarrow 0}}{\stackrel{f}{f}} \\
& \partial_{M}^{\infty} f(x):=\limsup \lambda_{n} \partial_{F}^{\varepsilon} f\left(x_{n}\right) \text {, } \tag{3}
\end{align*}
$$

respectively, where the limits correspond to the sequential Painlevé-Kuratowski upper limits taken with respect to the norm in $X$ and the weak* topology in $X^{*}$. Here $\partial_{F}^{\varepsilon} f$ denotes the $\varepsilon$-enlargements of the Fréchet subdifferential, which is defined as:

$$
\begin{equation*}
\partial_{F}^{\varepsilon} f(x)=\left\{x^{*} \left\lvert\, \liminf _{h \rightarrow 0} \frac{f(x+h)-f(x)-\left\langle x^{*}, h\right\rangle}{\|h\|} \geq-\varepsilon\right.\right\} . \tag{4}
\end{equation*}
$$

The second idea, which motivates our definition (see Definition 4.1), was the ideas given by Ioffe, with his construction of the approximate subdifferential and $G$-subdifferential (see for example 65). In 61 the author considers an extension to every locally convex space, using the family $\mathcal{F}$ of all finite dimensional subspaces of $X$. Then Ioffe introduced the $A-$ subdifferential and the singular $A$-subdifferential of $f$ at $x$ as the sets

$$
\begin{align*}
& \partial_{A} f(x):=\bigcap_{L \in \mathcal{F}} \lim \sup \partial_{D}^{-} f_{x^{\prime}+L}\left(x^{\prime}\right), \\
& \partial_{A}^{\infty} f(x):=\bigcap_{L \in \mathcal{F}} \limsup _{\substack{x^{\prime} f \\
x_{\downarrow \downarrow 0}^{\prime} \\
\vdots \downarrow 0}} \lambda_{n} \partial_{D}^{-} f_{x^{\prime}+L}\left(x^{\prime}\right), \tag{5}
\end{align*}
$$

respectively. Here $f_{x^{\prime}+L}$ denotes the function $f+\delta_{x^{\prime}+L}$ and $\partial_{D}^{-}$means the Dini-Hadamard subdifferential, given by

$$
\partial^{-} f_{D} f(x)=\left\{x^{*} \mid\left\langle x^{*}, h\right\rangle \leq \mathrm{d}^{-} f(x ; h), \text { for all } h \in X\right\},
$$

where $\mathrm{d}^{-} f(x ; h)$ is the (lower) Dini-directional derivative of $f$ at $x$

$$
\mathrm{d}^{-} f(x ; h):=\liminf _{\substack{t \rightarrow 0^{+} \\ u \rightarrow h}} \frac{f(x+t u)-f(x)}{t} .
$$

The Limiting/Mordukhovich and the Approximate subdifferentials motivate us to start considering a family of subdifferentials instead of only one. Then we introduce Definition 4.1 as our starting point. In this definition we consider a family of set-valued operators $\partial_{L, \mathrm{i}}: X \rightrightarrows X^{*}$ with $(L, \mathrm{i}) \in \mathcal{L} \times \mathbb{I}$, where $\mathcal{L}$ is a family of linear subspaces which covers $X$ and $(\mathbb{I}, \preceq)$ is a directed set. The family $\partial_{F, \mathrm{i}}$ is allowed to satisfy a certain approximate Fermat rule.

The reader can notice that our motivation to consider the family $\mathcal{L}$ comes from (5), where the subdifferential is indexed by the family of finite dimensional subspaces. In 61,62 the author proved that this family can be changed by a smaller one with certain nice properties for the subdifferential. Our motivation to consider the order set ( $\mathbb{I}, \preceq$ ) comes from the Limiting/Mordukhovich subdifferential and its $\varepsilon$-enlargements (see (3) and (4)).

With the previous definition in mind we propose to prove an extension of Zagrodny's Mean Value Theorem. Given that one of the most important (among many others of course) and more general tools in nonconvex subdifferential theory is Zagrodny's Mean Value Theorem (see 130] and see [114 for an extension to a more general class of subdifferentials) we extend this result using Definition 4.1. Our result establishes the following.

Theorem 4.9 Consider a family of subdifferentials $\left\{\hat{\partial}_{\mathrm{i}, L}: \mathrm{i} \in \mathbb{I}, L \in \mathcal{L}\right\}$ for a given proper lsc function $f$. Assume that one of the following conditions holds:
(a) The topology on $X$ is generated by a family of seminorms $\left(\rho_{L}\right)_{L \in \mathcal{L}}$, where for every $L \in \mathcal{L},\left(L, \rho_{L}\right)$ is a Banach space, and $\rho_{M} \leq \rho_{L}$ for all $M \subseteq L$.
(b) f is a w-lsc and epi-pointed function.

Then, for every $a, b \in X$ with $a \in \operatorname{dom} f$ and $a \neq b, r \in \mathbb{R}$ with $r \leq f(b)$ and every continuous seminorm $p$ such that $p(a-b) \neq 0$, there exist $c \in\left[a, b\left[\right.\right.$ and $\left(x_{\alpha}, x_{\alpha}^{*}\right)_{\alpha \in \mathbb{A}} \in X \times X^{*}$ such that $\left\{\left(\mathrm{i}_{\alpha}, L_{\alpha}\right)\right\}_{\alpha \in \mathbb{A}}$ is cofinal in $\mathbb{I} \times \mathcal{L},\left(x_{\alpha}\right)_{\alpha \in \mathbb{A}} \xrightarrow{f} c, x_{\alpha}^{*} \in \hat{\partial}_{\mathrm{i}_{\alpha}, L_{\alpha}} f\left(x_{\alpha}\right)$ with $x_{\alpha} \in L_{\alpha}$, and
(i) $r-f(a) \leq \liminf _{\alpha}\left\langle b-a, x_{\alpha}^{*}\right\rangle, \quad$ (iii) $\frac{p(b-c)}{p(b-a)}(r-f(a)) \leq \liminf _{\alpha}\left\langle b-x_{\alpha}, x_{\alpha}^{*}\right\rangle$,
(ii) $0 \leq \liminf _{\alpha}\left\langle c-x_{\alpha}, x_{\alpha}^{*}\right\rangle$,
(iv) $\frac{p(b-a)}{p(c-a)}(f(c)-f(a)) \leq(r-f(a))$.

Moreover, if $c \neq a$, then one has $\lim _{\alpha}\left\langle b-a, x_{\alpha}^{*}\right\rangle=r-f(a)$.
It is important to discuss the two cases explored in the above result. The epi-pointed case comes from the interest of the authors in exploring the variational properties of nonconvex epi-pointed functions. The second case is not only motivated by the ideas of Ioffe and the consideration of $\mathcal{L}$ as the family of all finite-dimensional subspaces; this case also comes from the observation that many spaces for applications, which are not Banach spaces, can be obtained by union of a countable family of Banach spaces, or they have a countable family of Banach spaces which their union is dense in the space; for example:
i) The space of $k$-times continuously differentiable functions from an open set $\Omega$ to $\mathbb{R}$ with compact support $C_{0}^{k}(\Omega, \mathbb{R})$ with the topology generated by the uniform convergence of all its derivatives over compact sets. This space is generated by the spaces $C_{0}^{k}(K, \mathbb{R})$ with $K$ being a compact set included in $\Omega$.
ii) The space of all locally $p$-integrable (also called $p$-locally integrable) functions. This space has a dense subspace generated by all the integrable functions which vanish outside of a compact set.

We hope that our result could bring new ideas from variational analysis in Banach spaces to applications in locally convex spaces.

Using Theorem 4.9 we were able to extend other important results, such as the density of the domain of subdifferentials, known also as Like-Brøndsted-Rockafellar Theorems:

Corollary 4.11 In the setting of Theorem 4.9, if $x \in \operatorname{dom} f$, then there exists $\left(x_{\beta}, x_{\beta}^{*}\right)_{\beta \in \mathbb{U}} \subseteq$ $\operatorname{gph} \hat{\partial}_{L_{\beta}, \mathrm{i}_{\beta}} f$ such that $x_{\beta} \xrightarrow{f} x$ and $\liminf \left\langle x-x_{\beta}, x_{\beta}^{*}\right\rangle \geq 0$. In particular, $\operatorname{dom} f \subseteq \limsup \operatorname{dom} \hat{\partial}_{L, \mathrm{i}} f$.

Also we obtain results concerning the integration of subdifferentials. The most general result is

Theorem 4.13 In the setting of Theorem 4.9, consider a function $g \in \Gamma(X)$ and a continuous seminorm $\rho$. Suppose there exist $\varepsilon \geq 0$ and a net $\left(\varepsilon_{\mathrm{i}}\right)_{\mathrm{i} \in I} \downarrow \varepsilon$ and an open convex set $U$ with $U \cap \operatorname{dom} f \neq \emptyset$ such that

$$
\hat{\partial}_{L, \mathrm{i}} f(x) \subseteq \partial g(x)+\varepsilon_{\mathrm{i}} \mathbb{B}_{\rho}(0,1)^{\circ}+L^{\perp}, \quad \forall x \in C, \forall \mathrm{i} \in \mathbb{I}, \forall L \in \mathcal{L}
$$

Then $C \cap \operatorname{dom} f=C \cap \operatorname{dom} g$ and for all $x \in C, y \in C \cap \operatorname{dom} f$ one has

$$
\begin{equation*}
g(x)-g(y)-\varepsilon \rho(x-y) \leq f(x)-f(y) \leq g(x)-g(y)+\varepsilon \rho(x-y) \tag{6}
\end{equation*}
$$

The reader can notice that (6) implies the equality $f(x)-f(y)=g(x)-g(y)$ when $\varepsilon=0$. More precisely, the following corollary holds.

Corollary 4.16 In the setting of Theorem 4.13, assume that $\varepsilon=0$ and $C=X$. Then there exists $c \in \mathbb{R}$ such that $f=g+c$.

Theorem 4.13 also allows to prove two recent results about integration of subdifferentials. The first one is due to Thibault [81, Theorem 1.2] (see Corollary 4.17 for our result) and the second one is a particular case of a more general result due to Correa-Hantoute-Salas $\sqrt[32]{ }$, Theorem 4.8] (see Corollary 4.19 for our result).

The final goal of this Chapter was to establish a characterization of the convexity by means of the monotonicity of the subdifferential. This result is due to Correa-Jofre-Thibault 35 Theorem 2.2 and 2.4] for an lsc function defined in a Banach space $X$. We extend this result for weakly lsc epi-pointed functions defined in an arbitrary locally convex space.

Theorem 4.20 In the setting of Theorem 4.9, assume that $\hat{\partial}$ is a subdifferential and consider the following statements:
(i) $f$ is convex.
(ii) $\hat{\partial} f$ is monotone.
(iii) $\hat{\partial} f(x) \subseteq \partial f(x)$, for all $x \in X$.

Then (ii) and (iii) are equivalent and each one implies (i). In addition, if $\hat{\partial} f$ coincides with the Moreau-Rockafellar subdifferential for every convex function $f$, then the three statements are equivalent.

## A complete characterization of the subdifferential of convex integral functions

Several problems in applied mathematics such calculus of variation, control theory and stochastic programming among others concern the study of integral functionals. By this is meant an expression of the form

$$
\begin{equation*}
\hat{I}_{f}(x):=\int_{T} \max \{f(t, x(t)), 0\} \mathrm{d} \mu(t)+\int_{T} \min \{f(t, x(t)), 0\} \mathrm{d} \mu(t), \quad x(\cdot) \in \mathfrak{X}, \tag{7}
\end{equation*}
$$

where $(T, \mathcal{A}, \mu)$ is a complete $\sigma$-finite measure space and $\mathfrak{X}$ is some linear space of $\mathcal{A}$ measurable functions with values on $X$. The function $f: T \times \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ is the associated integrand (see Definition 1.5 and 1.20 for more details).

The aim of this Chapter is to bring formulas for the subdifferential of the convex integral functional $\hat{I}_{f}$ when the space of measurable functions is the constant functions, that is to say, $x \in X \rightarrow I_{f}(x)=\int_{T} f(t, x) \mathrm{d} \mu(t)$; for this reason we give to this functional the special notation $I_{f}$ instead of $\hat{I}_{f}$; this particular case is also known as a continuous sum.

A well-known formula, given by Ioffe-Levin [66], shows that under certain assumptions of continuity of the integral the following formula holds for the subdifferential of $I_{f}$

$$
\begin{equation*}
\partial I_{f}(x)=\int_{T} \partial f(t, x) \mathrm{d} \mu(t)+N_{\operatorname{dom}_{f}}(x), \text { for all } x \in \mathbb{R}^{n}, \tag{8}
\end{equation*}
$$

where the set $\int_{T} \partial f(t, x) \mathrm{d} \mu(t)$ is understood in the sense of the Aumman integral, that is to say, as the set of points of the form $\int_{T} x(t) \mathrm{d} \mu(t)$ where $x$ is an integrable function such that $x(t) \in \partial f(t, \cdot)(x)$ for almost all $t \in T$ (see Definition 1.23). One can compare (8) with its discrete counterpart, which states that for every two convex lsc functions $f_{1}, f_{2}$ such that $f_{1}$ is continuous at some point of the domain of $f_{2}$ one gets $\partial\left(f_{1}+f_{2}\right)(x)=\partial f_{1}(x)+\partial f_{2}(x)$ for all $x \in \mathbb{R}^{n}$. Thus, a reasonable idea is give similar formulas as the given by Hiriart-Urruty and Phelps without qualification conditions (see Proposition 1.2). Consequently it feels natural to think in a generalization of (8) as

$$
\begin{equation*}
\partial I_{f}(x)=\bigcap_{\eta>0} \operatorname{cl}\left\{\int_{T} \partial_{\eta} f(t, x) \mathrm{d} \mu(t)+N_{\operatorname{dom}_{f}}(x)\right\} \text { for all } x \in \mathbb{R}^{n} \tag{9}
\end{equation*}
$$

Unfortunately, such a mathematical expression does not hold without any qualification conditions; indeed, one can even show counterexamples where the set $\int_{T} \partial_{\varepsilon} f(t, x) \mathrm{d} \mu(t)$ is empty and the integrand $f_{t}(\cdot)$ is smooth at the point of interest.

Example 5.12 Consider the function $f(x):=\frac{b}{a} x+b+\delta_{[-\eta, \eta]} a, b, \eta>0$, then we have $\partial_{\varepsilon} f(0)=\left[-\frac{\varepsilon}{\eta}+\frac{b}{a}, \frac{\varepsilon}{\eta}+\frac{b}{a}\right]$. Indeed,

$$
\begin{aligned}
\alpha \in \partial_{\varepsilon} f(0) & \Leftrightarrow \alpha \cdot x \leq f(x)-f(0)+\varepsilon \forall x \in[-\eta, \eta] \\
& \Leftrightarrow \alpha \cdot x \leq \frac{b}{a} x+b-b+\varepsilon \forall x \in[-\eta, \eta] \\
& \Leftrightarrow\left(\alpha-\frac{b}{a}\right) \cdot x \leq \varepsilon \forall x \in[-\eta, \eta] .
\end{aligned}
$$

Then, it is clear that the last inequality holds if and only if $\alpha \in\left[-\frac{\varepsilon}{\eta}+\frac{b}{a}, \frac{\varepsilon}{\eta}+\frac{b}{a}\right]$. Using the previous function one constructs a normal integrand $f:] 0,1] \times \mathbb{R} \rightarrow[0,+\infty]$ by $f(t, x):=$ $\frac{b(t)}{a(t)} x+b(t)+I_{[-\eta(t), \eta(t)]}$, with $b(t)=\frac{1}{\sqrt{t}}+1, a(t)=\delta(t)=t$. Hence we compute

$$
I_{f}(x)=\left\{\begin{array}{cc}
\int_{0}^{1}\left(1+\frac{1}{\sqrt{t}}\right) \mathrm{d} t & \text { if } x=0 \\
+\infty & \text { if } x \neq 0
\end{array}\right.
$$

That implies $\partial I_{f}(0)=\mathbb{R}$, but $\int_{T} \partial_{\varepsilon} f(t, 0)=\emptyset$ for $\varepsilon<1$.
The above example motivates us to use larger sets than $\int_{T} \partial_{\varepsilon} f(t, x) \mathrm{d} \mu(t)$ to generalize (8). The main result of Chapter 5 is Theorem 5.9, which solves the emptiness of the integral of the set-valued map adding the indicator of the domain of the function $I_{f}$.

Theorem 5.9 Let $f: T \times X \rightarrow \overline{\mathbb{R}}$ be such that for every finite dimensional space $F$ of $X$, $f_{\left.\right|_{F}}: T \times F \rightarrow \overline{\mathbb{R}} a$ is convex normal integrand. Then for every $\varepsilon \geq 0$ and $x \in X$ we have the formulas

$$
\begin{align*}
\partial_{\varepsilon} I_{f}(x) & =\bigcap_{\substack{L \in \mathcal{F}(x)}} \bigcup_{\substack{\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\
1_{1}, \varepsilon_{2} \geq 0 \\
\ell \in \mathcal{I}\left(\varepsilon_{1}\right)}}\left\{\int_{T} \partial_{\ell(t)}\left(f_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{f}\right\}}\right)(x) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(x)\right\}  \tag{10}\\
& =\bigcap_{L \in \mathcal{F}(x)} \bigcup_{\ell \in \mathcal{I}(\varepsilon)}\left\{\int_{T} \partial_{\ell(t)}\left(f_{t}+\delta_{L \cap \operatorname{dom} I_{f}}\right)(x) \mathrm{d} \mu(t)\right\}, \tag{11}
\end{align*}
$$

where $\mathcal{F}(x):=\{V \subseteq X: V$ is finite dimensional linear space and $x \in V\}$ and $\mathcal{I}(\eta):=\{\ell \in$ $\left.L^{1}\left(T, \mathbb{R}_{+}\right): \int_{T} \ell(t) \mathrm{d} \mu(t) \leq \eta\right\}$.

Using Theorem above we established simplifications under some additional assumptions, in particular a generalization of Formula (8) is provided for the case of the $\varepsilon$-subdifferential.

Corollary 5.23 In the setting of Theorem 5.9 assume that one of the following conditions holds.
(a) $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$.
(b) $X, X^{*}$ are Suslin spaces and $f$ convex normal integrand.

In addition, assume that $I_{f}$ and $(f(t, \cdot))_{t \in T}$ are continuous at some $x_{0}$. Then for every $x \in X$

$$
\partial_{\varepsilon} I_{f}(x)=\bigcup_{\substack{\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\ \varepsilon_{1}, \varepsilon_{2} \geq 0 \\ \ell \in \mathcal{I}\left(\varepsilon_{1}\right)}}\left\{(w)-\int_{T} \partial_{\ell(t)} f_{t}(x) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}}(x)\right\} .
$$

In Example 5.25 it is shown the necessity of considering the weak integral of a multifunction instead of the strong integral.

From the fact that the measure space $(T, \mathcal{A}, \mu)$ could be any complete $\sigma$-finite measure, Theorem 5.9 also provides us important corollaries about the subdifferential of finite sums of convex functions and also series of convex functions. In the case of finite sums of convex functions Corollary 5.14 shows that when some qualification condition holds for a particular function, for instance the continuity at some point of its domain, then the formulas provided by Hiriart-Urruty and Phelps (see Proposition 1.2) can be simplified using the exact subdifferential for the function which satisfies the qualification condition. The exact statement is the following.

Corollary 5.17 Let $\left\{g_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{k},\left\{g_{\mathrm{i}}\right\}_{\mathrm{i}=k+1}^{p} \subseteq \Gamma_{0}(X)$ such that

$$
\bigcap_{\mathrm{i} \leq k} \operatorname{ri}_{\mathrm{aff}\left(\operatorname{dom} g_{\mathrm{i}}\right)}\left(\operatorname{dom} g_{\mathrm{i}}\right) \cap \bigcap_{j \geq k+1} \operatorname{dom} g_{j} \neq \emptyset
$$

and for every $j \leq k, g_{j}$ is continuous on $\mathrm{ri}_{\text {aff }\left(\operatorname{dom} g_{\mathrm{i}}\right)}\left(\operatorname{dom} g_{\mathrm{i}}\right)$. Then for all $x \in X$

$$
\partial\left(\sum_{\mathrm{i}=1}^{p} g_{\mathrm{i}}\right)(x)=\bigcap_{\substack{\varepsilon_{\mathrm{i}}>0, \mathrm{i}>k \\ \sum \varepsilon_{\mathrm{i}}=\varepsilon}} \operatorname{cl}\left\{\sum_{\mathrm{i} \leq k} \partial g_{\mathrm{i}}(x)+\sum_{\mathrm{i}>k} \partial_{\varepsilon_{\mathrm{i}}} g_{\mathrm{i}}(x)\right\} .
$$

The reader can understand the above formulation as an intermediate result between Hiriart-Urruty and Phelps and Rockafellar formulas for the sum of convex functions.

In the case of series of convex functions the results found in this chapter correspond to a generalization of the formulas presented in [121,131]. Also the following example gives an answer to the question proposed in [121, Question 2.12].

Example 5.27 Consider $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$ and $X=\ell^{1}$, and let $\left(\mathrm{e}_{n}\right)_{n}$ be the canonical basis of $\ell^{1}$, and $\mu$ be the finite measure given by $\mu(\{n\})=1$. Define the integrand $f: \mathbb{N} \times \ell^{1} \rightarrow \mathbb{R}$ as $f(n, x):=\left|\left\langle\mathrm{e}_{n}, x\right\rangle\right|^{1+1 / n}$, so that $I_{f}(x)=\sum\left|\left\langle\mathrm{e}_{n}, x\right\rangle\right|^{1+1 / n}<+\infty$. Since each $f_{n}$ is a Fréchet-differentiable convex function such that $\nabla f_{n}(x)=\left(1+\frac{1}{n}\right)\left|\left\langle x, \mathrm{e}_{n}\right\rangle\right|^{1 / n} \mathrm{e}_{n}$, according to Corollary $5.26 I_{f}$ is Gâteaux-differentiable on $\ell^{1}$, with Gâteaux-differential equal to $\sum \nabla f_{n}(x):=\int_{\mathbb{N}} \nabla f_{n}(x) \mathrm{d} \mu(n)=\sum\left(1+\frac{1}{n}\right)\left|\left\langle x, \mathrm{e}_{n}\right\rangle\right|^{1 / n} \mathrm{e}_{n}$ (by Corollary 5.14). Thus, if $I_{f}$ would be Fréchet-differentiable at $x=0$, then we would have

$$
\frac{I_{f}\left(n^{-1} \mathrm{e}_{n}\right)-I_{f}(0)-n^{-1}\left\langle\nabla I_{f}(0), \mathrm{e}_{n}\right\rangle}{n^{-1}}=n n^{-1-\frac{1}{n}}=n^{-\frac{1}{n}} \rightarrow 1,
$$

which is a contradiction.

From the fact that our formulas involve the use of the Normal cones, we also provide characterizations of this object in terms of the data $f_{t}$ (see for example Corollary 5.34, Lemma 5.36 and Theorem 5.37.

In [64] Ioffe proved that the subdifferential of the convex integral functional $I_{f}$ can be characterized as the limits of measurable functions $x^{*}(t) \in \partial f(t, x(t))$ with certain properties. More precisely, he stated the following result, which can be found in [64, Theorem 1 and 2].

Theorem B Let $X$ be a separable Banach space and let $f: T \times \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ be a convex normal integrand satisfying the following lower bound condition: There exist $a^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right)$ and $\alpha \in \mathrm{L}^{1}(T, \mathbb{R})$ such that

$$
\begin{equation*}
f(t, x) \geq\left\langle a^{*}(t), x\right\rangle+\alpha(t), \quad \text { for all } t \in T, x \in X \tag{12}
\end{equation*}
$$

Then one has $x^{*} \in \partial I_{f}(x)$ if and only if there exist nets of integrable functions $x_{\nu} \in \mathrm{L}^{1}(T, X)$ and $x_{\nu}^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right)$ such that:
(a) $x_{\nu}^{*}(t) \in \partial f\left(t, x_{\nu}(t)\right) a e$,
(c) $\lim \int_{T} f\left(t, x_{\nu}(t) \mathrm{d} \mu(t)=I_{f}(x)\right.$,
(b) $w^{*}-\lim \int_{T} x_{\nu}^{*} \mathrm{~d} \mu(t)=x^{*}$,
(d) $\lim \int_{T}\left\langle x_{\nu}^{*}(t), x-x_{\nu}(t)\right\rangle \mathrm{d} \mu(t)=0$.

In addition, if $X$ is reflexive, the preceding nets can be replaced by sequences and the $w^{*}$-convergence of $\int_{T} x_{\nu}^{*} \mathrm{~d} \mu(t)$ can be taken in the norm topology.

Also in the same paper the author made the statement that the measurable selection $x_{\nu}$ can be taken in $\mathrm{L}_{w^{*}}^{p}\left(T, X^{*}\right)$ for all $p \in[1,+\infty)$, but he could not prove the case $p=+\infty$. Recently, Lopez and Thibault [80] generalized the last result for any $p \in[1,+\infty]$. They understood the integral functional $I_{f}$ as the composition of the operator $\hat{I}_{f}$ defined on $\mathrm{L}^{p}(T, X)$ and the linear functional $X \ni x \rightarrow x \mathbb{1}_{T} \in \mathrm{~L}^{p}(T, X)$. Then, they applied the well-known fuzzy composition rule (see e.g. [116, Theorem 1]) to provide a generalization of the above result. Section 5.7 also responds partially to the question made by Ioffe in a different way, in the sense that the approximate measurable selections can also converge uniformly almost everywhere in various forms, see Theorems 5.38 and 5.41 for more details.

It is important to mention that this Chapter gives an upper-estimate for the Clarke's subdifferential of an integral functional in an arbitrary locally convex space, the reader can see [23. Theorem 2.7.2] for comparing the classical result with Proposition 5.29. Also our upperestimate can be compared with a recent result due to Murdokhovich-Sagara in an arbitrary Asplund space [86]. Finally, Proposition 5.29 gives us Corollary 5.30, which guarantees the closedness of the integral of measurable multifunction with convex closed values.

## Sequential and exact formulae for the subdifferential of nonconvex integral functionals

The aim of Chapter 6 is the study of Hadammard, Fréchet, Proximal, Mordukhovich, $G$ - and Clarke subdifferentials of the integral functional

$$
I_{f}(x)=\int_{T} f(t, x) \mathrm{d} \mu(t)
$$

when the normal integrand $f$ is not necessarily convex with respect to $x$.
The first step was to find some sequential approximation as in the result of Ioffe [64] and Lopez-Thibault [80]. For this reason in section 6.1.1, inspired by the work of Lopez-Thibault in the convex case, we treated the integral functional $I_{f}$ as the composition between the operator $\hat{I}_{f}$ defined on $\mathrm{L}^{p}(T, X)$ and the linear functional $x \rightarrow x \mathbb{1}_{T} \in \mathrm{~L}^{p}(T, X)$. In this section we apply a recent results on the calculus of the Fréchet subdifferential of the functional $\hat{I}_{f}$ on $\mathrm{L}^{p}(T, X)$ with $p \in(1,+\infty)$ under the assumption that the measure space $(T, \mathcal{A}, \mu)$ is non-atomic (see [90, Theorem 12 and Theorem 22]), then using theses theorems we apply the fuzzy chain rule for the Fréchet subdifferential (see e.g. [14, Theorem 3.5.2]) to establish a sequential formula for the Fréchet subdifferential of $I_{f}$ in the spirit of the result of Ioffe and Lopez-Thibault mentioned previously (see Theorem 6.1 for our result).

Unfortunately, in this part of the chapter we also showed that we cannot study the functional $I_{f}$ as a simple matter of a composition between $\hat{I}_{f}$ and the linear functional $x \rightarrow x \mathbb{1}_{T} \in \mathrm{~L}^{1}(T, X)$ (see Example 6.2). Also the lack of formulas for the case of non-atomic measures and for other subdifferentials impedes us to continue the study of the functional $I_{f}$ using these ideas. Facing this inconvenience in Section 6.1.2 we adapt a notion of robusted local minimum for this class of functionals (see Definition 6.3). This definition opens a gate to apply Borwein-Preiss's variational principle (see e.g. [14, Theorem 2.4.1 and Theorem 2.5.2]) as in the case of discrete sums. Posteriorly, in Section 6.1.3 we established approximate formulae for bornological subdifferentials and for the proximal subdifferential of the integral function $I_{f}$ by means of measurable selections in the subdifferential of the functions $f(t, \cdot)$. Our results establish the following (see Theorems 6.10, 6.11 and 6.12 for another versions of this statement).

Theorem 6.12 Let $f: T \times X \rightarrow[0,+\infty]$ be a normal integrand and assume that $X$ is separable, or $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. Consider $\beta$ a bornology on $X$ and $p, q \in[1,+\infty]$ with $1 / p+1 / q=1$. Consider $x^{*} \in \hat{\partial} I_{f}(x)$. If $\hat{\partial}$ and $X$ satisfy one of the following conditions:
(i) $\hat{\partial}=\partial_{\beta}^{-}, X$ is a $\beta$-smooth space, or $\quad$ (ii) $\hat{\partial}=\partial_{P}, X$ is a Hilbert space.

Then for every $w^{*}$-continuous seminorm $\rho$ in $X^{*}$, there exist sequences $x_{n} \in \mathrm{~L}^{p}(T, X)$, $x_{n}^{*} \in \mathrm{~L}_{w^{*}}^{q}\left(T, X^{*}\right)$ such that
(a) $x_{n}^{*}(t) \in \hat{\partial} f\left(t, x_{n}(t)\right) a e$.
(d) $\int_{T}\left\langle x_{n}^{*}(t), x_{n}(t)-x\right\rangle \mathrm{d} \mu(t) \rightarrow 0$.
(b) $\left\|x-y_{n}\right\| \rightarrow 0,\left\|x-x_{n}(\cdot)\right\|_{p} \rightarrow 0$.
(e) $\rho\left(\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \rightarrow 0$.
(c) $\int_{T}\left\|x_{n}^{*}(t)\right\|\left\|x_{n}(t)-y_{n}\right\| \mathrm{d} \mu(t) \rightarrow 0$.
(f) $\int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$.

A straightforward application of the techniques of separable reduction gives us the following corollary.

Corollary 6.15 The statement of Theorem 6.12 holds with $\hat{\partial}=\partial_{F}$ if we assume that $X$ is a non-separable Asplund space and $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$.

Theorem 6.12 gives us Corollary 6.16, which characterizes the subdifferential of a convex integral functional. Also an appropriate comment was written about the non-necessity of the smoothness assumption in this result when the measure is $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$ (see Remark 6.17).

Corollary 6.16 In the setting of Theorem 6.12 assume that $f$ is a convex normal integrand (i.e. $f_{t}$ is convex for all $t \in T$ ). Then one has $x^{*} \in \partial I_{f}(x)$ if and only if there are nets $x_{\nu} \in \mathrm{L}^{\infty}(T, X)$ and $x_{\nu}^{*} \in \mathrm{~L}^{1}\left(T, X^{*}\right)$ such that $x_{\nu}^{*}(t) \in \partial f\left(t, x_{\nu}(t)\right)$ ae, $\left\|x-x_{\nu}(\cdot)\right\|_{\infty} \rightarrow 0$, $\int_{T} x_{\nu}^{*}(t) \mathrm{d} \mu(t) \xrightarrow{w^{*}} x^{*}, \int_{T}\left\langle x_{\nu}^{*}(t), x_{\nu}(t)-x\right\rangle \mathrm{d} \mu(t) \rightarrow 0$ and $\int_{T}\left|f\left(t, x_{\nu}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$. If the space $X$ is reflexive we can take sequences instead of nets and the $w^{*}$-convergence of $\int_{T} x_{\nu}^{*}(t) \mathrm{d} \mu(t)$ is in norm topology.

It is worth comparing our approach to the work due to Ioffe and Lopez-Thibault. First the lower bound condition (12) can always be carried to our setting considering the function $h(t, x):=f(t, x)-\left\langle a^{*}(t), x\right\rangle-\alpha(t)$ (see also Theorem 6.11 and 6.12 for other lower bound assumptions). Second our theorem improves the approximation found by Ioffe. Third, our sequential approximation does not involve the use of singular elements in the dual of $\mathrm{L}^{\infty}(T, X)$ to characterize the subgradients as in the Theorem due to Lopez-Thibault. Finally, we bypass the convexity assumption in the results of Ioffe and Lopez-Thibault.

Finally, in Section 6.2 we encountered with calculus of the Limiting/Mordukhovich subdifferential, the $G$-subdifferential and the Clarke's subdifferential. Due to the multiple subdifferentials involved in the following results we adopt the following notation: If $X$ is an $F$-smooth space $\hat{\partial}=\partial_{F}^{-}, \partial_{L}=\partial_{M}, \partial_{L}^{\infty}=\partial_{M}^{\infty}$, otherwise $\hat{\partial}=\partial_{H}^{-}, \partial_{L}=\tilde{\partial}_{G}^{\infty}, \partial_{L}^{\infty}=\tilde{\partial}_{G}^{\infty}$.

Since the interchange between the limits and the sign of integral is not for free, we had to impose an additional assumption. We use a condition, which generalizes the classical condition about the Lipschitz continuity of the integral functional (see e.g. [23, Theorem 2.7.2]). In the classical Lipschitz condition it is required that for a point of interest $\bar{x}$ there exist a neighborhood of the point $U$ and an integrable function $K$ such that

$$
\begin{equation*}
|f(t, y)-f(t, z)| \leq K(t)\|y-z\|, \text { for all } y, z \in U \text { and all } t \in T \tag{13}
\end{equation*}
$$

Instead of the above condition we impose a subdifferential inclusion which is

$$
\hat{\partial} f(t, y) \subseteq K(t) \mathbb{B}(0,1)+C(t), \text { for all } y, z \in U \text { and all } t \in T,
$$

where $K$ is an integrable function and the multifunction $C(t)$ is a set-valued mapping satisfying the Integrable compact sole property (see Definition 6.20), which in the particular case when $C$ is a constant convex closed cone, is equivalent to assuming that the polar set

$$
C^{-}:=\left\{x \in X:\left\langle x^{*}, x\right\rangle \leq 0, \text { for all } x^{*} \in C\right\}
$$

has a non-empty interior (see Lemma 6.22 for a more detailed equivalence of this definition). Also the reader can notice that when $C$ is reduced to the zero cone, then our definition reduces to (13).

With this assumption the we obtain an upper-estimate for the Mordukhovich suddifferential, the $G$-suddifferential and the Clarke-Rockafellar subdifferential of the integral functional $I_{f}$ (see Theorem 6.21 and Corollary 6.27). One of the most important characteristics of this condition is that it gives us an upper-estimate for the subdifferential of integral functionals even when the function $I_{f}$ is not Lipschitz continuous. As far as we know this is the first formula for nonconvex and non Lipschitz integral functionals. Now we present the main result of Section 6.2.

Theorem 6.21 Let $X$ be a separable Banach space and let $x \in \operatorname{dom} I_{f}$. Suppose there exist $\delta>0$, a measurable multifunction $C: T \rightrightarrows X^{*}$ satisfying the integrable compact sole property, and an integrable function $K(\cdot)>0$ such that

$$
\hat{\partial} f\left(t, x^{\prime}\right) \subseteq K(t) \mathbb{B}(0,1)+C(t), \forall x^{\prime} \in \mathbb{B}(x, \delta), \forall t \in T,
$$

Then

$$
\begin{aligned}
& \partial_{L} I_{f}(x) \subseteq \bigcap\left\{\int_{T} \partial_{L} f(t, x) \mathrm{d} \mu(t)+U I(C)^{-}+W^{\perp}\right\}, \\
& \partial_{L}^{\infty} I_{f}(x) \subseteq \bigcap\left\{\int_{T} \partial_{L}^{\infty} f(t, x) \mathrm{d} \mu(t)+U I(C)^{-}+W^{\perp}\right\},
\end{aligned}
$$

where the intersection is over all finite dimensional subspaces $W$ of $X$ and

$$
U I(C):=\left\{\xi \in X: \sigma_{C(\cdot)}(\xi)^{+} \in \mathrm{L}^{1}(T, \mathbb{R})\right\}
$$

Consequently,

$$
\partial_{C} I_{f}(x) \subseteq \overline{\mathrm{co}}^{w^{*}}\left\{\int_{T} \partial_{L} f(t, x) \mathrm{d} \mu+\int_{T} \partial_{L}^{\infty} f(t, x) \mathrm{d} \mu(t)+U I(C)^{-}\right\}
$$

Now let we illustrate the above result with a simple example.
Example 6.29 Consider the integrand $f:] 0,1] \times \mathbb{R} \rightarrow[0,+\infty)$ given by

$$
f(t, x)=\left\{\begin{array}{ccc}
x^{3 / 2} t^{-1+x} & \text { if } \quad x>0 \\
0 & \text { if } & \text { not }
\end{array}\right.
$$

It is easy to check that $f$ is continuously differentiable with respect to $x$ and

$$
I_{f}(x)=\left\{\begin{array}{ccc}
\sqrt{x} & \text { if } & x>0 \\
0 & \text { if } & x \leq 0
\end{array}\right.
$$

Then one gets easily $\partial_{M} I_{f}(0)=\partial_{M}^{\infty} I_{f}(0)=[0,+\infty)$,

$$
\partial_{F} f(t, x)=\left\{\begin{array}{cll}
\frac{3}{2} x^{1 / 2} t^{-1+x}+x^{3 / 2} \ln (t) t^{-1+x} & \text { if } \quad x>0 \\
0 & \text { if } \quad x \leq 0
\end{array}\right.
$$

and $\partial_{M} f(t, x)=\{0\}$. Then we can consider $C(t)=[0,+\infty)$, applying our result we get

$$
\partial I_{f}(0)=\int_{[0,1]} \partial_{M} f_{t}(0) \mathrm{d} \mu(t)+U I(C)^{-}=\{0\}+[0,+\infty)
$$

and $\partial_{M}^{\infty} I_{f}(0)=[0,+\infty)$. The same example can be modified as

$$
f(t, x)=\left\{\begin{array}{ccc}
x^{2} t^{-1+x} & \text { if } & x>0 \\
0 & \text { if } & x \leq 0
\end{array}\right.
$$

Then one has

$$
I_{f}(x)=\left\{\begin{array}{lll}
x & \text { if } & x>0 \\
0 & \text { if } & x \leq 0
\end{array}\right.
$$

Therefore, the integral functional $I_{f}$ is Lipschitz continuous, but it is not true that $\partial_{M} I_{f}(0)=$ $[0,1]$ is included in $\int_{j 0,1]} \partial_{M} f(t, 0) \mathrm{d} \mu(t)=\{0\}$ as in classical results (see [85, Lemma 6.18] and also [86] for an extension of this result). However, our results guarantee the non-trivial inclusion $\partial_{M} I_{f}(0) \subseteq \int_{j 0,1]} \partial_{M} f(t, 0) \mathrm{d} \mu(t)+[0,+\infty)$.

As a final comment we recall that in finite dimensional setting two lsc functions $f_{1}, f_{2}$ satisfy the sum rule inclusion $\partial_{M}\left(f_{1}+f_{2}\right)(x) \subseteq \partial_{M} f_{1}(x)+\partial_{M} f(x)$ at a point $x$ provided that the asymptotic qualification condition $\partial_{M}^{\infty} f_{1}(x) \cap \partial_{M}^{\infty} f_{2}(x)=\{0\}$ holds. However, the reader can notice that in the above example the integrand is continuously differentiable and then the singular subdifferential $\partial_{M}^{\infty} f_{t}(0)=\{0\}$ for all $t \in T$. The last shows that it is not possible to recover similar criteria, as in the finite sums, in terms of the singular subdifferentials, to get an inclusion of the form $\partial I_{f}(x) \subseteq \int_{T} \partial_{M} f_{t}(x) \mathrm{d} \mu(t)$.

## Subdifferential characterization of probability functions under Gaussian distribution

For a probability function it is understood an assignment of the form

$$
\begin{equation*}
x \rightarrow \varphi(x):=\mathbb{P}(g(x, \xi) \leq 0) \tag{14}
\end{equation*}
$$

where $g: X \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{s}$ is a mapping defining a system of random inequalities and $\xi$ is an $m$ dimensional random vector defined in some probability space $(\Omega, \mathcal{A}, \mathbb{P})$. The reader also can notice that from the theoretical viewpoint of the problem one can assume $s=1$ passing to the maximum over the component $\max g_{j}$. Typical applications for this class of functions can be found in water management, telecommunications, electricity network expansion, mineral blending, chemical engineering, etc, where the problem can be model as:

$$
\begin{gather*}
\min c(x) \\
\text { s.t } \mathbb{P}(g(x, \xi) \leq 0) \geq p,  \tag{15}\\
x \in \mathcal{C}
\end{gather*}
$$

Here $c$ represents a cost function, $\mathcal{C}$ a non-empty set, typically a set of the form $\{x \mid$ $h_{\mathrm{i}}(x) \leq 0, h_{j}(x)=0$, for all $\left.\mathrm{i}=1, \ldots, N ; j=1, \ldots, M\right\}$ with smooth functions $h_{\mathrm{i}}, h_{j}$, and the inequality $\mathbb{P}(g(x, \xi) \leq 0) \geq p$ expresses that a decision vector $x$ is feasible if and only if the random inequality $g(x, \xi) \leq 0$ is satisfied with probability at least $p$.

When one solves probabilistic constrained problems via numerical nonlinear optimization methods, almost any algorithms needs not only to calculate the values of the functional $\varphi$; one
also needs to have an access to gradients of $\varphi$, or subgradients when the optimization problems is nonsmooth. It has been proved that particular cases, for example when the probability function has the form $\varphi(x)=\mathbb{P}(D(x) \xi \leq c(x))$ under Gaussian distribution and with a possible singular matrix $D(x)$, the computation of the values of $\varphi$ and also the gradient of the probability function can be analytically reduced to the computation of Gaussian distribution functions (see e.g. [55, 122, 124-126]). However, when the models on the variable involving $\xi$ are nonlinear, a reduction to distribution cannot be applied. In this setting, another approach, the so-called spherical radial decomposition of Gaussian random vectors (see for example [49|) appears to be promising for calculating both functions values and gradients of $\varphi$. Basically for a $m$-dimensional Gaussian vector distributed according to $\xi \sim \mathcal{N}(0, A)$ for some correlation matrix $A$; the spherical radial decomposition decomposes the vector $\xi$ into the product of two random vectors $\eta$ and $\zeta$ in the form $\xi=\eta L \zeta$, where $A=L \times L^{T}$ is the Cholesky decomposition of the matrix $A, \eta$ has a $\chi$-distribution with $m$-degrees of freedom, and $\zeta$ has a uniform over the Euclidean unit sphere of $\mathbb{R}^{m}, \mathbb{S}^{m-1}:=\left\{z \in \mathbb{R}^{m} \mid \sum z_{\mathrm{i}}^{2}=1\right\}$. This decomposition allows us to write the probability distribution as an nonconvex integrand functional, as studied in Chapter 6. More precisely,

$$
\varphi(x):=\int_{S^{m-1}} \mathrm{e}(v, x) \mathrm{d} \mu_{\zeta}(v)
$$

where

$$
\begin{equation*}
\mathrm{e}(v, x)=\mu_{\eta}(\{r \geq 0: g(x, r L v) \leq 0\}) \tag{16}
\end{equation*}
$$

Here $\mu_{\eta}$ is the one-dimensional Chi-distribution with $m$ degrees of freedom, and $\mu_{\zeta}$ refers to the uniform distribution on $\mathbb{S}^{m-1}$.

The last formulation resulted crucial and appropriate for solving this problem using the results obtained in Chapter 6. Nevertheless, the variational behavior of the function $\mathrm{e}(v, \cdot)$ involves nonsmoothness, even when function $g$ is continuously differentiable in both variables. The following example given in [123] shows that it is not enough considering the function $g$ to be smooth to obtain the differentiability of the function $\varphi$

Example Let $\xi$ have a one-dimensional standard Gaussian distribution, and define

$$
g\left(x_{1}, x_{2}, x_{3}, \xi\right):=\left(\xi-x_{1}, \xi-x_{2},-\xi-x 3\right)
$$

Then, with $\Phi(t):=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{t} \mathrm{e}^{-\tau^{2} / 2} \mathrm{~d} \tau$ being the one-dimensional standard Gaussian distribution function, one has that

$$
\varphi\left(x_{1}, x_{2}, x_{3}\right)=\max \left\{\min \left\{\Phi\left(x_{1}\right), \Phi\left(x_{2}\right)\right\}-\Phi\left(x_{3}\right), 0\right\} .
$$

Clearly, $\varphi$ fails to be differentiable at $x:=(0,0,-1)$.
Even when it is considered only one single continuously differentiable inequality the nonsmoothness of the function $\varphi$ could be appear.

Example 7.15 Define the function $g: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
g\left(x, z_{1}, z_{2}\right):=\alpha(x) \mathrm{e}^{h\left(z_{1}\right)}+z_{2}-1
$$

where

$$
\begin{gathered}
\alpha(x):= \begin{cases}x^{2} & x \geq 0 \\
0 & x<0,\end{cases} \\
h(t):=-1-4 \log (1-\Phi(t)) ; \quad \Phi(t):=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{t} \mathrm{e}^{-\tau^{2} / 2} \mathrm{~d} \tau .
\end{gathered}
$$

Moreover, let $\xi$ have a bivariate standard normal distribution, i.e.,

$$
\xi=\left(\xi_{1}, \xi_{2}\right) \sim \mathcal{N}\left((0,0),\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right)
$$

Then $\varphi$ fails to be differentiable at $x=0$, see Figure 2 for a graphical inspection and see Section 7.6 for details.


Figure 2: Probability function $\varphi$ of Example 7.15

Above examples show that it is not sufficient to study the differentiability of the function $\varphi$. To the best knowledge of the author, Henrion and Van Ackooij in [123 where the first authors in to study the Clarke's subdifferential of the probability function. They provided criteria for the differentiability and Lipschitz continuity of the function $\varphi$ together with formulae for the gradient and subgradients of the function $\varphi$ at a point of interest $\bar{x}$ under the assumption that each component $g_{\mathrm{i}}$ is continuously differentiable and convex with respect to the second argument. To avoid pathological situations the authors impose a growth condition over the gradient $\nabla_{x} g(x, z)$ in a neighborhood of the point $\bar{x}$. They assumed that the components $g_{\mathrm{i}}$ satisfy the exponential growth condition, which is

$$
\begin{equation*}
\exists l>0:\left\|\nabla_{x} g_{\mathrm{i}}(x, z)\right\| \leq l \mathrm{e}^{\|z\|} \quad \forall x \in \mathbb{B}(\bar{x}, 1 / l),\|z\| \geq l, \mathrm{i}=1, \ldots, p \tag{17}
\end{equation*}
$$

The aim of this work is to extend the previous results to infinite-dimensional setting on $X$, using a weaker growth condition and assuming only local Lipschitz continuity of $g$. Our main assumptions of this chapter are:

1. $X$ is a reflexive and separable Banach space.
2. Function $g$ is locally Lipschitzian as a function of both arguments simultaneously, and convex as a function of the second argument.
3. The random vector $\xi$ is Gaussian of type $\xi \sim \mathcal{N}(0, A)$, where $A$ is a correlation matrix.

Before presenting our results let me introduce some notations. To understand the function $\mathrm{e}(v, x)$ we associate the finite and infinite directions defined respectively as

$$
\begin{aligned}
F(x) & :=\left\{v \in \mathbb{S}^{m-1} \mid \exists r \geq 0: g(x, r L v)=0\right\} \\
I(x) & :=\left\{v \in \mathbb{S}^{m-1} \mid \forall r \geq 0: g(x, r L v)<0\right\} .
\end{aligned}
$$

It is easily observed that $F(x) \cap I(x)=\emptyset$ and that $F(x) \cup I(x)=\mathbb{S}^{m-1}$ by continuity of $g$. Moreover, the number $r \geq 0$ satisfying $g(x, r L v)=0$ in the case of $v \in F(x)$ is uniquely defined, due to the convexity of $g$ in the second argument. We use the auxiliary function $\rho: \mathbb{S}^{m-1} \times X \rightarrow[0,+\infty]$ called radius function defined as:

$$
\rho(v, x):= \begin{cases}r \text { such that } g(x, r L v)=0 & \text { if } v \in F(x),  \tag{18}\\ +\infty & \text { if } v \in I(x)\end{cases}
$$

This definition allows us to rewrite the radial probability function e from (16) in the form

$$
\begin{equation*}
\mathrm{e}(v, x)=\mu_{\eta}([0, \rho(v, x)])=F_{\eta}(\rho(v, x)) \tag{19}
\end{equation*}
$$

whenever $g(x, 0)<0$. Here, $F_{\eta}$ refers to the Chi-distribution with $m$ degrees of freedom, so that $F_{\eta}^{\prime}(t)=\chi(t)$, where $\chi$ is the corresponding density:

$$
\chi(t):=\frac{2^{1-\frac{m}{2}}}{\Gamma\left(\frac{m}{2}\right)} t^{m-1} \mathrm{e}^{-t^{2} / 2} \quad \forall t \geq 0
$$

The second equation in follows from $F_{\eta}(0)=0$. We formally put $F_{\eta}(\infty):=1$ which translates the limiting property $F_{\eta}(t) \xrightarrow{t \rightarrow+\infty} 1$ of cumulative distribution functions.

Roughly speaking, our weaker growth condition was motivated by the results given in Chapter 6. These results allow us to give an upper estimate of the subdifferential of the function $\varphi$, even when it could be non-Lipschitz, considering the l-cone of nice directions at $x$ defined as:

$$
C_{l}(x):=\left\{h \in \mathbb{R}^{n} \left\lvert\, g^{\circ}(\cdot, z)(y ; h) \leq l\|z\|^{-m} \exp \left(\frac{\|z\|^{2}}{2\|L\|^{2}}\right)\|h\| \forall y \in \mathbb{B}_{1 / l}(x)\right.,\|z\| \geq l\right\}
$$

With this cone one can obtain the following inclusion (see Theorem 7.10)

$$
\partial_{F} \mathrm{e}(v, y) \subseteq \mathbb{B}(0, r)(0)-C_{l}^{-}(x) \quad \forall y \in U, v \in \mathbb{S}^{m-1}
$$

where $U$ is a neighborhood of $x$ and $r$ is some constant. Then the above inclusion fit perfectly with the formulas found in Chapter 6 and then applying our result to this problem we obtain the following upper estimate.

Theorem 7.12 Let $x_{0} \in X$ be such that $g\left(x_{0}, 0\right)<0$. Assume that the cone $C_{l}\left(x_{0}\right)$ has a non-empty interior for some $l>0$. Then,
(i) $\partial_{M} \varphi\left(x_{0}\right) \subseteq \mathrm{cl}^{*}\left\{\int_{S^{m-1}} \partial_{M} \mathrm{e}\left(v, x_{0}\right) \mathrm{d} \mu_{\zeta}(v)-C_{l}^{-}\left(x_{0}\right)\right\}$.
(ii) Provided that $X$ is finite-dimensional,

$$
\partial_{M} \varphi\left(x_{0}\right) \subseteq \int_{\mathbb{S}^{m-1}} \partial_{M} \mathrm{e}\left(v, x_{0}\right) \mathrm{d} \mu_{\zeta}(v)-C_{l}^{-}\left(x_{0}\right)
$$

(iii) $\partial^{\infty} \varphi\left(x_{0}\right) \subseteq-C_{l}^{-}\left(x_{0}\right)$.
(vi) $\partial_{C} \varphi\left(x_{0}\right) \subseteq \overline{\mathrm{co}}\left\{\int_{\mathbb{S}^{m-1}} \partial_{M} \mathrm{e}\left(v, x_{0}\right) \mathrm{d} \mu_{\zeta}(v)-C_{l}^{-}\left(x_{0}\right)\right\}$.

The above result obviously yields simplifications under additional assumptions, see Proposition 7.14 and obviously one can conclude the continuously differentiability of the probability function $\varphi$, see Proposition 7.18 .

The final goal of this chapter was an application to a finite system of smooth inequalities. The probability function under study is given by

$$
\begin{equation*}
\varphi(x):=\mathbb{P}\left(g_{\mathrm{i}}(x, \xi) \leq 0, \mathrm{i}=1, \ldots, p\right), x \in X \tag{20}
\end{equation*}
$$

where each $g_{\mathrm{i}}$ is a continuously differentiable function convex in the second argument. Clearly, as we said previously, this can be recast in the form of (14) upon defining

$$
g:=\max _{\mathrm{i}=1, \ldots, p} g_{\mathrm{i}}
$$

Then the function $g$ satisfies our assumptions. To continue we may associate with each component its radius function $\rho_{\mathrm{i}}$ as in (18) and the corresponding radius function $\rho$ associated to $g$. Then applying Theorem 7.12 we obtain:

Theorem 7.20 Fix $x_{0} \in X$ with $g\left(x_{0}, 0\right)<0$, and assume that for some $l>0$ it holds, for $\mathrm{i}=1, \ldots, p$,

$$
\begin{equation*}
\left\|\nabla_{x} g_{\mathrm{i}}(x, z)\right\| \leq l\|z\|^{-m} \mathrm{e}^{\frac{\|z\|^{2}}{\|L\|^{2}}} \quad \forall x \in \mathbb{B}\left(x_{0}, 1 / l\right),\|z\| \geq l . \tag{21}
\end{equation*}
$$

Then the probability function (20) is locally Lipschitz near $x_{0}$ and there exists a nonnegative number $R \leq \sup \left\{\left\|x^{*}\right\| \mid x^{*} \in \partial_{M} \mathrm{e}\left(x_{0}, v\right)\right.$ and $\left.v \in I\left(x_{0}\right)\right\}$ such that

$$
\begin{aligned}
\partial_{C} \varphi\left(x_{0}\right) \subseteq & -\int_{v \in F\left(x_{0}\right)} \operatorname{co}\left\{\bigcup_{\mathrm{i} \in T(v)} \frac{\chi\left(\rho\left(x_{0}, v\right)\right) \nabla_{x} g_{\mathrm{i}}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right)}{\left\langle\nabla_{z} g_{\mathrm{i}}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right), L v\right\rangle}\right\} \mathrm{d} \mu_{\zeta}(v) \\
& +\mu_{\zeta}\left(I\left(x_{0}\right)\right) \mathbb{B}(0, R)
\end{aligned}
$$

Here, $T(v):=\left\{\mathrm{i} \in\{1, \ldots, p\} \mid \rho_{\mathrm{i}}(x, v)=\rho(v, x)\right\}$.

This result intermediately entails the following corollary about the differentiability of the probability function (20).

Corollary 7.21 If in the setting of Theorem 7.20 one has that $\mu_{\zeta}\left(I\left(x_{0}\right)\right)=0$, or the constant $R$ in Theorem 7.20 is zero, then

$$
\partial^{C} \varphi\left(x_{0}\right) \subseteq-\int_{v \in \mathbb{S}^{m-1}} \text { co }\left\{\bigcup_{i \in T(v)} \frac{\chi\left(\rho\left(x_{0}, v\right)\right) \nabla_{x} g_{\mathrm{i}}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right)}{\left\langle\nabla_{z} g_{\mathrm{i}}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right), L v\right\rangle}\right\} \mathrm{d} \mu_{\zeta}(v) .
$$

If, in addition, for $\mu_{\zeta}$-a.e. $v \in \mathbb{S}^{m-1}$ we have that $\# T(v)=1$ (say: $T(v)=\left\{\mathrm{i}^{*}(v)\right\}$ ), then the probability function (7.28) is strictly differentiable with gradient

$$
\nabla \varphi\left(x_{0}\right)=-\int_{v \in \mathbb{S}^{m-1}} \frac{\chi\left(\rho\left(x_{0}, v\right)\right) \nabla_{x} g_{\mathrm{i}^{*}(v)}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right)}{\left\langle\nabla_{z} g_{\mathrm{i}^{*}(v)}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right), L v\right\rangle} \mathrm{d} \mu_{\zeta}(v) .
$$

Consequently, if $X$ is finite-dimensional and $\# T(v)=1$ holds true in some neighborhood of $x$, then $\varphi$ is even continuously differentiable at $x$.

It is worth mentioning that under the strengthened exponential growth condition (compared (17) with (21)) the constant $R$ in Theorem 7.20 and Corollary above is zero (see also [123, Theorem 3.6 and Theorem 4.1]).

Finally, in this Chapter we provide two examples: The first one is Example 7.15, which on the one hand, serves as an illustration of our main result Theorem 7.12 and, on the other hand, shows that even for a continuously differentiable inequality $g(x, \xi) \leq 0$, satisfying a basic constraint qualification, the associated probability function $\varphi$ may fail to be differentiable, actually even to be locally Lipschitzian (though it is continuous due to the constraint qualification; see Theorem 7.5). The second one shows a probability function which does not satisfy the exponential growth condition (17). Nevertheless, using our results one can prove that the probability function is continuously differentiable. Indeed, the following example together with Example 7.15 will be discussed with more details in the final part of Chapter 7.

Example 7.16 Define the function $g: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
g\left(x, z_{1}, z_{2}\right):=\alpha(x) \frac{\exp \left(z_{1}^{2} / 2\right)}{z_{1}^{2}+4}+z_{2}-1
$$

where

$$
\alpha(x):= \begin{cases}x^{2} & x \geq 0 \\ 0 & x<0\end{cases}
$$

Moreover, let $\xi$ have a bivariate standard normal distribution, i.e.,

$$
\xi=\left(\xi_{1}, \xi_{2}\right) \sim \mathcal{N}\left((0,0),\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right)
$$

Then the following properties are shown in Appendix 7.6 (see Figure 3):

1. $g$ is continuously differentiable.
2. $g$ is convex in $\left(z_{1}, z_{2}\right)$.
3. $g(0,0,0)<0$.
4. $C_{1}(0)=\mathbb{R}$.
5. $g$ does not satisfy the exponential growth condition at $x_{0}=0$.
6. $\varphi$ is continuously differentiable at 0 .


Figure 3: Probability function $\varphi$ of Example 7.16 .

## Chapter 1

## Notation and preliminary results

### 1.1 Topological and convex tools

In the following, $X$ and $X^{*}$ will be two (separated) locally convex spaces (lcs) in duality by the bilinear symmetric form $\langle\cdot, \cdot\rangle: X^{*} \times X \rightarrow \mathbb{R},\left\langle x^{*}, x\right\rangle=\left\langle x, x^{*}\right\rangle=x^{*}(x)$. When the spaces $X$ and $X^{*}$ will be abstract lcs they will endowed with compatible topologies $\tau_{X}$ and $\tau_{X^{*}}$. For a point $x \in X$ (resp. $\left.x^{*} \in X^{*}\right) \mathcal{N}_{x}\left(\tau_{X}\right)$ (resp. $\mathcal{N}_{x^{*}}\left(\tau_{X^{*}}\right)$ ) represent the neighborhood system of $x$ (resp. $x^{*}$ ) with respect to the topology $\tau_{X}$ (resp. $\tau_{X^{*}}$ ) and we omit the symbol $\tau_{X}$ (resp. $\tau_{X^{*}}$ ) when there is no confusion. Examples of $\tau_{X^{*}}$ are the weak ${ }^{*}$ topology denoted by $w\left(X^{*}, X\right)\left(w^{*}\right.$, for short) which is the smallest topology compatible with the dual pair $\left(X, \tau_{x}\right),\left(X^{*}, \tau_{X^{*}}\right)$, the Mackey topology denoted by $\tau\left(X^{*}, X\right)$, which is the largest topology compatible with the dual pair $\left(X, \tau_{x}\right),\left(X^{*}, \tau_{X^{*}}\right)$, and the strong topology denoted by $\beta\left(X^{*}, X\right)$, which is the topology generated by the uniform convergence over bounded sets on $X$. We will write $\overline{\mathbb{R}}:=\mathbb{R} \cup\{-\infty, \infty\}$ and adopt the conventions that $0 \cdot \infty=0=0 \cdot(-\infty)$ and $\infty+(-\infty)=(-\infty)+\infty=\infty$. The notation $\mathbb{N}, \mathbb{Z}$ and $\mathbb{Q}$ will be reserved for the set of natural numbers, the integer numbers and the rational numbers. For any set $A$, the symbol $\mathcal{P}(A)$ denotes the set of all subsets of $A$ and $\# A$ denotes the cardinal of a set $A$. Consider a preordered set $(\Re, \preceq)$ (i.e., $\preceq$ is a reflexive, antisymmetric, and transitive binary relation on $\Re$ ) a subset $\Im$ of $\Re$ is said to be cofinal if for every $r \in \Re$ there exists $s \in \Im$ such that $r \preceq s$.

A function $\rho: X \rightarrow[0,+\infty)$ is called a seminorm if for every $x, y \in X$ and $\lambda \in \mathbb{R}$, $\rho(\lambda x)=|\lambda| \rho(x)$ and $\rho(x+y) \leq \rho(x)+\rho(y)$. For a seminorm $\rho, x \in X$, and $r>0$ we denote $\mathbb{B}_{\rho}(x, r):=\{y \in X: \rho(x-z) \leq r\}$ the closed ball with radius $r$ around $x$ with respect to the seminorm $\rho$. When $X$ will be a Banach space the norm on $X$ and $X^{*}$ are simply denoted by $\|\cdot\|$ and the closed balls in these spaces are denoted $\mathbb{B}(x, r)$ and $\mathbb{B}\left(x^{*}, r\right)$ for points $x \in X$ and $x^{*} \in X^{*}$, for our convenience in this cases is useful to introduce the bidual space of $X$ defined and denoted by $X^{* *}:=\left(X^{*},\|\cdot\|\right)^{*}$. When there is a risk of confusion about the space, the balls will be denoted with a sub-index referring to the space, that is to say, $\mathbb{B}_{X}(x, r)$ according to the respective space $X$. For a seminorm $\rho$, a set $C$ and $x \in X$,
 functions $h, g: X \rightarrow \overline{\mathbb{R}}$ the notation $g \leq h$ means $g(x) \leq h(x)$ for all $x \in X$.

For a given function $f: X \rightarrow \overline{\mathbb{R}}$, the (effective) domain of $f$ is $\operatorname{dom} f:=\{x \in X \mid f(x)<$ $+\infty\}$. We say that $f$ is proper if $\operatorname{dom} f \neq \emptyset$ and $f>-\infty$. The function $f$ is said to be lower semicontinuous (lsc) if for every $\lambda \in \mathbb{R}$ the sublevel set $\operatorname{lev}_{\alpha} f:=\{x \in X \mid f(x) \leq \lambda\}$ is closed, it is said to be inf-compact if for every $\lambda \in \mathbb{R}$ the sublevel set $\operatorname{lev}_{\alpha} f$ is compact; the function $f$ is said to be sequentially $\tau$-inf-compact if for every $\lambda \in \mathbb{R}$ and every sequence $x_{n} \in[f \leq \lambda]:=\{x \in X \mid f(x) \leq \lambda\}$ there exists a subsequence $x_{n_{k}} \xrightarrow{\tau} x \in[f \leq \lambda]$. We denote by $\Gamma_{0}(X)$ the class of proper lsc convex functions on $X$. The conjugate of $f$ is the function $f^{*}: X^{*} \rightarrow \overline{\mathbb{R}}$ defined by

$$
f^{*}\left(x^{*}\right):=\sup _{x \in X}\left\{\left\langle x^{*}, x\right\rangle-f(x)\right\},
$$

and the biconjugate of $f$ is $f^{* *}:=\left(f^{*}\right)^{*}: X \rightarrow \overline{\mathbb{R}}$.
The directional derivative of a convex lsc function $f$ at $x \in \operatorname{dom} f$ in the direction $u$ is given by

$$
f^{\prime}(x ; u):=\inf _{s>0} \frac{f(x+s u)-f(x)}{s} .
$$

It is well-known that the directional derivative $f^{\prime}(x ; \cdot)$ is a positively homogeneous convex function and $\partial f(x)=\partial f^{\prime}(x ; \cdot)(0)$.

For a subspace $F$ of $X$, the restriction of the function $f$ to $F$ is denoted by $f_{\left.\right|_{F}}$. The notation $\overline{\mathrm{co}}_{F} f: F \rightarrow \overline{\mathbb{R}}$ is the function such that epi $\left(\overline{\mathrm{co}}_{F} f\right)=\overline{\operatorname{co}}(\operatorname{epi} f \cap(F \times \mathbb{R}))$. Then, the closed convex hull of $f$ is denoted and defined by $\overline{\mathrm{co}} f:=\overline{\mathrm{co}}_{X} f$.

The indicator and the support functions of a set $A\left(\subseteq X, X^{*}\right)$ are, respectively,

$$
\delta_{A}(x):=\left\{\begin{array}{ll}
0 & x \in A \\
+\infty & x \notin A,
\end{array} \quad \sigma_{A}:=\delta_{A}^{*}\right.
$$

The inf-convolution of $f, g: X \rightarrow \overline{\mathbb{R}}$ is the function $f \square g:=\inf _{z \in X}\{f(z)+g(\cdot-z)\}$; it is said to be exact at $x$ if there exists $z$ such that $f \square g(x)=f(z)+g(x-z)$.

For a pair of points we denote the interval between $a, b$ as $[a, b]:=\{(1-\lambda) a+\lambda b: \lambda \in[0,1]\}$ and $[a, b[=[a, b] \backslash\{b\}] a, b]=,[a, b] \backslash\{a\}$ and $] a, b\left[=[a, b] \backslash\{a, b\}\right.$. For a set $A \subseteq X\left(\right.$ or $\left.\subseteq X^{*}\right)$, $\operatorname{int}(A), \bar{A}($ or $\mathrm{cl} A), \operatorname{co}(A), \overline{\operatorname{co}}(A), \operatorname{lin}(A)$ and aff $(A)$, the interior, the closure, the convex hull, the closed convex hull, the linear subspace and the affine subspace generated by $A$.

Definition 1.1 The relative interior of $A$ with respect to an affine subspace $F$, denoted by $\operatorname{ri}_{F}(A)$, is the interior of $A$ with respect to $F$. By the symbol $\operatorname{ri}(A)$, we denote $\operatorname{ri}_{\text {aff }(A)}(A)$ if $\operatorname{aff}(A)$ is closed, and the empty set otherwise.

The polar and the negative polar cone of $A$ are the set

$$
\begin{aligned}
A^{o} & :=\left\{x^{*} \in X^{*} \mid\left\langle x^{*}, x\right\rangle \leq 1, \forall x \in A\right\} \\
A^{-} & :=\left\{x^{*} \in X^{*} \mid\left\langle x^{*}, x\right\rangle \leq 0, \forall x \in A\right\}
\end{aligned}
$$

respectively, and the recession cone of $A$ (when $A$ is convex and close) is the set

$$
A_{\infty}:=\{x \in X \mid \lambda x+y \in A \text { for some } y \text { in } A \text { and all } \lambda \geq 0\} .
$$

For two lcs spaces $\left(Y, \tau_{Y}\right)$ and $\left(Z, \tau_{z}\right)$ the set $\mathcal{L}\left(Y, \tau_{Y}, Z, \tau_{z}\right)(\mathcal{L}(Y, Z)$ for short $)$ is defined as the set of all linear continuous functions from $Y$ to $Z$.

For a net $x_{k}$, a point $x$ and a function $f$ (or a set $C$ ) the notation $x_{k} \xrightarrow{f} x$ (respectively $x_{k} \xrightarrow{C} x$ ) means $\left(x_{k}, f\left(x_{k}\right)\right) \rightarrow(x, f(x))$ (respectively $x_{k} \in C$ and $x_{k} \rightarrow x$ ).

Given a set $A$ and a topological space $Z$, a multifunction (or a set-valued mapping) $M$ from $A$ to $Z$ is a function form $A$ to the power set of $Z$ (i.e the set of all subsets of $Z$ ) and it will be denoted as $M: A \rightrightarrows Z$. The domain, the range (or image) and the graph of the multifunction $M$ are defined and denoted as $\operatorname{dom} M:=\{a \in A: M(a) \neq \emptyset\}$, rge $M:=\bigcup_{a \in A} M(a)$ and $\operatorname{gph} M:=\{(a, b) \in A \times Z: b \in M(a)\}$, respectively. Moreover, $M$ will be called closed (open, compact, convex, etc, respectively) valued if for every $a \in A$ the set $M(a)$ is closed (open, compact, convex, etc, respectively).

### 1.2 Subdifferential theory

For $\varepsilon \geq 0$ and a function $f: X \rightarrow \overline{\mathbb{R}}$ the $\varepsilon$-subdifferential of $f$ at a point $x \in X$ where it is finite is the set

$$
\partial_{\varepsilon} f(x):=\left\{x^{*} \in X^{*} \mid\left\langle x^{*}, y-x\right\rangle \leq f(y)-f(x)+\varepsilon, \forall y \in X\right\} ;
$$

if $f(x)$ is not finite, we set $\partial_{\varepsilon} f(x):=\emptyset$. The special case $\varepsilon=0$ is the convex Subdifferentia $\emptyset^{\top}$ and it is denoted by $\partial f(x)$.

The $\varepsilon$-normal set of $A$ at $x$ is $N_{A}^{\varepsilon}(x):=\partial_{\varepsilon} \delta_{A}(x)$. The case $\varepsilon=0$ is the well-known normal cone and it is simply denoted by $N_{A}(x)$.

We proceed in this section by presenting formulas for the calculus of the composition and the sum of convex functions with and without qualification conditions. The proofs can be found in [56, Theorems 3.1 and 3.2] and [132].

Proposition 1.2 [132, Corollary 2.6.7] Let $f, g \in \Gamma_{0}(X)$. Then for every $x \in X$ we have

$$
\partial_{\varepsilon}(f+g)(x)=\varlimsup_{\substack{\varepsilon_{1}, \varepsilon_{2} \geq 0 \\ \varepsilon_{1}+\varepsilon_{2}=\varepsilon}}\left(\partial_{\varepsilon_{1}} f(x)+\partial_{\varepsilon_{2}} g(x)\right) \quad w^{*} \text { for all } \varepsilon>0
$$

and

$$
\partial(f+g)(x)=\bigcap_{\eta>0}{\overline{\left(\partial_{\eta} f(x)+\partial_{\eta} g(x)\right)}}^{w^{*}} .
$$

[^0]Proposition 1.3 [132, Corollary 2.6.5] Let $Y, Z$ be two lcs, $f \in \Gamma_{0}(Z)$ and $A \in \mathcal{L}(Y, Z)$. Then for every $y \in Y$ we have

$$
\partial_{\varepsilon}(f \circ A)(y)={\overline{A^{*}\left(\partial_{\eta+\varepsilon} f(A y)\right)}}^{w^{*}} \text { for all } \varepsilon \geq 0
$$

Proposition 1.4 [132, Theorem 2.8.3] Let $Y, Z$ be two lcs, $f \in \Gamma_{0}(Z)$ and $A \in \mathcal{L}(Y, Z)$. Assume that $f$ is finite and continuous at some point. Then, for every $y \in Y$ we have that

$$
\partial_{\varepsilon}(f \circ A)(y)=A^{*}\left(\partial_{\varepsilon} f(A y)\right) \text { for all } \varepsilon \geq 0
$$

Now consider a Banach space $X$. A bornology $\beta$ on $X$ is a collection of closed bounded and symmetric subsets of $X$ which covers $X$ and satisfies the following properties: For any two elements of $A, B \in \beta$ there exists an element $C \in \beta$ such that $A \cup B \subseteq C$ and $a U \in \beta$ whenever $U \in \beta$ and $a>0$. The $\beta^{*}$ topology on $X^{*}$ is the topology generated by the basis of neighborhoods of zero, $\left\{U^{o}: U \in \beta\right\}$, where $U^{o}:=\left\{x^{*} \in X^{*} \mid\left\langle x^{*}, x\right\rangle \leq 1, \forall x \in U\right\}$ denotes the polar cone of the set $U$. Two of the most useful bornologies considered in the literature are the Fréchet bornology $F$ consisting of all closed bounded sets and the Hadamard bornology $H$ of all norm-compact sets. A function $\phi: X \rightarrow \mathbb{R}$ is said to be $\beta$-differentiable at $x \in X$ if there exists $x^{*} \in X$ such that for every $U \in \beta$

$$
\lim _{s \rightarrow 0^{+}} \sup _{h \in U}\left|\frac{\phi(x+s h)-\phi(x)}{s}-\left\langle x^{*}, h\right\rangle\right|=0 .
$$

We denote $\nabla_{\beta} \phi(x)=x^{*}$. A function $\phi: U \rightarrow \mathbb{R}$ from an open set $U$ is said to be $\beta$-smooth if it is $\beta$-differentiable at every $x \in U$ and the derivative $\nabla_{\beta} g$ is a continuous function from $(U,\|\cdot\|)$ to $\left(X^{*}, \beta^{*}\right)$. Furthermore, $\phi$ is a bump function if $\operatorname{supp} \phi:=\{x \in X: \phi(x) \neq 0\}$ is non-empty and bounded. A Banach space $X$ is said to be $\beta$-smooth if there is a Lipschitz continuous, bump $\beta$-smooth function from $X$ to $\mathbb{R}$. Each separable Banach space admits an $H$-smooth renorm, if the dual is also separable, then the space admits an $F$-smooth renorm (see for example [41, 94). Therefore, these spaces are $H$-smooth and $F$-smooth respectively. A function $\phi$ is said to be $C^{2}$ on $U$ if it is $F$-smooth on $U$ and if the mapping $\nabla_{F} \phi: U \rightarrow X^{*}$ is continuous differentiable, that is to say, there exists a continuous function $\nabla^{2} \phi: U \rightarrow \mathcal{L}\left(X, X^{*}\right)$, which satisfies $\lim _{h \rightarrow 0}\left\|\nabla_{F} \phi(x+h)-\phi(x)-\nabla^{2} \phi(x)(h)\right\| /\|h\|=0$ for all $x \in U$.

Now let $f$ be a function on $X$ finite at $x$. Then

$$
\begin{aligned}
& \partial_{F} f(x):=\left\{x^{*} \in X^{*} \left\lvert\, \liminf _{h \rightarrow 0} \frac{f(x+h)-f(x)-\left\langle x^{*}, h\right\rangle}{\|h\|} \geq 0\right.\right\}, \\
& \partial_{P} f(x):=\left\{x^{*} \in X^{*} \left\lvert\, \liminf _{h \rightarrow 0} \frac{f(x+h)-f(x)-\left\langle x^{*}, h\right\rangle}{\|h\|^{2}}>-\infty\right.\right\}
\end{aligned}
$$

are called the Fréchet subdifferential and the Proximal subdifferential of $f$ at $x$, respectively. For $k>0$ we set

$$
\partial_{\beta, k}^{-} f(x):=\left\{\begin{array}{cc}
x^{*} \in X^{*}: & \text { there is a neighborhood } U \text { of } x \text { and a } \beta \text {-smooth function } \\
\phi: U \rightarrow \mathbb{R} \text { with Lipschitz constant } k \text { such that } \\
\nabla_{\beta} \phi(x)=x^{*} \text { and } f-\phi \text { attains a local minimum at } x
\end{array}\right\},
$$

and the (viscosity) $\beta$-subdifferential is defined by $\partial_{\beta}^{-} f(x):=\bigcup_{k>0} \partial_{\beta, k}^{-} f(x)$ (see for example $[11$ and the reference therein). It is important to mention that when the space $X$ has a Fréchet smooth renorm, then $\partial_{\beta}^{-}$and $\partial_{F}$ coincide (see [13, Remark 1.4]).

Let $S \subseteq X$ and $x \in S$, then $x^{*} \in X^{*}$ is $G$-normal to $S$ at $x$ if there exists $\lambda>0$ such that for any $\varepsilon>0$ and any finite dimensional subspace $F \subseteq X$, there are $y \in \mathbb{B}(x ; \varepsilon)$ and $y^{*} \in X^{*}$ such that

$$
\left\langle y^{*}-x^{*}, h\right\rangle \leq \varepsilon\|h\| \text { and }\left\langle y^{*}, h\right\rangle \leq \mathrm{d}_{S}^{D}(x, h), \forall h \in F,
$$

where $\mathrm{d}_{S}(y):=\inf _{s \in S}\|s-y\|$ and $\mathrm{d}_{S}^{D}(x, h):=\liminf _{r \rightarrow 0^{+}} r^{-1}\left(\mathrm{~d}_{S}(x+r h)-\mathrm{d}_{S}(x)\right)$. The set of all G-normals is denoted by $N_{G}(S, x)$ (see e.g. 62,63 and the reference therein). The Clarke-normal set to $S$ at $x$ is denoted by $N_{C}(S, x):=\overline{\operatorname{co}^{w *}} N_{G}(S, x)$ (see $\left.|63|\right)$. Then for a function $f$ and $x \in \operatorname{dom} f$ the $G$-subdifferential, the singular $G$-subdifferential, and the Clarke subdifferentiar2, are defined by

$$
\begin{aligned}
\partial_{G} f(x) & :=\left\{x^{*} \in X^{*}:\left(x^{*} .-1\right) \in N_{G}(\text { epi } f,(x, f(x)))\right\}, \\
\partial_{G}^{\infty} f(x) & :=\left\{x^{*} \in X^{*}:\left(x^{*}, 0\right) \in N_{G}(\text { epi } f,(x, f(x)))\right\}, \\
\partial_{C} f(x) & :=\left\{x^{*} \in X^{*}:\left(x^{*} .-1\right) \in N_{C}(\text { epi } f,(x, f(x)))\right\},
\end{aligned}
$$

respectively.
For locally Lipschitzian functions $f$ at $\bar{x}$, the following classical definition of Clarke's subdifferential applies:

$$
\begin{equation*}
\partial_{C} f(\bar{x})=\left\{x^{*} \in X^{*} \mid\left\langle x^{*}, h\right\rangle \leq f^{\circ}(\bar{x} ; h), \forall h \in X\right\}, \tag{1.1}
\end{equation*}
$$

where

$$
f^{\circ}(\bar{x} ; h):=\limsup _{\substack{x \rightarrow \bar{x} \\ t \downarrow 0}} \frac{f(x+t h)-f(x)}{t}
$$

denotes Clarke's directional derivative of $f$ at $\bar{x}$ in the direction $h$.
When the space $X$ is an Asplund space (recall that $X$ is Asplund if and only if every separable subspace of $X$ has separable dual), the limiting/Mordukhovich subdifferential and the singular limiting/Mordukhovich subdifferential can be defined as (see e.g. [84,85])

$$
\begin{aligned}
\partial_{M} f(x) & :=\left\{w^{*}-\lim x_{n}^{*}: x_{n}^{*} \in \partial_{F} f\left(x_{n}\right), \text { and } x_{n} \xrightarrow{f} x\right\}, \\
\partial_{M}^{\infty} f(x) & :=\left\{w^{*}-\lim \lambda_{n} x_{n}^{*}: x_{n}^{*} \in \partial_{F} f\left(x_{n}\right), x_{n} \xrightarrow{f} x \text { and } \lambda_{n} \rightarrow 0^{+}\right\},
\end{aligned}
$$

respectively. If $|f(x)|=+\infty$, we set $\partial f(x):=\emptyset$ for any of the previous subdifferentials.
A similar sequential representation for $G$-subdifferential and the Clarke-Rockafellar subdifferential is given by the following result.

[^1]Proposition 1.5 [69, Theorem 1.6 and Theorem 1.8] Assume that either (i) $X$ is $\beta$-smooth, or (ii) $X$ is an Asplund space and $\beta=F$. Let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be lsc and $x \in \operatorname{dom} f$. Then

$$
\begin{aligned}
& \partial_{G} f(x)=\bigcup_{k>0} \mathrm{cl}^{w^{*}}\left\{w^{*}-\lim x_{n}^{*}: x_{n}^{*} \in \partial_{\beta, k}^{-} f\left(x_{n}\right), \text { and } x_{n} \stackrel{f}{\rightarrow} x\right\}, \\
& \partial_{G}^{\infty} f(x)=\bigcup_{k>0} \mathrm{cl}^{w^{*}}\left\{w^{*}-\lim \lambda_{n} \cdot x_{n}^{*}: x_{n}^{*} \in \partial_{\beta, k}^{-} f\left(x_{n}\right), \text { and } x_{n} \xrightarrow[\rightarrow]{f} x, \lambda_{n} \rightarrow 0^{+}\right\}, \\
& \partial_{C} f(x)=\overline{\mathrm{co}}^{w^{*}}\left\{\tilde{\partial}_{G} f(x)+\tilde{\partial}_{G}^{\infty} f(x)\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
\tilde{\partial}_{G} f(x) & :=\bigcup_{k>0}\left\{w^{*}-\lim x_{n}^{*}: x_{n}^{*} \in \partial_{\beta, k}^{-} f\left(x_{n}\right), \text { and } x_{n} \xrightarrow{f} x\right\}, \\
\tilde{\partial}_{G}^{\infty}(x) & :=\bigcup_{k>0}\left\{w^{*}-\lim \lambda_{n} \cdot x_{n}^{*}: x_{n}^{*} \in \partial_{\beta, k}^{-} f\left(x_{n}\right), \text { and } x_{n} \xrightarrow{f} x, \lambda_{n} \rightarrow 0^{+}\right\} .
\end{aligned}
$$

It is important to recall when $f$ is convex, proper and lsc all of these subdifferentials coincide with the convex subdifferential.

### 1.3 Epi-pointed functions

Before presenting the definition of an epi-pointed function, which plays a key role in our analysis, let us introduce the history about this family and some properties in finite-dimension which motivate our definition.

The class of epi-pointed functions was introduced in finite dimension by Hiriart-Urruty and Benoist [6] in the nineties, but the original definition goes back to the Nobel laureate mathematical economist Gérard Debreu in the fifties [39].

To introduce this class of functions, the authors used the notion of asymptotic function (also in 106, Chapter 3, Definition 3.17] called the horizon function) $f^{\infty}$, for a proper function $f: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$, defined by

$$
f^{\infty}(x):=\liminf _{\substack{t \rightarrow 0^{+} \\ y \rightarrow x}} t f\left(t^{-1} y\right) .
$$

So, $f$ is said to be epi-pointed if the epigraph of its asymptotic function (which is clearly a cone) is pointed, that is,

$$
\text { for all } \xi_{1}, \ldots, \xi_{p} \in \operatorname{epi} f^{\infty} \text { and } \xi_{1}+\ldots+\xi_{p}=0 \Longrightarrow \xi_{\mathrm{i}}=0 \text { for all } \mathrm{i}=1, \ldots, p
$$

However, the original definition given in [39] was only for sets: roughly speaking, if $S \subseteq \mathbb{R}^{n}$ is a closed set, the asymptotic cone of $S$ is defined as

$$
\begin{equation*}
S^{\infty}:=\left\{x \in \mathbb{R}^{n}: \text { there exist } t_{n} \rightarrow 0^{+}, x_{n} \in S \text { such that } t_{n} x_{n} \rightarrow x\right\} \tag{1.2}
\end{equation*}
$$

Then, $S$ is termed pointed if the asymptotic cone $S^{\infty}$ contains no straight line.
The following proposition allows us to appreciate better the definition of an epi-pointed function.

Proposition 1.6 Consider $f: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ lsc and proper. Then the following statements are equivalent:
(a) $f$ is epi-pointed.
(b) There exist $\bar{u} \in \mathbb{R}^{n}, \alpha>0$ and $r \in \mathbb{R}$ such that:

$$
f(x) \geq\langle\bar{u}, x\rangle+\alpha\|x\|+r \quad \forall x \in \mathbb{R}^{n}
$$

(c) There exists $\bar{u} \in \mathbb{R}^{n}$ such that $f^{*}$ is bounded from above on a neighborhood of $\bar{u}$.

Proof. First we will prove that

$$
\begin{equation*}
\liminf _{\|x\| \rightarrow \infty} \frac{f(x)}{\|x\|}=\inf _{\|x\|=1} f^{\infty}(x) \tag{1.3}
\end{equation*}
$$

Indeed, consider sequences $\left(x_{k}\right), t_{k}, y_{k}$ and points $w_{0}, w_{1}$ such that:

- $\left\|x_{k}\right\| \rightarrow+\infty, \liminf _{\|x\| \rightarrow \infty} \frac{f(x)}{\|x\|}=\lim \frac{f\left(x_{k}\right)}{\left\|x_{k}\right\|}$ and $\frac{x_{k}}{\left\|x_{k}\right\|} \rightarrow w_{0}$.
- $t_{k} \rightarrow 0^{+}, y_{k} \rightarrow w_{1}$ and $\inf _{\|x\|=1} f^{\infty}(x)=f^{\infty}\left(w_{1}\right)=\lim t_{k} f\left(\frac{y_{k}}{t_{k}}\right)\left(f^{\infty}\right.$ is lsc $)$.

Then

$$
\begin{aligned}
\liminf _{\|x\| \rightarrow \infty} \frac{f(x)}{\|x\|} & =\lim \frac{f\left(x_{k}\right)}{\left\|x_{k}\right\|}=\lim \frac{f\left(\frac{x_{k}}{\left\|x_{k}\right\|}\left\|x_{k}\right\|\right)}{\left\|x_{k}\right\|} \geq f^{\infty}\left(w_{0}\right) \geq f^{\infty}\left(w_{1}\right) \\
& =\lim t_{k} f\left(\frac{y_{k}}{t_{k}}\right)=\lim \left\|y_{k}\right\| \frac{t_{k}}{\left\|y_{k}\right\|} f\left(\frac{y_{k}}{t_{k}}\right) \geq \liminf _{\|x\| \rightarrow \infty} \frac{f(x)}{\|x\|}
\end{aligned}
$$

Now we will prove the proposition:

- $(a) \Rightarrow(b)$ Suppose that $f$ is epi-pointed. Then $\inf _{\|x\|=1} f^{\infty}(x)=: \gamma>-\infty$ (if this does not happen, $\{0\} \times \mathbb{R} \subset$ epi $\left.f^{\infty}\right)$. Now we will show that there exists $\bar{u} \in \mathbb{R}^{n}$ such that for every $\|x\|=1, f^{\infty}(x)>\langle\bar{u}, x\rangle$. In fact, consider the set $K:=\overline{\operatorname{co}}\left\{(x, \alpha) \in \operatorname{epi} f^{\infty}\right.$ : $\|x\|=1\}$. We have $(0,0) \notin K$, because if this is not true, then there would exist $\left(x_{n}, \alpha_{n}\right)=\sum_{\mathrm{i}=0}^{n} \lambda_{\mathrm{i}}^{n}\left(x_{\mathrm{i}}^{n}, \beta_{\mathrm{i}}^{n}\right)$ ( $n$ is fixed, by Carathéodory's Theorem) with $\left(x_{\mathrm{i}}^{n}, \beta_{\mathrm{i}}^{n}\right) \in$ $K, \lambda_{\mathrm{i}}^{n} \geq 0$ and $\sum_{\mathrm{i}=0}^{n} \lambda_{\mathrm{i}}^{n}=1$ with $\left(x_{n}, \alpha_{n}\right) \rightarrow(0,0)$. By taking a subsequence we can suppose that for every i, $x_{\mathrm{i}}^{n} \rightarrow x_{\mathrm{i}}$ and $\lambda_{\mathrm{i}}^{n} \rightarrow \lambda_{\mathrm{i}}$; moreover, because $\beta_{\mathrm{i}}^{n} \geq \gamma$, we conclude that $\lambda_{\mathrm{i}}^{n} \beta_{\mathrm{i}}^{n} \rightarrow \beta_{\mathrm{i}}$ (taking another subsequence). From the fact that $f^{\infty}$ is lsc and positively homogeneous, we get $\left(\lambda_{\mathrm{i}} x_{\mathrm{i}}, \beta_{\mathrm{i}}\right) \in$ epi $f^{\infty}$, that is to say, there are $\left(w_{\mathrm{i}}, \alpha_{\mathrm{i}}\right) \in \operatorname{epi} f^{\infty}$ (not all identically zero) such that $\left(w_{0}, \alpha_{0}\right)+\ldots+\left(w_{n}, \alpha_{n}\right)=0$, which contradicts the epi-pointed assumption.

Now we apply the Hahn-Banach Theorem (if $K=\emptyset$ the result is trivial) to conclude the existence of $w \in \mathbb{R}^{n}, \mathrm{~d} \in \mathbb{R}$ and $\eta$ such that $\mathrm{d} \alpha+\langle w, x\rangle>\eta>0$ for every $(x, \alpha) \in K$, then necessarily $\mathrm{d} \geq 0$. So, taking $\bar{u}=-\mathrm{d}^{-1} w$ if $\mathrm{d}>0$ or $\bar{u}=-2 \frac{|\gamma|}{\eta} w$ if $\mathrm{d}=0$, we get $\inf _{\|x\|=1}(f-\bar{u})^{\infty}(x)=\inf _{\|x\|=1} f^{\infty}(x)-\langle\bar{u}, x\rangle>0$. Now using Equation 1.3 we conclude

$$
\liminf _{\|x\| \rightarrow \infty} \frac{f(x)-\langle\bar{u}, x\rangle}{\|x\|}>0
$$

Then there are $\alpha>0$ and $M>0$ such that $f(x) \geq\langle\bar{u}, x\rangle+\alpha\|x\|$ for every $\|x\| \geq M$. So, taking $r:=\min _{w \in \mathbb{B}(0, M)}\{f(w)-\langle\bar{u}, w\rangle-\alpha\|w\|, 0\}$ (because $f$ is lsc and proper) we conclude (b).

- (b) $\Rightarrow(a)$ Suppose there exists $\left\{\left(x_{\mathrm{i}}, \alpha_{\mathrm{i}}\right)\right\}_{\mathrm{i}=0}^{p} \subset$ epi $f^{\infty}$ (not all identically zero) such that $\left(x_{0}, \alpha_{0}\right)+\ldots+\left(x_{p}, \alpha_{p}\right)=0$. Then, taking $h(x)=f(x)-\langle\bar{u}, x\rangle$ we have

$$
\liminf _{\|x\| \rightarrow \infty} \frac{h(x)}{\|x\|}>0
$$

and so we get

$$
\inf _{\|x\|=1} h^{\infty}(x)=\inf _{\|x\|=1} f^{\infty}(x)-\langle\bar{u}, x\rangle>0
$$

From the fact $\sum_{\mathrm{i}=0}^{p}\left\{f^{\infty}\left(x_{\mathrm{i}}\right)-\left\langle\bar{u}, x_{\mathrm{i}}\right\rangle\right\} \leq \sum_{\mathrm{i}=0}^{p} \alpha_{\mathrm{i}}-\sum_{\mathrm{i}=0}^{p}\left\langle\bar{u}, x_{\mathrm{i}}\right\rangle=0$, there exists some $x_{\mathrm{i}} \neq 0$ such that $f^{\infty}\left(x_{\mathrm{i}}\right)-\left\langle\bar{u}, x_{\mathrm{i}}\right\rangle \leq 0$, and then $h^{\infty}\left(\frac{x_{\mathrm{i}}}{\left\|x_{\mathrm{i}}\right\|}\right) \leq 0$, which is a contradiction.

- $(b) \Rightarrow(c)$ Take an arbitrary $w \in \mathbb{B}(0, \alpha)$. Then for every $x \in \mathbb{R}^{n},\langle w, x\rangle-\alpha\|x\|-r \geq$ $\langle\bar{u}+w, x\rangle-f(x)$. Therefore, $f^{*}(\bar{u}+w) \leq-r$ for every $w \in \mathbb{B}(0, \alpha)$.
- $(c) \Rightarrow(b)$ Let $M \geq 0$ and $\alpha>0$ such that $f^{*}(\bar{u}+w) \leq M$ for all $w \in \mathbb{B}(0, \alpha)$. Then $\langle\bar{u}+w, x\rangle-f(x) \leq M$ for every $w \in \mathbb{B}(0, \alpha)$ and every $x \in \mathbb{R}^{n}$. Then taking $w:=\alpha \frac{x}{\|x\|}$ we conclude (b).

This equivalence shows that the property of epi-pointedness is characterized by the continuity of $f^{*}$ at some point $\bar{u}$ and it justifies the definition for functions defined on a locally convex space $X$, that we will adopt in this thesis.

Definition 1.7 Let $X, X^{*}$ be two lcs in duality. A function $f: X \rightarrow \overline{\mathbb{R}}$ is said to be epipointed if $f^{*}$ is proper and $\tau\left(X^{*}, X\right)$-continuous at some point of its domain.

Next, we give typical examples that illustrate the amplitude of this class of functions.
Example 1.8 Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a function such that $f(0)=0$ and the closed convex envelope of $f$ is positive; that is to say, $\operatorname{co} f(x)>0$ for all $x \in \mathbb{R} \backslash\{0\}$. Then $f$ is an epi-pointed function.

Example 1.9 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$ be a 1-coercive function; that is, $\|x\|^{-1} f(x) \rightarrow+\infty$ as $\|x\| \rightarrow+\infty$. Then, $f$ is epi-pointed.

Example 1.10 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$ be a proper lsc convex function. Then, for every $\alpha>0$, the function $x \rightarrow f(x)+\alpha\|x\|^{2}$ is epi-pointed.

Example 1.11 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$ proper and prox-bounded function; that is, $f \geq$ $-\mu\|x\|^{2}$ for some $\mu \geq 0$. Then for every $\varepsilon>0$ the function $f+(\mu+\varepsilon)\|\cdot\|^{2}$ is epi-pointed.

Example 1.12 For every function $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$ and every bounded set $C \subset X$ such that $C \cap \operatorname{dom} f \neq \emptyset$ and $f$ is minorized on $C$ by a continuous affine form; the function $f+\delta_{C}$ is epi-pointed.

Example 1.13 If $f: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ is minorized by a continuous affine form and is bounded from above in a neighborhood of some point, then $f^{*}: X^{*} \rightarrow \overline{\mathbb{R}}$ is epi-pointed.

Epi-pointed functions are expected to share many useful properties with convex functions. This class of functions has been successfully utilized recently (among other articles we refer to [5], [25], [26], [27], [28], [31], [33], [92]) with the purpose of extending results, which were known exclusively for Banach spaces or convex functions, to arbitrary locally convex spaces or for nonconvex functions respectively. In this scenario we can underline two important topics. The first concerns the extension of Fenchel's duality. In this respect, we recall the following result, which relies on the relationship between the convex subdifferential of $f$ and its conjugate $f^{*}$, more precisely, one has

$$
x^{*} \in \partial f(x) \text { if and only if } x \in \partial f^{*}\left(x^{*}\right)
$$

The result below extends in a fashionable way the Fenchel's well-known Theorem. The following result was established in a series of paper by the authors ( $25-28]$ ) under different stages of generality.

Proposition 1.14 [26, Corollary 6] Let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a weakly lsc epi-pointed function. Then for every $x^{*} \in X^{*}$ we have that

$$
\partial f^{*}\left(x^{*}\right)=\overline{\mathrm{co}}^{w^{*}}\left[(\partial f)^{-1}\left(x^{*}\right)\right]+N_{\mathrm{dom} f^{*}}\left(x^{*}\right)
$$

The second one corresponds to problems related to recovering a function from its subdifferential; in the literature these topics are called problems of integration of subdifferentials. Determining a function from its first-order variations is a fundamental principle in nonlinear analysis. It is a very elemental fact in the first course of calculus that given two continuously differentiable functions $h, g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that $\nabla h(x)=\nabla g(x)$ for all $x \in \mathbb{R}^{n}$, then the functions are equal up to a constant. This question becomes more involved when the nominal function fails to be differentiable. The problem involving convex functions was started and solved by Moreau in Hilbert spaces [87. Posteriorly, Rockafellar [98, 100] in the sixties took the problem and asserted that every two proper lsc convex functions $f, g$ such that $\partial f(x) \subseteq \partial g(x), \forall x \in \mathbb{R}^{n}$ must be equal up to a constant. With the passing of the years many authors have studied these problems with varying degrees of abstraction passing even
to the nonconvex case, among other works we refer to [5, 25, 33, 34, 118, 119] where variants of the following result have been proved.

Proposition 1.15 Let $f: X \rightarrow \overline{\mathbb{R}}$ be a weakly lsc epi-pointed function and let $g: X \rightarrow \overline{\mathbb{R}}$ be any function such that

$$
\partial f(x) \subseteq \partial g(x), \forall x \in X
$$

Then there exists $c \in \mathbb{R}$ such that $\overline{\operatorname{co}} f=\overline{\operatorname{co}} g \square \sigma_{\operatorname{dom} f^{*}}+c$.
The following lemma is a compilation of classical results in convex analysis that we will use in Chapter 2, 3 and 4. They can be found in the pioneer reference of convex analysis [88] and also in [77, chapter 6].

Lemma 1.16 (a) Given two lsc proper convex functions $g, h: X \rightarrow \overline{\mathbb{R}}$ such that $g^{*}$ is continuous at some point of dom $h^{*}$, then for all $x \in X$ there exist $x_{1}, x_{2} \in X$ such that $x_{1}+x_{2}=x$ and

$$
\partial g\left(x_{1}\right) \cap \partial h\left(x_{2}\right)=\partial(g \square h)\left(x_{1}+x_{2}\right)
$$

(b) Given two functions $g, h: X \rightarrow \overline{\mathbb{R}}$, we have for all $x_{1}, x_{2} \in X$

$$
\partial g\left(x_{1}\right) \cap \partial h\left(x_{2}\right) \subseteq \partial(g \square h)\left(x_{1}+x_{2}\right) .
$$

(c) Given two functions $g, h: X \rightarrow \overline{\mathbb{R}}$, we have $(g \square h)^{*}=g^{*}+h^{*}$.
(d) Let $g, h: X^{*} \rightarrow \overline{\mathbb{R}}$ be proper convex functions such that $h$ is continuous at some point in $\operatorname{dom} g$. Then

$$
(g+h)^{*}(x)=\left(g^{*} \square h^{*}\right)(x) \quad \forall x \in X,
$$

and the inf-convolution is exact.
(e) Given a function $g: X \rightarrow \overline{\mathbb{R}}$, if $\partial g(x) \neq \emptyset$, then $g(x)=g^{* *}(x)$.
(f) A lsc proper convex function $g: X^{*} \rightarrow \overline{\mathbb{R}}$ is $\tau\left(X^{*}, X\right)$-continuous at $x^{*} \in \operatorname{dom} g$ if and only if $g^{*}-x^{*}$ is $w\left(X, X^{*}\right)$-inf-compact. Consequently a w-lsc epi-pointed function $f$ satisfies that $f-x^{*}$ is $w$-infcompact for every $x^{*} \in \operatorname{int}\left(\operatorname{dom} f^{*}\right)$.

### 1.4 Measure theory

Through this thesis $(T, \mathcal{A}, \mu)$ will be a complete (non-negative) $\sigma$-finite measure space. One special case considered in this thesis is $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$, which will be crucial to give formulae for the case of finite or infinite sums. The notation $\mathcal{B}(X, \tau)(\mathcal{B}(X)$ if there is no confusion about the topology $\tau$ ) will be reserved for the $\sigma$-algebra generated by the topology $\tau$. For a subset $M \subseteq \mathbb{R}$ we denote by $\mathrm{L}^{1}(T, M)$ the set of all integrable function from $T$ to $M$. Given a function $f: T \rightarrow \overline{\mathbb{R}}$, we denote

$$
\mathcal{D}_{f}:=\left\{g \in \mathrm{~L}^{1}(T, \mathbb{R}): f(t) \leq g(t) \mu \text {-almost everywhere }\right\}
$$

and define the upper integral of $f$ by

$$
\begin{equation*}
\int_{T} f(t) \mathrm{d} \mu(t):=\inf _{g \in \mathcal{D}_{f}} \int_{T} g(t) \mu(t) \tag{1.4}
\end{equation*}
$$

whenever $\mathcal{D}_{f} \neq \emptyset$. If $\mathcal{D}_{f}=\emptyset$, we set $\int_{T} f(t) \mathrm{d} \mu(t):=+\infty$.
Definition 1.17 (Poilsh space) A topological space $P$ is said to be a Polish space if it is complete, metrizable and separable.

Definition 1.18 (Suslin space [15, 22, 109]) A Hausdorff topological space $S$ is said to be a Suslin space if there exist a Polish space $P$ and a continuous surjection from $P$ to $S$.

A function $f: T \rightarrow U$, with $U$ being a topological space, is called simple if there are $k \in \mathbb{N}$, a partition $T_{\mathrm{i}} \in \mathcal{A}$ and elements $x_{\mathrm{i}} \in X, \mathrm{i}=0, \ldots, k$, such that $f=\sum_{\mathrm{i}=0}^{k} x_{\mathrm{i}} \mathbb{1}_{T_{\mathrm{i}}}$ here, $\mathbb{1}_{T_{\mathrm{i}}}$ denotes the characteristic function (or the indicator function in the sense of measure theory) of $T_{\mathrm{i}}$, equaling to 1 in $T_{\mathrm{i}}$ and 0 outside. A function $f$ is called strongly measurable (measurable, for short) if there exists a countable family $f_{n}$ of simple functions such that $f(t)=\lim _{n \rightarrow \infty} f_{n}(t)$ for almost every (ae, for short) $t \in T$. A strongly measurable function $f: T \rightarrow X$ is said to be strongly integrable, and we write $f \in \mathcal{L}^{1}(T, X)$, if $\int_{T} \sigma_{B}(f(t)) \mathrm{d} \mu(t)<\infty$ for every bounded balanced subset $B \subset X^{*}$. Observe that in the Banach spaces setting $\mathcal{L}^{1}(T, X)$ is the set of Bochner integrable functions (see, e.g., [42, Chapter II]).

A function $f: T \rightarrow X$ is called (weakly or scalarly integrable) weakly or scalarly measurable if for every $x^{*} \in X^{*}, t \rightarrow\left\langle x^{*}, f(t)\right\rangle$ is (integrable, resp.,) measurable. We denote $\mathcal{L}_{w}^{1}(T, X)$ the space of all weakly integrable functions $f$ such that $\int_{T} \sigma_{B}(f(t)) \mathrm{d} \mu(t)<\infty$ for every bounded balanced subset $B \subseteq X^{*}$. Similarly, for functions taking values in $X^{*}$, $f: T \rightarrow X^{*}$, if for every $x \in X$, the mapping $t \rightarrow\langle x, f(t)\rangle$ is (integrable, resp.,) measurable, then we say that $f$ is ( $\mathrm{w}^{*}$-integrable, resp.) $\mathrm{w}^{*}$-measurable. Also, we denote $\mathcal{L}_{w^{*}}^{1}\left(T, X^{*}\right)$ the space of all $\mathrm{w}^{*}$-integrable functions $f$ such that $\int_{T} \sigma_{B}(f(t)) \mathrm{d} \mu(t)<\infty$ for every bounded balanced subset $B \subseteq X$.

It is clear that every strongly integrable function is weakly integrable. However, the weak measurability of a function $f$ does not necessarily imply the measurability of the function $\sigma_{B}(f(\cdot))$, and so the corresponding integral of this last function must be understood in the sense of (1.4) (see [68, Chapter VI] where the integral of the norm of a function $f$ is understood in this sense). Also, observe that if in addition $X$ is a Suslin space, then every $\left(\mathcal{A}, \mathcal{B}(X)\right.$ )-measurable function $f: T \rightarrow X$ (that is, $f^{-1}(B) \in \mathcal{A}$ for all $\left.B \in \mathcal{B}(X)\right)$ is weakly measurable, where $\mathcal{B}(X)$ is the Borel $\sigma$-Algebra of the open (equivalently, weak open) set of $X$ (see, e.g., [22, Theorem III. 36 ]).

The quotient spaces $\mathrm{L}^{1}(T, X)$ and $\mathrm{L}_{w}^{1}(T, X)$ of $\mathcal{L}^{1}(T, X)$ and $\mathcal{L}_{w}^{1}(T, X)$, respectively, are those given with respect to the equivalence relations $f=g$ ae, and $\left\langle f, x^{*}\right\rangle=\left\langle g, x^{*}\right\rangle$ ae for all $x^{*} \in X^{*}$, respectively (see, for example, $688 \mid$ ). In a similar way one defines the spaces $\mathrm{L}^{1}\left(T, X^{*}\right)$ and $\mathrm{L}_{w^{*}}^{1}\left(T, X^{*}\right)$.

It is worth observing that when $X$ is a separable Banach space, both notions of (strong and
weak) measurability coincide; hence, if, in addition, $\left(X^{*},\|\cdot\|\right)$ is separable, then $\mathcal{L}^{1}\left(T, X^{*}\right)=$ $\mathcal{L}_{w^{*}}^{1}\left(T, X^{*}\right)$ (see [42, Chapter II, Theorem 2]). It will be more clarifying recalling that when the space $X$ is separable, but the its dual $X^{*}$ is not $\|\cdot\|$-separable $\mathcal{L}^{1}\left(T, X^{*}\right)$ and $\mathcal{L}_{w^{*}}^{1}\left(T, X^{*}\right)$ may not coincide (see [42, Chapter II Example 6]). For every w*-integrable function $f$ : $T \rightarrow X^{*}$ and every $E \in \mathcal{A}$, the function $x_{E}^{\sharp}$ defined on $X$ as $x_{E}^{\sharp}(x):=\int_{E}\langle f, x\rangle \mathrm{d} \mu$ is a linear mapping (not necessary continuous), which we call the weak integral of $f$ over $E$, and we write $\int_{E} f \mathrm{~d} \mu:=x_{E}^{\sharp}$ (see |16, 17]). Moreover, if $f$ is strongly integrable, this element $\int_{E} f \mathrm{~d} \mu$ also refers to the strong integral of $f$ over $E$. Observe that, in general, $\int_{E} f \mathrm{~d} \mu$ may not be in $X^{*}$. However, when the space $X$ is Banach, and function $f: T \rightarrow X^{*}$ is $\mathrm{w}^{*}$-integrable, $\int_{E} f \mathrm{~d} \mu \in X^{*}$ and is called the Gelfand integral of $f$ over $E$ (see 42, Chapter II, Lemma 3.1] and details therein).

The space $\mathrm{L}^{\infty}(T, X)\left(\mathrm{L}_{w^{*}}^{\infty}(T, X)\right.$ respectively) is the set of all (equivalence classes) measurable functions ( $w^{*}$-measurable functions, respectively) $f: T \times X$ such that $f(T)$ is essentially bounded. When $X$ is Banach, $\mathrm{L}^{\infty}(T, X)$ is the classical normed space and its norm is given by $\|x\|_{\infty}:=\operatorname{ess} \sup \{\|x(t)\|: t \in T\}<\infty$. A functional $\lambda^{*} \in \mathrm{~L}^{\infty}(T, X)^{*}$ is called singular if there exists a sequence of measurable sets $T_{n}$ such that $T_{n+1} \subseteq T_{n}, \mu\left(T_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ and $\lambda^{*}\left(g \mathbb{1}_{T_{n}^{c}}\right)=0$ for every $g \in \mathrm{~L}^{\infty}(T, X)$. We will denote $\mathrm{L}^{\text {sing }}(T, X)$ the set of all singular functionals. It is well-known that each functional $\lambda^{*} \in \mathrm{~L}^{\infty}(T, X)^{*}$ can be uniquely written as the sum $\lambda^{*}(\cdot)=\int_{T}\left\langle\lambda_{1}^{*}(t), \cdot\right\rangle \mathrm{d} \mu(t)+\lambda_{2}^{*}(\cdot)$, where $\lambda_{1}^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right)$ and $\lambda_{2}^{*} \in \mathrm{~L}^{\text {sing }}(T, X)$ (see, for example, 22,79]). In a similar way the space $\mathrm{L}_{w^{*}}^{\infty}\left(T, X^{*}\right)$ is defined as the set of all weakly* measurable essentially bounded function from $T$ to $X^{*}$.

When $(X, \tau)$ is a lcs, we say that a net of weakly measurable functions $\left(g_{\mathrm{i}}\right)_{\mathrm{i} \in I} \subset X^{T}$ converges uniformly $\tau$-ae (or $\tau$-essentially uniformly, also essentially uniformly) if, for every $\tau$-continuous seminorm $\rho$ on $X$ it holds $\left\|\rho\left(g_{\mathrm{i}}-g\right)\right\|_{\infty} \rightarrow 0$.

A family of functions $\left(\varphi_{\mathrm{i}}\right)_{\mathrm{i} \in \mathbb{I}} \subseteq \mathrm{L}^{1}(T, \mathbb{R})$ is said to be uniformly integrable if

$$
\lim _{a \rightarrow \infty} \sup _{\mathrm{i} \in \mathbb{I}} \int_{\left\{\left|\varphi_{\mathrm{i}}(t)\right| \geq a\right\}}\left|\varphi_{\mathrm{i}}(t)\right| \mathrm{d} \mu(t)=0 .
$$

When the space $X$ will be a Banach space we will also need the following $\mathrm{L}^{p}$ spaces. For $p \in[1, \infty)$ we denote by $\mathrm{L}^{p}(T, X)$ and $\mathrm{L}_{w^{*}}^{p}\left(T, X^{*}\right)$ the sets of all (equivalence classes by the relation $f=g$ ae) measurable and $w^{*}$-measurable functions $f$ such that $\|f(\cdot)\|^{p}$ is integrable, as usual the norm in these spaces is $\|f\|_{p}:=\left(\int_{T}\|f(t)\|^{p} \mathrm{~d} \mu(t)\right)^{1 / p}$.

The next definition corresponds to the notion of an integral functional.
Definition 1.19 For a vector space $L$ of function $x: T \rightarrow X$, where $X$ is endowed with $a$ lcs topology $\tau$, by an integral functional on $L$ we mean an extended-real-valued functional $\hat{I}_{f}$ of the form

$$
\begin{equation*}
x(\cdot) \in L \rightarrow \hat{I}_{f}^{\mu, L}(x(\cdot)):=\int_{T} f(t, x(t)) \mathrm{d} \mu(t), \tag{1.5}
\end{equation*}
$$

where $f: T \times X \rightarrow \overline{\mathbb{R}}$ is any function and the integral is considered in the sense of (1.4). The notation $\hat{I}_{f}^{\mu, p}$ will be reserved for the integral functional, when it is defined over $\mathrm{L}^{p}(T, X)$.

When there is not an ambiguity we simply write $\hat{I}_{f}$.
The next definition corresponds to the classical notion of normal integrands and convex normal integrands.

Definition 1.20 A function $f: T \times X \rightarrow \overline{\mathbb{R}}$ is called a $\tau$-normal integrand (or, simply, normal integral when no confusion occurs), if $f$ is $\mathcal{A} \otimes \mathcal{B}(X, \tau)$-measurable and the functions $f(t, \cdot)$ are lsc for ae $t \in T$. In addition, if $f(t, \cdot) \in \Gamma_{0}(X)$ for ae $t \in T$, then $f$ is called convex normal integrand. For simplicity, we denote $f_{t}:=f(t, \cdot)$.

When $L$ is the linear space of constant functions, we also consider the integral function $I_{f}$ defined on $X$ as

$$
x \in X \rightarrow I_{f}(x):=\int_{T} f(t, x) \mathrm{d} \mu(t) .
$$

A multifunction $G: T \rightrightarrows X$ is called $\mathcal{A} \mathcal{B}(X)$-measurable (measurable, for simplicity) if its graph, gph $G:=\{(t, x) \in T \times X: x \in G(t)\}$, is an element of $\mathcal{A} \otimes \mathcal{B}(X)$. We say that $G$ is weakly measurable if for every $x^{*} \in X^{*}, t \rightarrow \sigma_{G(t)}\left(x^{*}\right)$ is a measurable function.

When the space $X$ is a Suslin space the literature provides many powerful results. Among these one finds the theorems concerning measurable selections (see for example [22]). However, the theory outside of separable spaces has not prospered as much as the theory in Suslin spaces. A new result concerning weakly*-measurable selections in nonseparable Asplund spaces was proved in [20]. The next two theorems deal with measurable selections in both Suslin spaces and non-separable Banach spaces.

Proposition 1.21 [22, Theorem III.22] Let $S$ be a Suslin space and $G: T \rightrightarrows S$ be a measurable multifunction with non-empty values. Then there exists a sequence $\left(g_{n}\right)$ of $(\mathcal{A}, \mathcal{B}(S))$ measurable selections of $G(t)$ such that $\left\{g_{n}(t)\right\}_{n \geq 1}$ is dense in $G(t)$ for every $t \in T$.

Proposition 1.22 [20, Corrolary 3.11] Assume that $(T, \mathcal{A}, \mu)$ is finite (complete measure), and assume that $X$ is Asplund. Then every $w^{*}$-measurable multifunction $C: T \rightrightarrows X^{*}$ with nonempty and weak*-compact values admits a $w^{*}$-measurable selection.

Definition 1.23 For a (non-necessarily measurable) multifunction $G: T \rightrightarrows X^{*}$ the strong and the weak integrals of $M$ are defined by

$$
\begin{aligned}
\int_{T} G(t) \mathrm{d} \mu(t) & :=\left\{\int_{T} m(t) \mathrm{d} \mu(t) \in X^{*}: m \text { is strong integrable and } m(t) \in G(t) a \mathrm{e}\right\}, \\
(w)-\int_{T} G(t) \mathrm{d} \mu(t) & :=\left\{\int_{T} m(t) \mathrm{d} \mu(t) \in X^{*}: m \text { is } w^{*} \text {-integrable and } m(t) \in G(t) a \mathrm{e}\right\} .
\end{aligned}
$$

In Chapter 6 and Chapter 7 the integral of mutifunctions will be understood as

$$
\begin{equation*}
\int_{T} G(t) \mathrm{d} \mu(t):=\left\{\int_{T} m(t) \mathrm{d} \mu(t) \in X^{*}: m \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right) \text { and } m(t) \in G(t) a \mathrm{e}\right\} . \tag{1.6}
\end{equation*}
$$

It is important recalling that the original definition of integral of set-valued mappings is due to R. J. Aumann and it was given for multifunction defined on a closed interval $[0, T]$ in $\mathbb{R}$; see for example [3]. For this reason many authors give the name of Aumann Integral to (1.6).

## Chapter 2

## On the Klee-Saint Raymond's Characterization of Convexity

### 2.1 Introduction

J. Saint Raymond observes [107] that for a given nonconvex continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$, which satisfies $\lim _{|x| \rightarrow+\infty} \frac{f(x)}{|x|}=+\infty$, there exists an affine function $h$ that minorizes $f$, such that $f-h$ vanishes on a nonconvex set. This fact characterizes the convexity of a function. More generally, in [107, Theorem 10] the author stipulated:

Theorem 2.1 Let $X$ be a Banach space and let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a weakly lower semicontinuous proper function such that $f-x^{*}$ is weakly inf-compact for all $x^{*} \in X^{*}$. If the argmin set of the function $f-x^{*}$ is convex for all $x^{*}$ in a convex dense subset of $X^{*}$, then $f$ is convex.

Observe that in the original statement of [107, Theorem 10] the hypothesis of weak infcompactness used above is replaced by the equivalent fact that the function $f-x^{*}$ attains its minimum, for every $x^{*} \in X^{*}$. This equivalence, being a functional counterpart of James Theorem ( [46, Theorem 3.130]), has been established in [108, Theorem 2.4]. We call this work Klee-Saint Raymond characterization of convexity because in the framework of Hilbert spaces, Theorem 2.1 is equivalent to the famous characterization given by Klee [75] for the convexity of weakly closed sets. See [9] for a recent review of this problem related to Chebychev sets.

To prove Theorem 2.1 the author uses classical deep tools of Banach space theory, like James' theorem and Brouwer's fixed-point theorem for multifunctions, among others. More recently, another proof has been given in [97], under the assumption that $X$ is a reflexive Banach space, by using techniques of operator theory.

In this work we use techniques of convex analysis to give a direct proof for a generalization of Theorem 2.1 for functions defined on locally convex spaces. This generalization, given in Corollary 2.8, is an immediate consequence of the main result of this work that provides an
explicit expression of the closed convex hull of a function; see Theorem 2.5. Our hypotheses are weaker than those used in Theorem 2.1, and rely on the epi-pointedness property that has been successfully utilized recently for many authors with the purpose of extending results, which were known exclusively for Banach spaces or convex functions, to locally convex spaces and nonconvex functions.

### 2.2 The characterization of convexity

First we start proving the following lemma, which is a slight extension of [2, Theorem 2.40] to the case of nets of functions. For completeness we give a proof.

Lemma 2.2 Let $X$ be a topological space and let $\left(f_{\alpha}\right)_{\alpha \in D}$ be a net of lsc proper functions defined on $X$ such that

$$
\begin{equation*}
\alpha_{1}, \alpha_{2} \in D, \alpha_{1} \leq \alpha_{2} \Rightarrow f_{\alpha_{1}} \leq f_{\alpha_{2}} \tag{2.1}
\end{equation*}
$$

For $\varepsilon_{\alpha} \underset{\alpha \in D}{ } 0^{+}$, let $\left(x_{\alpha}\right)_{\alpha \in D}$ be a relatively compact net such that $x_{\alpha} \in \varepsilon_{\alpha}-\operatorname{argmin} f_{\alpha}$ for each $\alpha$. Then

$$
\inf _{x \in X} \sup _{\alpha \in D} f_{\alpha}(x)=\sup _{\alpha \in D} \inf _{x \in X} f_{\alpha}(x)
$$

and every accumulation point of $\left(x_{\alpha}\right)$ is a minimizer of the function $\sup _{\alpha \in D} f_{\alpha}$.

Proof. It is easy to see that every subnet of $\left(f_{\alpha}\right)$ has a subnet that preserves property (2.1); so, without loss of generality, we may assume that $x_{\alpha} \rightarrow \bar{x} \in X$. We start by showing that for every $V \in \mathcal{N}_{\bar{x}}$, the neighborhood system of $\bar{x}$, we have

$$
\begin{equation*}
\sup _{\alpha \in D} \inf _{v \in V} f_{\alpha}(v) \leq \sup _{\alpha \in D} \inf _{x \in X} f_{\alpha}(x) \tag{2.2}
\end{equation*}
$$

Given $\delta>0$ and $V \in \mathcal{N}_{\bar{x}}$, we choose $\alpha_{0} \in D$ such that $x_{\alpha} \in V$ and $\varepsilon_{\alpha}<\delta$, for all $\alpha \geq \alpha_{0}$. Then for any $\eta \in D$ we get

$$
\inf _{v \in V} f_{\eta}(v) \leq \sup _{\alpha \geq \alpha_{0}} f_{\alpha}\left(x_{\alpha}\right) \leq \sup _{\alpha \geq \alpha_{0}}\left\{\inf _{x \in X} f_{\alpha}(x)+\varepsilon_{\alpha}\right\} \leq \sup _{\alpha \in D} \inf _{x \in X} f_{\alpha}(x)+\delta
$$

This yields 2.2 by taking the supremum on $\eta \in D$ and the limit as $\delta \rightarrow 0^{+}$.
Now, (2.2) leads us to

$$
\inf _{x \in X} \sup _{\alpha \in D} f_{\alpha}(x) \leq \sup _{\alpha \in D} f_{\alpha}(\bar{x})=\sup _{\alpha \in D} \sup _{V \in \mathcal{N}_{\bar{x}}} \inf _{v \in V} f_{\alpha}(v)=\sup _{V \in \mathcal{N}_{\bar{x}}} \sup _{\alpha \in D} \inf _{v \in V} f_{\alpha}(v) \leq \sup _{\alpha \in D} \inf _{x \in X} f_{\alpha}(x),
$$

which yields

$$
\inf _{x \in X} \sup _{\alpha \in D} f_{\alpha}(x) \leq \sup _{\alpha \in D} f_{\alpha}(\bar{x}) \leq \sup _{\alpha \in D} \inf _{x \in X} f_{\alpha}(x) \leq \inf _{x \in X} \sup _{\alpha \in D} f_{\alpha}(x),
$$

and, so, the proof is completed.

We continue with a comparison between the subdifferentials of an epi-pointed function and its biconjungate.

Proposition 2.3 Let $f: X \rightarrow \overline{\mathbb{R}}$ be a weakly lsc epi-pointed function and denote

$$
M_{f}:=\left\{x^{*} \in X^{*}: \operatorname{argmin}\left\{f-x^{*}\right\} \text { is convex }\right\} .
$$

Then for every $x \in X$ we have that

$$
\operatorname{int}\left(\operatorname{dom} f^{*}\right) \cap M_{f} \cap \partial f^{* *}(x) \subseteq \partial f(x)
$$

Proof. We choose $x^{*} \in \operatorname{int}\left(\operatorname{dom} f^{*}\right) \cap M_{f} \cap \partial f^{* *}(x)$ and $x \in X$. Since $(\partial f)^{-1}\left(x^{*}\right)=$ $\operatorname{argmin}\left\{f-x^{*}\right\}$ is convex and weakly closed ( $f$ is weakly lsc), according to Proposition 1.14 we have that

$$
\partial f^{*}\left(x^{*}\right)=(\partial f)^{-1}\left(x^{*}\right)
$$

Hence, since $x^{*} \in \partial f^{* *}(x)$ we have that $x \in \partial f^{*}\left(x^{*}\right)=(\partial f)^{-1}\left(x^{*}\right)$, which is equivalent to $x^{*} \in \partial f(x)$.

We give now a first relation between an epi-pointed function and its biconjugate.
Proposition 2.4 Let $f: X \rightarrow \overline{\mathbb{R}}$ be a weakly lsc epi-pointed function and $M_{f}$ as in proposition above. Then, for all nonempty, convex and compact set $C \subset \operatorname{int}\left(\operatorname{dom} f^{*}\right) \cap M_{f}$, we have that

$$
\sigma_{C} \square f^{* *}=\sigma_{C} \square f
$$

Proof. We fix $x \in X$. By Lemma 1.16(a), applied with $g:=\sigma_{C}$ and $h:=f^{* *}$, since $h^{*}=f^{*}$ is continuous at any point of $\operatorname{dom} g^{*}=C$, there are $x_{1}, x_{2} \in X$ such that $x=x_{1}+x_{2}$ and

$$
\begin{equation*}
\partial \sigma_{C}\left(x_{1}\right) \cap \partial f^{* *}\left(x_{2}\right)=\partial\left(\sigma_{C} \square f^{* *}\right)(x) \tag{2.3}
\end{equation*}
$$

Since $\partial \sigma_{C}\left(x_{1}\right) \subseteq C \subseteq \operatorname{int}\left(\operatorname{dom} f^{*}\right) \cap M_{f}$, Proposition 2.3 gives us the relation

$$
\partial \sigma_{C}\left(x_{1}\right) \cap \partial f^{* *}\left(x_{2}\right) \subseteq \partial \sigma_{C}\left(x_{1}\right) \cap \partial f\left(x_{2}\right)
$$

So, invoking Lemma 1.16(b), from (2.3) we infer that

$$
\begin{equation*}
\partial\left(\sigma_{C} \square f^{* *}\right)(x) \subseteq \partial\left(\sigma_{C} \square f\right)(x) \tag{2.4}
\end{equation*}
$$

On the one hand, by Lemma 1.16(c) we have $\left(\sigma_{C} \square f\right)^{*}=f^{*}+\delta_{C}$ and so, invoking Lemma 1.16(d), we get

$$
\begin{equation*}
\left(\sigma_{C} \square f\right)^{* *}=\sigma_{C} \square f^{* *} \tag{2.5}
\end{equation*}
$$

On the other hand, since

$$
\left(\sigma_{C} \square f\right)^{* *}(x)=\left(\delta_{C}+f^{*}\right)^{*}(x)=\sup _{x^{*} \in C}\left\{\left\langle x^{*}, x\right\rangle-f^{*}\left(x^{*}\right)\right\}
$$

the continuity of $f^{*}$ and the compactness of $C$ yield the existence of some $\bar{x}^{*} \in C$ such that

$$
\left(\sigma_{C} \square f\right)^{* *}(x)=\left\langle\bar{x}^{*}, x\right\rangle-f^{*}\left(\bar{x}^{*}\right)=\left\langle\bar{x}^{*}, x\right\rangle-\left(f^{*}+\delta_{C}\right)\left(\bar{x}^{*}\right)=\left\langle\bar{x}^{*}, x\right\rangle-\left(\sigma_{C} \square f\right)^{*}\left(\bar{x}^{*}\right)
$$

In other words, in view of (2.5) and (2.4), respectively,

$$
\bar{x}^{*} \in \partial\left(\sigma_{C} \square f\right)^{* *}(x)=\partial\left(\sigma_{C} \square f^{* *}\right)(x) \subseteq \partial\left(\sigma_{C} \square f\right)(x)
$$

and, so, $\partial\left(\sigma_{C} \square f\right)(x) \neq \emptyset$. Due to Lemma 1.16(e), and using (2.5) again, this implies that

$$
\sigma_{C} \square f(x)=\left(\sigma_{C} \square f\right)^{* *}(x)=\sigma_{C} \square f^{* *}(x)
$$

This finishes the proof, since $x$ was arbitrarily chosen.

We are now able to prove the main result of this work, which has as a consequence the required characterization of convexity.

Theorem 2.5 Let $f: X \rightarrow \overline{\mathbb{R}}$ be a weakly lsc epi-pointed function such that

$$
\operatorname{argmin}\left\{f-x^{*}\right\} \text { is convex for all } x^{*} \in D,
$$

where $D$ is a convex dense subset of dom $f^{*}$. Then we have that

$$
f^{* *}=\sigma_{\operatorname{dom} f^{*}} \square f
$$

Proof. Since $\operatorname{int}\left(\operatorname{dom} f^{*}\right) \neq \emptyset$, without loss of generality, we assume that $D \subseteq \operatorname{int}\left(\operatorname{dom} f^{*}\right)$. Define $\mathfrak{C}:=\{\operatorname{co}(F): F$ is a finite subset of $D\}$. Clearly $(\mathfrak{C}, \supseteq)$ is a directed set.

It is easy to check, using Proposition 2.4, that

$$
\sup _{C \in \mathfrak{C}} \sigma_{C} \square f=\sup _{C \in \mathfrak{C}} \sigma_{C} \square f^{* *} \leq \sigma_{\text {dom } f^{*}} \square f^{* *} \leq \sigma_{\text {dom } f^{*}} \square f .
$$

Now we will prove that

$$
\begin{equation*}
\sup _{C \in \mathbb{C}} \sigma_{C} \square f=\sigma_{\operatorname{dom} f^{*}} \square f \tag{2.6}
\end{equation*}
$$

and the conclusion will follow from Lemma $1.16(\mathrm{~d})$, that shows that

$$
\sigma_{\operatorname{dom} f^{*}} \square f^{* *}=\left(I_{\operatorname{dom} f^{*}}+f^{*}\right)^{*}=f^{* *}
$$

We fix $x \in X$ and for any $C \in \mathfrak{C}$ define $g_{C}(y):=f(y)+\sigma_{C}(x-y)$ and $g(y):=f(y)+$ $\sigma_{\text {dom } f^{*}}(x-y)$. Clearly, $g_{C}$ and $g$ are weakly lsc functions and $g_{C} \nearrow g$ pointwise.

If there exists $C \in \mathfrak{C}$ such that $g_{C} \equiv+\infty, 2.6$ is trivially verified.
Assume that for every $C \in \mathfrak{C}, g_{C} \not \equiv+\infty$. From lemma $1.16(\mathrm{f})$ applied to $f^{*}$ at $x^{*} \in C(\subset$ $\left.\operatorname{int}\left(\operatorname{dom} f^{*}\right)\right)$ we conclude that $f^{* *}-x^{*}$ is weakly inf-compact and from the fact that

$$
g_{C}(\cdot)=f(\cdot)+\sigma_{C}(x-\cdot) \geq f^{* *}(\cdot)-\left\langle x^{*}, \cdot\right\rangle+\left\langle x^{*}, x\right\rangle
$$

we see that $g_{C}$ is weakly inf-compact.
Now, for every $C \in \mathfrak{C}$ we take $x_{C} \in \operatorname{argmin}\left\{g_{C}\right\}$ and fix some $C_{0} \in \mathfrak{C}$. Then for every $K \in \mathfrak{C}$ such that $C_{0} \subseteq K$ we have $x_{K} \in \Gamma:=\left\{y \in X: g_{C_{0}}(y) \leq \sup _{C \in \mathbb{C}}\left\{\sigma_{C} \square f(x)\right\}\right\}$.

Finally, on the one hand, if $\sup _{C \in \mathbb{C}}\left\{\sigma_{C} \square f(x)\right\}=+\infty$, equality 2.6 is trivial. On the other hand, if $\sup _{C \in \mathfrak{C}}\left\{\sigma_{C} \square f(x)\right\}<+\infty$, then $\Gamma$ is compact and we apply Lemma 2.2 to the family $g_{C}, x_{C}$ indexed by the directed set $\left\{C \in \mathfrak{C}: C_{0} \subseteq C\right\}$, to obtain equality (2.6).

The following example illustrates the necessity of considering the support function of $\operatorname{dom} f^{*}$ in the formula for the biconjugate given in Theorem 2.5.

Example 2.6 Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be the lsc nonconvex function defined by

$$
f(x)=\left\{\begin{array}{lll}
|x| & \text { if } & x \in[-1,1] \\
|x|+\mathrm{e}^{-|x|} & \text { if } & x \in \mathbb{R} \backslash[-1,1]
\end{array}\right.
$$

Then it is easy to prove that $f^{*}=I_{[-1,1]}$, which shows that $f$ is epi-pointed, and

$$
\operatorname{argmin}\{f-\alpha\}= \begin{cases}\{0\} & \text { if } \quad \alpha \in(-1,1) \\ {[0,1]} & \text { if } \quad \alpha=1 \\ {[-1,0]} & \text { if } \quad \alpha=-1\end{cases}
$$

Hence, the hypothesis of Theorem 2.5 holds, but not the equality $f^{* *}=f$. However, we easily check that

$$
f^{* *}=|\cdot|=\sigma_{\operatorname{dom} f^{*}} \square f
$$

The following remark gives a geometrical interpretation of the conclusion of Theorem 2.5 in terms of the epigraph of involved functions.

Remark 2.7 It is well known that when the inf-convolution is exact, then its epigraph is the sum of the epigraphs of the two functions. Since it can be shown that convolution in the equality of Theorem 2.5 is exact, we see that Theorem 2.5 corresponds to the set equality

$$
\begin{equation*}
\overline{\mathrm{co}}(\operatorname{epi} f)=\operatorname{epi} f+\operatorname{epi} \sigma_{\operatorname{dom} f^{*}} . \tag{2.7}
\end{equation*}
$$

On the other hand, if we consider the asymptotic cone of epi $f$ given by (see, e.g., 40|)

$$
(\operatorname{epi} f)_{\infty}:=\bigcap_{\varepsilon>0} \overline{00, \varepsilon] \operatorname{epi} f},
$$

which is the epigraph of the asymptotic function $f_{\infty}$, since $\overline{\operatorname{co}}\left(f_{\infty}\right)=\sigma_{\text {dom } f^{*}}$ when $f$ is weakly lsc and epi-pointed (see [28, Theorem 7]), we can rewrite Theorem 2.5 as

$$
f^{* *}=f \square \overline{\operatorname{co}}\left(f_{\infty}\right),
$$

and the equation (2.7) as

$$
\overline{\mathrm{Co}}(\operatorname{epi} f)=\overline{\mathrm{Co}}\left((\operatorname{epi} f)_{\infty}\right)+\operatorname{epi} f .
$$

It is worth noting that this characterization does not involve dual objects.
The next corollary corresponds to the announced result of this work: The extension of Theorem 2.1 to the setting of locally convex spaces.

Corollary 2.8 Let $f: X \rightarrow \overline{\mathbb{R}}$ be a weakly lsc epi-pointed function such that $\operatorname{dom} f^{*}=X^{*}$. If there exists a convex dense set $D \subset X^{*}$ such that $\operatorname{argmin}\left\{f-x^{*}\right\}$ is convex for all $x^{*} \in D$, then $f$ is convex.

The next remark compares the hypotheses of Theorem [107, Theorem 10] and Corollary 2.8

Remark 2.9 It is worth observing that in [107, Theorem 10] the density assumption on $D$ is with respect to the norm topology in $X^{*}$. This is clearly stronger than the condition used in Corollary 2.8 asking that $D$ is dense only with respect to the Mackey topology. On the other hand, according to Lemma $1.16(\mathrm{f})$ we see that the hypothesis of weakly infcompactness of $f-x^{*}$ is equivalent to the continuity of $f^{*}$ over all $X^{*}$ with respect to the Mackey topology.

The following example shows the necessity of the convexity assumption of $D$ in Corollary 2.8 .

Example 2.10 Let $h$ be a proper lsc convex function defined on a reflexive Banach space $Z$ such that dom $h^{*}=Z^{*}$; hence, $h$ is epi-pointed (with respect to the norm-topology in $Z^{*}$ ). Choose any nonconvex positive and weakly lsc function $g$ such that the function $f:=h+g$ is not convex. Then $f$ defines a weakly lsc epi-pointed function, due to the relation $h^{*} \geq f^{*}$ which implies that $\operatorname{dom} f^{*}=Z^{*}$ and $f^{*}$ is norm-continuous on $Z^{*}$. Since $f^{*}$ is Fréchetdifferentiable in a $\left(G_{\delta}\right)$-dense subset of $Z^{*}$ (see, e.g., 94]), $D \subset Z^{*}$, by [25, Proposition 6] we deduce that, for all $x^{*} \in D$,

$$
\operatorname{argmin}\left\{f-x^{*}\right\}=(\partial f)^{-1}\left(x^{*}\right)=\left\{\nabla f^{*}\left(x^{*}\right)\right\} .
$$

The next corollary shows that the epi-pointedness assumption in Corollary 2.8 can be replaced by the assumption of convexity of $\varepsilon$ - $\operatorname{argmin}\left\{f-x^{*}\right\}$ when $\varepsilon$ is sufficiently small and the density of $D$ in the norm topology.

Corollary 2.11 Suppose that $X$ is a normed space, and let $f: X \rightarrow \overline{\mathbb{R}}$ be a weakly lsc function such that dom $f^{*}=X^{*}$. Assume that there exist a convex (norm-)dense set $D \subset X^{*}$ such that for all $x^{*} \in D$ there is some $\delta>0$ such that

$$
\varepsilon-\operatorname{argmin}\left\{f-x^{*}\right\} \text { is convex, for all } \varepsilon \in(0, \delta) \text {. }
$$

Then $f$ is convex.
Proof. We consider the duality pair $\left(\left(X^{* *}, w^{*}\right),\left(X^{*},\|\cdot\|_{*}\right)\right)$ together with the function $\bar{f}^{w^{*}}$ : $X^{* *} \rightarrow \overline{\mathbb{R}}$ given by

$$
\bar{f}^{w^{*}}\left(x^{* *}\right):=\liminf _{\substack{x_{\alpha} \rightarrow w^{*} \\ x_{\alpha} \in X}} f\left(x_{\alpha}\right) .
$$

It is clear that $\bar{f}^{w^{*}}$ is weakly lsc and epi-pointed. Moreover, since for every $x^{*} \in D$ we have

$$
\operatorname{argmin}\left\{\bar{f}^{w^{*}}-x^{*}\right\}=\bigcap_{\varepsilon>0} \overline{\varepsilon-\operatorname{argmin}\left\{f-x^{*}\right\}}{ }^{w^{*}}
$$

we deduce that $\operatorname{argmin}\left\{\bar{f}^{w^{*}}-x^{*}\right\}$ is convex. Hence, by applying Corollary 2.8 we conclude that $\bar{f}^{w^{*}}$ is convex, and so is the function $f$.

In the final part, keeping in mind a possible application to the finite-dimensional case, we consider the relative interior within the definition of epi-pointed functions. More generally, we have:

Theorem 2.12 Let $f: X \rightarrow \overline{\mathbb{R}}$ be a function with a proper conjugate, and denote $F:=$ $\overline{\operatorname{aff}}\left(\operatorname{dom} f^{*}\right)$. We suppose that the following conditions hold:
(a) The restriction of $f^{*}$ to $F, f^{*}{ }_{\mid F}$, is continuous on ri( $\left.\operatorname{dom} f^{*}\right)$.
(b) There exists $x_{0}^{*} \in \operatorname{ri}\left(\operatorname{dom} f^{*}\right)$ such that $f-x_{0}^{*}$ is weakly lsc and weakly inf-compact.
(c) There exists a convex set $D \subseteq \operatorname{ri}\left(\operatorname{dom} f^{*}\right)$, with $\operatorname{ri}\left(\operatorname{dom} f^{*}\right) \subset \bar{D}$, such that $\operatorname{argmin}\{f-$ $\left.x^{*}\right\}$ is convex for all $x^{*} \in D$.

Then we have

$$
\sigma_{\text {dom } f^{*}} \square f=f^{* *} .
$$

Moreover, if $\bar{D}=F$, then

$$
\sigma_{\text {dom } f^{*}} \square f=f^{* *}=f_{F},
$$

where $f_{F}(x):=\inf \left\{f(w): w \in x+\left(F-x_{0}^{*}\right)^{\perp}\right\}$.

Proof. We may suppose without loss of generality that $x_{0}^{*}=0$ so that the function $f_{F}$ defined above is written as

$$
f_{F}(x):=\inf \left\{f(w): w \in x+F^{\perp}\right\}
$$

We also denote by $Z:=X / F^{\perp}$ the quotient space of $X$ by the orthogonal space of $F$, and introduce the function $h: Z \rightarrow \overline{\mathbb{R}}$ defined as

$$
h([x]):=f_{F}(x) .
$$

Let us consider the dual pair $\left(Z, \sigma(Z, F), F, \tau\left(X^{*}, X\right)\right)$ endowed with the bilinear form $\left\langle x^{*},[x]\right\rangle=$ $\left\langle x^{*}, x\right\rangle$. Then, from the relation

$$
\{z \in Z: h(z) \leq \lambda\}=\Pi(\{x \in X: f(x) \leq \alpha\}), \quad \forall \lambda \in \mathbb{R},
$$

where $\Pi: X \rightarrow X / F^{\perp}$ is the canonical projection, i.e., $\Pi(x)=[x]$, it follows that $h$ is weakly lsc. Also, since $f$ is weakly inf-compact, the relation above together with the fact that $h^{*}=f^{*}{ }_{\left.\right|_{F}}$ also imply that

$$
\operatorname{int}\left(\operatorname{dom} h^{*}\right)=\operatorname{ri}\left(\operatorname{dom} f^{*}\right)
$$

and $h$ is epi-pointed.
Next, because $f$ is weakly inf-compact, we get

$$
\operatorname{argmin}\left\{h-x^{*}\right\}=\Pi\left(\operatorname{argmin}\left\{f-x^{*}\right\}\right),
$$

which shows that $\operatorname{argmin}\left\{h-x^{*}\right\}$ is convex.
Now, we are able to apply Theorem 2.5 to get, for every $x \in X$,

$$
\sigma_{\mathrm{dom}} h^{*} \square h=\sup _{x^{*} \in F}\left\{\left\langle\cdot, x^{*}\right\rangle-h^{*}\left(x^{*}\right)\right\} .
$$

Moreover, using the fact that $h^{*}=f^{*}{ }_{\mid F}$ and $\sigma_{\operatorname{dom} f^{*}}(x-y-z)=\sigma_{\operatorname{dom} f^{*}}(x-y)$, for every $z \in F^{\perp}$, we see that for all $x \in X$

$$
\sigma_{\text {dom } h^{*}} \square h([x])=\sigma_{\text {dom } f^{*}} \square f(x),
$$

and

$$
\sup _{x^{*} \in F}\left\{\left\langle x, x^{*}\right\rangle-h^{*}\left(x^{*}\right)\right\}=f^{* *}(x) .
$$

Finally, if $F \subseteq \overline{\operatorname{dom} f^{*}}$, then $x-y \notin F^{\perp}$, and so

$$
\sigma_{\operatorname{dom} f^{*}}(x-y)=\sigma_{F}(x-y)=+\infty .
$$

Therefore, $\sigma_{\text {dom } f^{*}} \square f=f_{F}$.
Remark 2.13 With the hypothesis of Theorem 2.12, it is not possible to get the equality $f=f^{* *}$ instead of $f_{F-x_{0}^{*}}=f^{* *}$. Indeed, consider the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ given by

$$
f(x, y)=\frac{1}{2} x^{2}+\ln (|y|+1)
$$

Then the conjugate is given by

$$
f^{*}(\alpha, \eta)=\left\{\begin{array}{lll}
\frac{\alpha^{2}}{2} & \text { if } & \eta=0 \\
+\infty & \text { if } & \eta \neq 0
\end{array}\right.
$$

so that $\operatorname{dom} f^{*}=\mathbb{R} \times\{0\}$ and for every $(\alpha, 0)$,

$$
\operatorname{argmin}\{f-(\alpha, 0)\}=\{(\alpha, 0)\} ;
$$

that is, $\operatorname{argmin}\{f-(\alpha, 0)\}$ is convex, while $f$ is not convex.

## Chapter 3

## On Brøndsted-Rockafellar's Theorem for convex lower semicontinuous epi-pointed functions in locally convex spaces

### 3.1 Introduction

The first chapter opens our minds to the class of epi-ponted functions, which appear to be promising for develop variation analysis outside of Banach spaces. Before presenting the definition of an epi-pointed function that we adopted in infinite dimension locally convex spaces, let us introduce the history about this family and some properties in finite-dimension which motivate our definition.

To better understand the research done in this thesis we must explain the terminology variational analysis and recall some results in the theory of variational and convex analysis. One of the most simple and intuitive introductions to the concept of variational analysis is given in the acclaimed book by Jonathan M. Borwein and Qiji J. Zhu [14]. Variational techniques refer to proofs by way of establishing that an appropriate auxiliary function attains a minimum. This can be viewed as a mathematical form of the principle of least action in physics. Since so many important results in mathematics, in particular, in analysis have their origins in the physical sciences, it is entirely natural that they can be related in one way or another to variational techniques. The use of variational arguments in mathematical proofs has a long history. This can be traced back to Johann Bernoulli's problem of the Brachistochrone and its solutions leading to the development of the calculus of variations. Since then the method has found numerous applications in various branches of mathematics. A simple illustration of the variational argument is the following example.

Example 3.1 (Surjectivity of Derivatives) Suppose that $f: \mathbb{R} \rightarrow \mathbb{R}$ is differentiable everywhere and suppose that $\lim _{|x| \rightarrow \infty} f(x) /|x|=+\infty$. Then $\left\{f^{\prime}(x): x \in \mathbb{R}\right\}=\mathbb{R}$.

Proof. Let $r$ be an arbitrary real number. Define $g(x)=f(x)-r x$. We easily check that
$g(x) \rightarrow+\infty$ as $|x| \rightarrow+\infty$ and therefore attains a (global) minimum at some $\bar{x}$. Then $0=g^{\prime}(\bar{x})=f^{\prime}(\bar{x})-r$.

Two conditions are essential in this variational argument. The first is compactness (to ensure the existence of the minimum) and the second is differentiability of the auxiliary function (so that the differential characterization of the results is possible). Two important discoveries in the 1970's led to significant useful relaxation on both conditions. First, the discovery of general variational principles led to the relaxation of the compactness assumptions. Such principles typically assert that any lower semicontinuous (lsc) function, bounded from below, may be perturbed slightly to ensure the existence of the minimum. Second, the development of the nonsmooth analysis made possible the use of nonsmooth auxiliary functions.

To the best of my knowledge this paragraph represents a brief, but concrete introduction to the techniques necessary to develop variational analysis. Summarizing the ideas one needs the existence of minima, or at least the existence of minima to perturbed problems and also some form of generalized differentiation is required.

In mathematical analysis, Ekeland's variational principle, discovered by Ivar Ekeland in 1979 is a theorem that asserts that there exists nearly optimal solutions to some perturbed optimization problems.

Theorem 3.2 [45, I. Ekeland, Theorem 1] Let (X,d) be a complete metric space and let $f: X \rightarrow \overline{\mathbb{R}}$ be an lsc proper function, let $\varepsilon, \lambda>0$ and $u \in X$ such that:

$$
f(u) \leq \inf f+\varepsilon
$$

Then there exists $u_{\varepsilon} \in X$ such that:
(a) $\mathrm{d}\left(u, u_{\varepsilon}\right) \leq \lambda$,
(b) $f\left(u_{\varepsilon}\right)+\varepsilon / \lambda \mathrm{d}\left(u, u_{\varepsilon}\right) \leq f(u)$,
(c) $f\left(u_{\varepsilon}\right)<f(y)+\varepsilon / \lambda \mathrm{d}\left(y, u_{\varepsilon}\right), \forall y \in X \backslash\left\{u_{\varepsilon}\right\}$.

The above result has been utilized to prove, or to give alternative proofs to some of the most important theorems in nonsmooth analysis, in particular convex analysis. One can find many examples of the tremendous and influential power of this theorem by reading [14, for instance: Equivalence of the Ekeland's variational principle with the completeness of the space, a proof of the Banach fixed point theorem based in this variational principle, Borwein-Preiss variational principle, the theory of convex analysis from variational principles, nonconvex generalized differentiability, among many other topics.

Convex analysis has been one of the most important topics in optimization theory, in particular the subdifferential theory has granted diverse tools to resolve theoretical and applied problems.

One of the results which can be proved using Ekeland's variational principle is the wellknown Brøndsted-Rockafellar Theorem. This fundamental proposition basically gives us the
non-vacuity of the convex subdifferential in many points, since it is a powerful result in convex analyis, it has been redacted in many different forms. One of the form is:

Theorem 3.3 (Brøndsted, A. and Rockafellar, R. T. 19]) Let $X$ be a Banach space and let $f: X \rightarrow \overline{\mathbb{R}}$ be a convex proper lsc function. Consider $\varepsilon \geq 0$ and $x_{0}^{*} \in \partial_{\varepsilon} f\left(x_{0}\right)$. Then there exists $x_{\varepsilon}^{*} \in \partial f\left(x_{\varepsilon}\right)$ such that $\left\|x_{\varepsilon}-x_{0}\right\| \leq \sqrt{\varepsilon}$ and $\left\|x_{\varepsilon}^{*}-x_{0}^{*}\right\| \leq \sqrt{\varepsilon}$. In particular, $\operatorname{dom} f \subset \overline{\operatorname{dom} \partial f}$ and $\operatorname{dom} f^{*} \subset \overline{\operatorname{rge} \partial f}$.

Another important result is the maximal monotonicity of the subdifferential. It is clear that for every function $f$ the convex subdifferential $\partial f$ is a monotone multifunction in the sense that

$$
\left\langle x^{*}-y^{*}, x-y\right\rangle \geq 0, \text { for all }\left(x, x^{*}\right),\left(y, y^{*}\right) \in \operatorname{gph} \partial f .
$$

Moreover, one can also get easily that $\partial f$ is cyclically monotone; that is for all $n \in \mathbb{N}$ and all $\left(x_{\mathrm{i}}, x_{\mathrm{i}}^{*}\right) \in \operatorname{gph} \partial f$, with $\mathrm{i}=1, \ldots, n$ one has

$$
\begin{equation*}
0 \geq\left\langle x_{0}-x_{n}, x_{n}^{*}\right\rangle+\ldots+\left\langle x_{2}-x_{1}, x_{1}^{*}\right\rangle+\left\langle x_{1}-x_{0}, x_{0}^{*}\right\rangle \tag{3.1}
\end{equation*}
$$

Rockafellar said in [98]: The cyclic monotonicity condition can be viewed heuristically as a discrete substitute for two classical conditions: that a smooth convex function has a positive semi-definite second differential, and that all circuit integrals of an integrable vector field must vanish. Also in the same paper he proved that every multifunction $M: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{n}$ satisfying the cyclically monotone relation (3.1) must be contained in the subdifferential of some proper convex function $f$, that is to say, $M(x) \subseteq \partial f(x)$ for all $x \in \mathbb{R}^{n}$. Besides, Rockafellar proved that for every lsc convex function $f$ the subdifferential mapping $\partial f: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{n}$ cannot be extended to strictly larger mapping (in the sense of inclusion of theirs graphs), that is to say, it is a maximal monotone operator. The precise statement is the following:

Theorem 3.4 (Rockafellar, R. T. 100 ) Let $X$ be a Banach space and let $f$ be an lsc proper convex function on $X$. Then $\partial f$ is a maximal monotone operator.

This kind of assertion goes back to [83], where Minty proves it for a continuous convex function defined on a Hilbert space. Later, Moreau in [87] also gave a proof in Hilbert spaces without the continuity assumption, using duality and the Moreau-Yosida envelope. It is important to recall that the theorem above have gotten the attention of many authors who have made different proofs of this result, even when this result was proved by Rockafellar in any arbitrary Banach space, among others we refer to Borwein [8], Ivanov and Zlateva [70], Marques Alves and Svaiter [82], Simons [111], Taylor [112], Thibault [116], Zalinescu [133].

Now consider a linear operator $A: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ and convex proper lsc functions $g, h: \mathbb{R}^{n} \rightarrow$ $\overline{\mathbb{R}}$. One important question from the nineties in the spirit of Brøndsted-Rockafellar Theorem was: Could it be possible for any point $x^{*} \in \partial g \circ A(x)$ to find sequences $y_{n}^{*} \in \partial g\left(y_{n}\right)$ such that $y_{n} \rightarrow A(x)$ and $A^{*}\left(y_{n}^{*}\right) \rightarrow x^{*}$ ? And in the same way for the sum of functions: Could it be possible for any point $x^{*} \in \partial(g+h)(x)$ to find sequences $y_{n}^{*} \in \partial g\left(y_{n}\right)$ and $z_{n}^{*} \in \partial g\left(z_{n}\right)$ such that $y_{n}, z_{n} \rightarrow x$ and $y_{n}^{*}+z_{n}^{*} \rightarrow x^{*}$ ? Both questions have been positively answered for many authors (see e.g. [48], [71, [89], [113], [115], [116]). This kind of formulas are commonly called limiting calculus rules for the convex subdifferential or Fuzzy calculus rules for the convex subdifferential. One of the classical statement, is given by:

Theorem 3.5 89, Theorem 2.2] Let $X$ and $Y$ be two Banach spaces and let $A: X \rightarrow Y$ be a linear operator and $g: Y \rightarrow \overline{\mathbb{R}}$ be a convex proper lsc function. Then for any $x \in X$ with $A(x) \in \operatorname{dom} g$ one has $x^{*} \in \partial g \circ A(x)$ if and only if there exist nets $y_{\nu}^{*} \in Y^{*}, y_{\nu} \in Y$ such that $y_{\nu}^{*} \in \partial g\left(y_{\nu}\right), y_{\nu} \rightarrow A(x), g\left(y_{\nu}\right) \rightarrow g(A(x))$ and $A^{*}\left(y_{n}\right)^{*} \xrightarrow{w^{*}} x^{*}$.

Theorem 3.6 [113, Theorem 3] Let $X$ be a Banach space and let $g, h: X \rightarrow \overline{\mathbb{R}}$ be two proper lsc functions. Then for every $x \in \operatorname{dom} g \cap \operatorname{dom} h$ one has $x^{*} \in \partial(g+h)(x)$ if and only if there exist nets $y_{\nu}^{*}, z_{\nu}^{*} \in X^{*}, y_{\nu}, z_{\nu} \in X$ such that $y_{\nu}^{*} \in \partial g\left(y_{\nu}\right), z_{\nu}^{*} \in \partial h\left(z_{\nu}\right), y_{\nu}, z_{\nu} \rightarrow x$, $g\left(y_{\nu}\right) \rightarrow g(x), h\left(z_{\nu}\right) \rightarrow h(x)$ and $y_{\nu}^{*}+z_{\nu}^{*} \xrightarrow{w^{*}} x^{*}$.

It is known that the Brøndsted-Rockafellar's Theorem is not valid outside Banach spaces for all lsc proper convex functions (see, e.g., $19 \mid$ ), more precisely Brøndsted and Rockafellar found an lsc proper convex function defined on a locally convex topological vector space with empty subdifferential everywhere, and consequently all of the above statements are also not valid. This observation motivates the work to provide a suitable family of lsc proper convex functions defined on locally convex spaces, which satisfies the Brøonsted-Rockafellar Theorem.

The main features of this work are:
(1) Show that epi-pointed lsc convex functions, defined on any locally convex space, satisfy the Brøndsted-Rockafellar's Theorem (see Theorem 3.8 and Corollary 3.9).
(2) Provide a different proof of Brøndsted-Rockafellar's Theorem for this class of epipointed functions, in the sense that it is based on a very simple variational principle, which is valid in locally convex spaces, without requiring such tools as Ekeland's or Bishop-Phelps' variational principles (see Lemma 3.7).
(3) Since every convex function in Banach spaces can be adequately perturbed to obtain an epi-pointed function, we recover in the Banach setting the usual Brøndsted-Rockafellar's theorem (see Section 3.3).
(4) We also obtain other important results in the same spirit, as all the above Theorems, Theorems 3.10 for the Maximal monotonicity of the subdifferential and Theorems 3.12 and 3.14 for the subdifferential limiting calculus rules for convex functions.

### 3.2 Brøndsted-Rockafellar's Theorem and consequences

First we give in Lemma 3.7 a simple variational principle, for convex functions defined on lcs, that is the key tool in the proof of our main results.

Lemma 3.7 Let $x_{0} \in X$ and let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ and $\rho: X \rightarrow[0, \infty)$ be two convex lsc functions such that $\rho(0)=0$ and the function $f(\cdot)+\rho\left(\cdot-x_{0}\right)$ is epi-pointed. For any $\varepsilon \geq 0$, $x_{0} \in X$ and $x_{0}^{*} \in \partial_{\varepsilon} f\left(x_{0}\right)$ with $x_{0}^{*} \in \operatorname{int}\left(\operatorname{dom}\left(f+\rho\left(\cdot-x_{0}\right)\right)^{*}\right)$, there exists $x_{\varepsilon} \in X$ such that:
(a) $\rho\left(x_{0}-x_{\varepsilon}\right) \leq \varepsilon$,
(b) $x_{0}^{*} \in \partial\left(f+\rho\left(\cdot-x_{0}\right)\right)\left(x_{\varepsilon}\right)$,
(c) $\left|f\left(x_{0}\right)-f\left(x_{\varepsilon}\right)\right| \leq\left|\left\langle x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right|+\varepsilon$.

Proof. Define $g:=f+\rho\left(\cdot-x_{0}\right)-x_{0}^{*}$. By Proposition 1.16(f) we see that the (proper lsc convex) function $g$ is inf-compact, and there exists $x_{\varepsilon} \in \operatorname{argmin} g$ (the minima of $g$ ), such that

$$
f\left(x_{\varepsilon}\right)+\rho\left(x_{\varepsilon}-x_{0}\right)-x_{0}^{*}\left(x_{\varepsilon}\right) \leq f\left(x_{0}\right)-x_{0}^{*}\left(x_{0}\right) \leq f\left(x_{\varepsilon}\right)-x_{0}^{*}\left(x_{\varepsilon}\right)+\varepsilon .
$$

Hence, $\rho\left(x_{\varepsilon}-x_{0}\right) \leq \varepsilon$. Now, since $0 \in \partial g\left(x_{\varepsilon}\right)$, by Proposition 1.16(a) we have

$$
x_{0}^{*} \in \partial\left(f+\rho\left(\cdot-x_{0}\right)\right)\left(x_{\varepsilon}\right) .
$$

Finally, $\left\langle x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle \leq f\left(x_{0}\right)-\left(f\left(x_{\varepsilon}\right)+\rho\left(x_{\varepsilon}-x_{0}\right)\right) \leq f\left(x_{0}\right)-f\left(x_{\varepsilon}\right) \leq\left\langle x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle+\varepsilon$, gives us the last statement.

The following result gives the counterpart of Brøndsted-Rockafellar-Borwein Theorem (e.g., [8]) for convex lsc epi-pointed functions defined in locally convex spaces.

Theorem 3.8 Let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a convex, lsc and epi-pointed function. Consider $\varepsilon \geq 0, \beta \in[0, \infty)$, a continuous seminorm $p, \lambda>0$ and $x_{0} \in X$. If $x_{0}^{*} \in \partial_{\varepsilon} f\left(x_{0}\right) \cap \operatorname{int}\left(\operatorname{dom} f^{*}\right)$, then there are $x_{\varepsilon} \in X, y_{\varepsilon}^{*} \in \mathbb{B}_{p}(0,1)^{\circ}$ and $\lambda_{\varepsilon} \in[-1,1]$ such that:
(a) $p\left(x_{0}-x_{\varepsilon}\right)+\beta\left|\left\langle x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right| \leq \lambda$,
(b) $x_{\varepsilon}^{*}:=x_{0}^{*}+\frac{\varepsilon}{\lambda}\left(y_{\varepsilon}^{*}+\beta \lambda_{\varepsilon} x_{0}^{*}\right) \in \partial f\left(x_{\varepsilon}\right)$,
(c) $\left|\left\langle x_{\varepsilon}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right| \leq \varepsilon+\frac{\lambda}{\beta}$,
(d) $\left|f\left(x_{0}\right)-f\left(x_{\varepsilon}\right)\right| \leq \varepsilon+\frac{\lambda}{\beta}$
(e) $x_{\varepsilon}^{*} \in \partial_{2 \varepsilon} f\left(x_{0}\right)$.

With the convention $\frac{1}{0}=+\infty$.

Proof. Define $\rho(x)=\frac{\varepsilon}{\lambda}\left(p(x)+\beta\left|\left\langle x_{0}^{*}, x\right\rangle\right|\right)$. We apply Lemma 3.7 to $f$ and $\rho$ to conclude the existence of $x_{\varepsilon} \in X$ such that $\rho\left(x_{0}-x_{\varepsilon}\right) \leq \varepsilon, x_{0}^{*} \in \partial\left(f+\rho\left(\cdot-x_{0}\right)\right)\left(x_{\varepsilon}\right)$ and $\left|f\left(x_{0}\right)-f\left(x_{\varepsilon}\right)\right| \leq$ $\left|\left\langle x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right|+\varepsilon$. So, $x_{\varepsilon}$ verifies (a) and (d). Now we use Proposition 1.16(a) to obtain $0 \in \partial f\left(x_{\varepsilon}\right)-x_{0}^{*}+\frac{\varepsilon}{\lambda} \mathbb{B}_{p}(0,1)^{\circ}+\frac{\varepsilon}{\lambda} \beta \cdot[-1,1] \cdot x_{0}^{*}$, from which we find $y_{\varepsilon}^{*} \in \mathbb{B}_{p}(0,1)^{\circ}$ and $\lambda_{\varepsilon} \in[-1,1]$ such that $x_{\varepsilon}^{*}:=x_{0}^{*}+\frac{\varepsilon}{\lambda}\left(y_{\varepsilon}^{*}+\beta \lambda_{\varepsilon} x_{0}^{*}\right) \in \partial f\left(x_{\varepsilon}\right)$. Then

$$
\begin{aligned}
\left|\left\langle x_{\varepsilon}^{*}-x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right| & \leq \frac{\varepsilon}{\lambda}\left|\left\langle y_{\varepsilon}^{*}+\beta \lambda_{\varepsilon} x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right| \\
& \leq \frac{\varepsilon}{\lambda}\left(\left|\left\langle y_{\varepsilon}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right|+\beta\left|\left\langle x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right|\right) \\
& \leq \frac{\varepsilon}{\lambda}\left(p\left(x_{0}-x_{\varepsilon}\right)+\beta\left|\left\langle x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right|\right) \leq \varepsilon,
\end{aligned}
$$

and (c) follows (using (a) $\left|\left\langle x_{\varepsilon}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right| \leq\left|\left\langle x_{\varepsilon}^{*}-x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right|+\left|\left\langle x_{0}^{*}, x_{0}-x_{\varepsilon}\right\rangle\right| \leq \varepsilon+\frac{\lambda}{\beta}$. Finally, since $x_{0}^{*} \in \partial_{\varepsilon} f\left(x_{0}\right)$ and $x_{\varepsilon}^{*} \in \partial f\left(x_{\varepsilon}\right)$ we get, for every $x \in X$,

$$
\begin{aligned}
\left\langle x_{\varepsilon}^{*}, x-x_{0}\right\rangle & =\left\langle x_{\varepsilon}^{*}, x-x_{\varepsilon}\right\rangle+\left\langle x_{\varepsilon}^{*}-x_{0}^{*}, x_{\varepsilon}-x_{0}\right\rangle+\left\langle x_{0}^{*}, x_{\varepsilon}-x_{0}\right\rangle \\
& \leq f(x)-f\left(x_{\varepsilon}\right)+\varepsilon+f\left(x_{\varepsilon}\right)-f\left(x_{0}\right)+\varepsilon \\
& =f(x)-f\left(x_{0}\right)+2 \varepsilon ;
\end{aligned}
$$

that is, $x_{\varepsilon}^{*} \in \partial_{2 \varepsilon} f\left(x_{0}\right)$.

This Theorem allows us to obtain the counterpart of the classical statement of BrøndstedRockafellar's Theorem for lsc convex epi-pointed functions in locally convex spaces.

Corollary 3.9 Let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a convex lsc epi-pointed function. Then for every $x \in \operatorname{dom} f$ there exist nets $\left\{\left(x_{\alpha}, x_{\alpha}^{*}\right)\right\}_{\alpha \in \mathbb{A}}$ such that $x_{\alpha}^{*} \in \partial f\left(x_{\alpha}\right), x_{\alpha} \rightarrow x$ and $f\left(x_{\alpha}\right) \rightarrow f(x)$.

Proof. Consider a filtered family of seminorms $\mathcal{N}$ (ordered by $\rho_{1} \leq \rho_{2}$ if and only if $\rho_{1}(x) \leq$ $\rho_{2}(x)$ for all $x \in X$ ), which defines the topology on $X$. We also define the index set $\mathbb{A}:=$ $\mathcal{N} \times(0,1)$ associated with the partial order

$$
\alpha_{1}=\left(\rho_{1}, \varepsilon_{1}\right) \leq \alpha_{2}=\left(\rho_{2}, \varepsilon_{2}\right) \text { if and only if } \rho_{1} \leq \rho_{2} \text { and } \varepsilon_{1} \geq \varepsilon_{2} .
$$

It is easy to see that for every $\varepsilon \in(0,1), \partial_{\varepsilon} f(x) \cap \operatorname{int}\left(\operatorname{dom} f^{*}\right) \neq \emptyset$. Therefore, for every $\varepsilon \in(0,1)$ and for every continuous seminorm $\rho \in \mathcal{N}$ we can apply Theorem 3.8 to $f$ with $\beta=1$ and $\lambda=\sqrt{\varepsilon}$. We get that there exists $\left(x_{\varepsilon, \rho}, x_{\varepsilon, \rho}^{*}\right)$ in the graph of the subdifferential of $f$ such that $\rho\left(x-x_{\varepsilon, \rho}\right) \leq \sqrt{\varepsilon}$ and $\left|f(x)-f\left(x_{\varepsilon, p}\right)\right| \leq \varepsilon+\sqrt{\varepsilon}$. To prove the convergence of this net, take a neighborhood $V$ of zero and $\delta>0$ and let $\rho_{0} \in \mathcal{N}$ and $\varepsilon_{0} \in(0,1)$ such that $\mathbb{B}_{\rho_{0}}\left(0, \sqrt{\varepsilon_{0}}\right) \subseteq V$ and $\varepsilon_{0}+\sqrt{\varepsilon_{0}} \leq \delta$. Therefore, for every $(\rho, \varepsilon) \geq\left(\rho_{0}, \varepsilon_{0}\right)$ we have that $\rho_{0}\left(x-x_{\varepsilon, \rho}\right) \leq \rho\left(x-x_{\varepsilon, \rho}\right) \leq \sqrt{\varepsilon} \leq \delta$ and $\left|f(x)-f\left(x_{\varepsilon, p}\right)\right| \leq \varepsilon+\sqrt{\varepsilon} \leq \varepsilon_{0}+\sqrt{\varepsilon_{0}} \leq \delta$, which implies that $x_{\varepsilon, \rho} \in x+V$ and $\left|f(x)-f\left(x_{\varepsilon, p}\right)\right| \leq \delta$.

Now, we apply Theorem 3.8 to obtain the maximal monotonicity of the subdifferential operator of proper lsc convex epi-pointed functions in locally convex spaces. 1 For proper lsc convex functions defined in Banach spaces, this corresponds to the famous theorem by Rockafellar, 100, Theorem A].

Theorem 3.10 Let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a convex lsc function. If either $f$ or $f^{*}$ is epi-pointed, then $\partial f$ and $\partial f^{*}$ are maximal monotone operators.

Proof. Without lost of generality we consider that $f$ is an epi-pointed function, that $f(0)=0$ and that $0 \notin \partial f(0)$. We pick an $x \in X$ such that $f(2 x)<f(x)<0$ (such an element exists, since by supposing the contrary, one deduces that $f(x) \geq f\left(\frac{x}{2}\right)$ for any $x$ such that $f(x)<0$, and we get $f(x) \geq f\left(\frac{x}{2^{n}}\right)$ for any $n \in \mathbb{N}$, which leads us to the contradiction $\left.f(x) \geq \liminf _{n \rightarrow+\infty} f\left(\frac{x}{2^{n}}\right) \geq f(0)\right)$. If $a:=f(x)-f(2 x)$ and $\delta \in\left(0, \frac{a}{a+3}\right)$, we choose an $x^{*} \in$

[^2]$\partial_{\delta^{2}} f(x) \cap \operatorname{int}\left(\operatorname{dom} f^{*}\right)$ (this choice is possible since $f(x)=f^{* *}(x)=\sup \left\{\left\langle y^{*}, x\right\rangle-f^{*}\left(y^{*}\right):\right.$ $\left.\left.y^{*} \in \operatorname{int}\left(\operatorname{dom} f^{*}\right)\right\}\right)$. Then
$$
\left\langle x^{*}, x\right\rangle=\left\langle x^{*}, 2 x-x\right\rangle \leq f(2 x)-f(x)+\delta^{2} \leq \delta^{2}-a<0
$$

Define $p(x)=\left|\left\langle x^{*}, x\right\rangle\right|$ a continuous seminorm so that $\mathbb{B}_{p}(0,1)=\left\{x \in X:\left|\left\langle x^{*}, x\right\rangle\right| \leq 1\right\}$ and $\left(\mathbb{B}_{p}(0,1)\right)^{\circ}=[-1,1] \cdot x^{*}$. Then Theorem 3.8 (with $\varepsilon=\delta^{2}, \lambda=\delta$ and $\beta=0$ ) ensures the existence of $x_{0} \in X$ and $x_{0}^{*} \in \partial f\left(x_{0}\right)$ such that $x-x_{0} \in \delta \mathbb{B}_{p}(0,1)$ and $x^{*}-x_{0}^{*} \in \delta\left(\mathbb{B}_{p}(0,1)\right)^{\circ}$. Thus, $\left|\left\langle x^{*}-x_{0}^{*}, x-x_{0}\right\rangle\right| \leq \delta^{2},\left|\left\langle x^{*}-x_{0}^{*}, x\right\rangle\right| \leq \delta\left|\left\langle x^{*}, x\right\rangle\right|=\delta\left(a-\delta^{2}\right)$ and $\left|\left\langle x^{*}, x-x_{0}\right\rangle\right| \leq \delta$. In conclusion, we get

$$
\begin{aligned}
\left\langle x_{0}^{*}, x_{0}\right\rangle & =\left\langle x^{*}, x\right\rangle+\left\langle x^{*}-x_{0}^{*}, x-x_{0}\right\rangle+\left\langle x_{0}^{*}-x^{*}, x\right\rangle+\left\langle x^{*}, x_{0}-x\right\rangle \\
& \leq \delta^{2}-a+\delta^{2}+\delta\left(a-\delta^{2}\right)+\delta<-a+\delta(a+3)<0 .
\end{aligned}
$$

We finish this section by applying Theorem 3.8 to get limiting calculus rules for the subdifferential mapping of the composition with a linear mapping and the sum of convex functions. Our proof is an adaptation of [113, Theorem 3] that uses the following lemma.

Lemma 3.11 Let $X, Z$ be two lcs, $f \in \Gamma_{0}(Z)$ be an epi-pointed function and $A \in \mathcal{L}(X, Z)$ (linear and continuous mapping). Then for every $x \in \operatorname{dom}(f \circ A)$

$$
\partial(f \circ A)(x)=\bigcap_{\eta>0} \overline{A^{*}\left[\partial_{\eta} f(A x) \cap \operatorname{int}\left(\operatorname{dom} f^{*}\right)\right]} w^{*} .
$$

Proof. By Proposition 1.3 we only need to prove that for every $\eta>0$

$$
\left.A^{*}\left(\partial_{\eta} f(A x)\right) \subset \overline{\left[A^{*}\left(\partial_{\eta} f(A x) \cap \operatorname{int}\left(\operatorname{dom} f^{*}\right)\right)\right.}\right]^{w^{*}}
$$

Indeed, if $z \in \operatorname{dom} f$, then

$$
f(z)=\sup \left\{\left\langle x^{*}, z\right\rangle-f\left(x^{*}\right): x^{*} \in \operatorname{int}\left(\operatorname{dom} f^{*}\right)\right\}
$$

and $\partial_{\eta} f(z) \cap \operatorname{int}\left(\operatorname{dom} f^{*}\right) \neq \emptyset$ for every $\eta>0$. Because $\operatorname{int}\left(\operatorname{dom} f^{*}\right)$ is open and dense in $\operatorname{dom} f^{*}$ we have that $\overline{\partial_{\eta} f(z) \cap \operatorname{int}\left(\operatorname{dom} f^{*}\right)}=\overline{\partial_{\eta} f(z)}=\partial_{\eta} f(z)$. Hence, since $A^{*}$ is $w^{*}$ to $w^{*}$ continuous we conclude the lemma.

Theorem 3.12 Let $X, Z$ be two lcs, $A \in \mathcal{L}(X, Z), g \in \Gamma_{0}(Z)$ be an epi-pointed function, $f:=g \circ A$ and $x \in \operatorname{dom} f$. Then $x^{*} \in \partial f(x)$ if and only if there exists a net $\left(z_{\mathrm{i}}, z_{\mathrm{i}}^{*}\right)_{\mathrm{i} \in I} \in Z \times Z^{*}$ such that $z_{\mathrm{i}}^{*} \in \partial g\left(z_{\mathrm{i}}\right), z_{\mathrm{i}} \rightarrow y=A x, g\left(z_{\mathrm{i}}\right) \rightarrow g(y),\left\langle z_{\mathrm{i}}-z, z_{\mathrm{i}}^{*}\right\rangle \rightarrow 0$ and $A^{*}\left(z_{\mathrm{i}}^{*}\right) \xrightarrow{w^{*}} x^{*}$.

Proof. Take $x_{0}^{*} \in \partial f(x)$. Consider a filtered family of seminorms $\mathcal{N}_{1}$ (ordered by $\rho_{Z}^{1} \leq \rho_{Z}^{2}$ if and only if $\rho_{Z}^{1}(z) \leq \rho_{Z}^{2}(z)$ for all $z \in Z$ ), which defines the topology on $Z$ and a filtered family of seminorms $\mathcal{N}_{2}$ (ordered in a similar way as $\mathcal{N}_{1}: \rho_{X^{*}}^{1} \leq \rho_{X^{*}}^{2}$ if and only if $\rho_{X^{*}}^{1}\left(x^{*}\right) \leq \rho_{X^{*}}^{2}\left(x^{*}\right)$ for all $x^{*} \in X^{*}$ ), which defines the weak ${ }^{*}$ topology on $X^{*}$. We also define the index set $I:=\mathcal{N}_{1} \times \mathcal{N}_{2} \times(0,1)$ ordered by $\mathrm{i}_{1}=\left(\rho_{Z}^{1}, \rho_{X^{*}}^{1}, \varepsilon_{1}\right) \leq \mathrm{i}_{2}=\left(\rho_{Z}^{2}, \rho_{X^{*}}^{2}, \varepsilon_{2}\right)$ if and only if $\rho_{Z}^{1} \leq \rho_{Z}^{2}$, $\rho_{X^{*}}^{1} \leq \rho_{X^{*}}^{2}$ and $\varepsilon_{1} \geq \varepsilon_{2}$. Now, we take $\mathrm{i}=\left(\rho_{Z}, \rho_{X^{*}}, \varepsilon\right) \in I$ and set $U:=\left\{z \in Z: p_{Z}(z) \leq 1\right\}$.

Choose an $\eta>0$ such that $\sqrt{\eta}+\eta \leq \frac{\varepsilon}{2}$ and $2 \sqrt{\eta} \leq \varepsilon\left(\max _{U^{\circ}} p_{X^{*}}\left(A^{*}\left(y^{*}\right)\right)+p_{X^{*}}\left(x_{0}^{*}\right)+1\right)^{-1}$. Then by Lemma 3.11 we take $z_{0}^{*} \in \partial_{\eta} g(z) \cap \operatorname{int}\left(\operatorname{dom} g^{*}\right)$ such that $p_{X^{*}}\left(A^{*} z_{0}^{*}-x_{0}^{*}\right) \leq \eta$. By Theorem 3.8 (with $\beta=1, \lambda=\sqrt{\eta})$ there exists $z_{\mathrm{i}}^{*} \in \partial g\left(z_{\mathrm{i}}\right)$ such that $p_{Z}\left(z_{\mathrm{i}}-z\right) \leq \sqrt{\eta}$, $z_{\mathrm{i}}^{*}=z_{0}^{*}+\sqrt{\eta}\left(u_{\mathrm{i}}^{*}+\lambda_{\eta} z_{0}^{*}\right) \in \partial g\left(z_{\mathrm{i}}\right), u_{\eta}^{*} \in U^{\circ},\left|\left\langle z_{\mathrm{i}}^{*}, z-z_{\mathrm{i}}\right\rangle\right| \leq \eta+\sqrt{\eta}$ and $\left|g(z)-g\left(z_{\mathrm{i}}\right)\right| \leq \eta+\sqrt{\eta}$. Therefore, $p_{Z}\left(z_{\mathrm{i}}-z\right) \leq \varepsilon,\left|\left\langle z_{\mathrm{i}}^{*}, z-z_{\mathrm{i}}\right\rangle\right| \leq \varepsilon$ and $\left|g(z)-g\left(z_{\mathrm{i}}\right)\right| \leq \varepsilon$. Finally,

$$
\begin{aligned}
p_{X^{*}}\left(A^{*} z_{\mathrm{i}}^{*}-x_{0}^{*}\right) & \leq p_{X^{*}}\left(A^{*} z_{0}^{*}-x_{0}^{*}\right)+p_{X^{*}}\left(A^{*} z_{\mathrm{i}}^{*}-A^{*} z_{0}^{*}\right) \\
& \leq \frac{\varepsilon}{2}+\sqrt{\eta}\left(p_{X^{*}}\left(A^{*} u_{\mathrm{i}}^{*}\right)+p_{X^{*}}\left(A^{*} z_{0}^{*}-x_{0}^{*}\right)+p_{X^{*}}\left(x_{0}^{*}\right)\right) \\
& \leq \frac{\varepsilon}{2}+\sqrt{\eta}\left(p_{X^{*}}\left(A^{*} u_{\mathrm{i}}^{*}\right)+\eta+p_{X^{*}}\left(x_{0}^{*}\right)\right) \\
& \leq \frac{\varepsilon}{2}+\sqrt{\eta}\left(\max _{U^{\circ}} p_{X^{*}}\left(A^{*}\left(y^{*}\right)\right)+p_{X^{*}}\left(x_{0}^{*}\right)+1\right) \leq \varepsilon .
\end{aligned}
$$

To prove the necessity part, let $\left(y_{\mathrm{i}}, y_{\mathrm{i}}^{*}\right)_{\mathrm{i} \in I} \subset \operatorname{gph} \partial g$ a net such that $\left(y_{\mathrm{i}}\right) \rightarrow y=A x, g\left(y_{\mathrm{i}}\right) \rightarrow$ $g(y),\left\langle y_{\mathrm{i}}-y, y_{\mathrm{i}}^{*}\right\rangle \rightarrow 0$ and $A^{*}\left(y_{\mathrm{i}}^{*}\right) \xrightarrow{w^{*}} x^{*}$. Then $\left\langle y-y_{\mathrm{i}}, y_{\mathrm{i}}^{*}\right\rangle \leq g(y)-g\left(y_{\mathrm{i}}\right)$ for every $\mathrm{i} \in I$ and $y \in X$. It follows that

$$
\left\langle z-x, A^{*} y_{\mathrm{i}}^{*}\right\rangle+\left\langle y-y_{\mathrm{i}}, y_{\mathrm{i}}^{*}\right\rangle=\left\langle A z-y_{\mathrm{i}}, y_{\mathrm{i}}^{*}\right\rangle \leq f(z)-g\left(y_{\mathrm{i}}\right) \quad \forall \mathrm{i} \in I, \forall z \in X .
$$

Taking the limits gives $\left\langle z-x, x^{*}\right\rangle \leq f(z)-f(x)$, for all $z \in X$, and so $x^{*} \in \partial f(x)$.
Remark 3.13 We give a simple example which shows that the above subdifferential calculus rule is not valid without the epi-pointedness assumption. Let $g: X \rightarrow \overline{\mathbb{R}}$ be a convex lsc and proper function with empty subdifferential everywhere (see [19]). Then take a continuous linear function $A: \mathbb{R} \rightarrow X$ such that $\operatorname{dom} g \cap A(\mathbb{R}) \neq \emptyset$. We easily check that the function $f=g \circ A$ is proper, convex, and lsc in $\mathbb{R}$. This implies that there exists a point $x_{0} \in \mathbb{R}$ such that $\partial f\left(x_{0}\right) \neq \emptyset$ and Theorem 3.12 does not hold.

From the last theorem we deduce the subdifferential limiting calculus rule for the sum of convex epi-pointed functions.

Theorem 3.14 Let $f_{1}, f_{2} \in \Gamma_{0}(X)$ be two epi-ponted functions and $x \in \operatorname{dom}\left(f_{1}+f_{2}\right)$. Then $x^{*} \in \partial\left(f_{1}+f_{2}\right)(x)$ if and only if there exist two nets $\left(x_{k, \mathrm{i}}, x_{k, \mathrm{i}}^{*}\right)_{\mathrm{i} \in I} \subset X \times X^{*}$ such that $x_{k, \mathrm{i}}^{*} \in \partial f_{k}\left(x_{k, \mathrm{i}}\right) k=1,2, x_{k, \mathrm{i}} \rightarrow x, f_{k}\left(x_{k, \mathrm{i}}\right) \rightarrow f_{k}(x),\left\langle x_{k, \mathrm{i}}-x, x_{k, \mathrm{i}}^{*}\right\rangle \rightarrow 0$, for $k=1,2$, and $\left(x_{1, \mathrm{i}}^{*}+x_{2, \mathrm{i}}^{*}\right) \xrightarrow{w^{*}} x^{*}$.

Proof. We apply Theorem 3.12 with $Z=X \times X, A: X \rightarrow Z$ defined by $A x=(x, x)$ and $g\left(x_{1}, x_{2}\right)=f_{1}\left(x_{1}\right)+f_{2}\left(x_{2}\right)$. We have $f:=f_{1}+f_{2}=g \circ A$. The sufficiency part is immediate, taking $y=(x, x)=A x, y_{\mathrm{i}}=\left(x_{1, \mathrm{i}}, x_{2, \mathrm{i}}\right)$ and $y_{\mathrm{i}}^{*}=\left(x_{1, \mathrm{i}}^{*}, x_{2, \mathrm{i}}^{*}\right)$, for $\mathrm{i} \in I$. For the necessity part, we take $x^{*} \in \partial f(x)$. By Theorem 3.12 there exists $\left(y_{\mathrm{i}}, y_{\mathrm{i}}^{*}\right)_{\mathrm{i} \in I} \subset Z \times Z^{*}$ such that $y_{\mathrm{i}}^{*} \in \partial g\left(y_{\mathrm{i}}\right)$, $y_{\mathrm{i}} \rightarrow y=A x, g\left(y_{\mathrm{i}}\right) \rightarrow g(y),\left\langle y_{\mathrm{i}}-y, y_{\mathrm{i}}^{*}\right\rangle \rightarrow 0$ and $A^{*}\left(y_{\mathrm{i}}^{*}\right) \xrightarrow{w^{*}} x^{*}$. Taking $y_{\mathrm{i}}=\left(x_{1, \mathrm{i}}, x_{2, k}\right)$ and $y_{\mathrm{i}}^{*}=\left(x_{1, \mathrm{i}}^{*}, x_{2, \mathrm{i}}^{*}\right)$, by the formula $\partial g\left(x_{1}, x_{2}\right)=\partial f_{1}\left(x_{1}\right) \times \partial f_{2}\left(x_{2}\right)$, we get $x_{k, \mathrm{i}}^{*} \in \partial f_{k}\left(x_{k, \mathrm{i}}\right)$ and $x_{k, \mathrm{i}} \rightarrow x$ for $k=1,2$. Suppose that $\limsup f_{1}\left(x_{1, \mathrm{i}}\right)-f_{1}(x)>\delta>0$. Then $J:=\{\mathrm{i} \in I:$ $\left.f_{1}\left(x_{1, \mathrm{i}}\right)-f_{1}(x)>\delta\right\}$ is a co-final set in $I$. It follows that $g\left(y_{\mathrm{i}}\right)-g(y) \geq \delta+f_{2}\left(x_{2, \mathrm{i}}\right)-f_{2}(x)$ for every $\mathrm{i} \in J$. Then taking the lower limits we get $0 \geq \delta$ and, hence, $f_{k}\left(x_{k, \mathrm{i}}\right) \rightarrow f_{k}(x)$, for $k=1,2$. Finally, using the following inequalities

$$
f_{1}\left(x_{1, \mathrm{i}}\right)-f_{1}(x) \leq\left\langle x_{1, \mathrm{i}}-x, x_{1, \mathrm{i}}^{*}\right\rangle \leq\left\langle x_{1, \mathrm{i}}-x, x_{1, \mathrm{i}}^{*}\right\rangle+\left\langle x_{2, \mathrm{i}}-x, x_{2, \mathrm{i}}^{*}\right\rangle+f_{2}(x)-f_{2}\left(x_{2, \mathrm{i}}\right) \forall \mathrm{i} \in I,
$$

and taking the limits, we infer that $\left\langle x_{1, \mathrm{i}}-x, x_{1, \mathrm{i}}^{*}\right\rangle \rightarrow 0$.

### 3.3 Banach spaces

In this last section, we show how to recover from our previous results the classical BrøndstedRockafellar Theorem in the context of Banach spaces, for any proper lsc convex functions which are not necessarily epi-pointed. In the case of reflexive spaces, it is an easy exercise, using adequate perturbations of the convex function in order to obtain an epi-pointed function, in the line of Examples 1.10 and 1.12 .

Proposition 3.15 Let $X$ be a reflexive Banach space and $f \in \Gamma_{0}(X)$. Consider $x_{0} \in \operatorname{dom} f$, $\varepsilon \geq 0$ and $x_{0}^{*} \in \partial_{\varepsilon} f\left(x_{0}\right)$. Then there exist $\left(x_{\varepsilon}, x_{\varepsilon}^{*}\right) \in X \times X^{*}$ such that $x_{\varepsilon}^{*} \in \partial f\left(x_{\varepsilon}\right)$, $\left\|x_{\varepsilon}-x_{0}\right\| \leq \sqrt{\varepsilon}$ and $\left\|x_{\varepsilon}^{*}-x_{0}^{*}\right\| \leq \sqrt{\varepsilon}$. In particular, $\operatorname{dom} f \subset \overline{\operatorname{dom} \partial f}$ and $\operatorname{dom} f^{*} \subset \overline{\operatorname{rge} \partial f}$.

Proof. Consider $x_{0}^{*} \in \partial_{\varepsilon} f\left(x_{0}\right)$. We define the function $g(w):=f(w)+\delta_{\mathbb{B}(0, M)}(w)$, where $M \geq\left\|x_{0}\right\|+\varepsilon+\sqrt{\varepsilon}$. It is easy to see that $g$ is epi-pointed, $\operatorname{dom}\left(g^{*}\right)=X^{*}$ and $x_{0}^{*} \in \partial_{\varepsilon} g\left(x_{0}\right)$, hence we apply Theorem 3.8 with $\lambda=\sqrt{\varepsilon}$, and $\beta=0$, to get the existence of $\left(x_{\varepsilon}, x_{\varepsilon}^{*}\right) \in$ $X \times X^{*}$ such that $\left.x_{\varepsilon}^{*} \in \partial g\left(x_{\varepsilon}\right)\right),\left\|x_{0}-x_{\varepsilon}\right\| \leq \sqrt{\varepsilon}$ and $\left\|x_{\varepsilon}^{*}-x_{0}^{*}\right\| \leq \sqrt{\varepsilon}$. From the fact that $x_{\varepsilon} \in \operatorname{int} \mathbb{B}(0, M)$, we conclude that $x_{\varepsilon}^{*} \in \partial f\left(x_{\varepsilon}\right)$.

Proposition 3.16 Let $X$ be a reflexive Banach space and $f \in \Gamma_{0}(X)$. Then $\partial f$ is a maximal monotone operator.

Proof. Let $f \in \Gamma_{0}(X)$ such that for every $\left(x, x^{*}\right) \in \operatorname{gph} \partial f$ we have $\left\langle x^{*}, x\right\rangle \geq 0$. We take the function $g(w):=f(w)+\frac{1}{2}\|x\|^{2}$. Clearly, $g$ is epi-pointed, and so by Theorem $3.10 \partial g$ is a maximal monotone operator. Moreover, for every $x \in X, \partial g(x)=\partial f(x)+\partial \frac{1}{2}\|\cdot\|^{2}(x)$, where $\partial \frac{1}{2}\|\cdot\|^{2}(x)=\left\{x^{*} \in X^{*}:\left\langle x^{*}, x\right\rangle=\|x\|^{2}=\left\|x^{*}\right\|^{2}\right\}$. Then, for every $w^{*} \in \partial g(x)$, $\left\langle w^{*}, x\right\rangle \geq 0$ and by the maximality we get $0 \in \partial g(0)$. Finally, because $\partial f(0)=\partial g(0)$ we obtain $0 \in \partial f(0)$.

Proposition 3.17 Let $X$ be an lcs, $Z$ be a reflexive Banach space, $A \in \mathcal{L}(X, Z), g \in \Gamma_{0}(Z)$, $f:=g \circ A$ and $x \in \operatorname{dom} f$. Then $x^{*} \in \partial f(x)$ if and only if there exists a net $\left(y_{\mathrm{i}}, y_{\mathrm{i}}^{*}\right)_{\mathrm{i} \in I} \subset Z \times Z^{*}$ such that $y_{\mathrm{i}}^{*} \in \partial g\left(y_{\mathrm{i}}\right), y_{\mathrm{i}} \rightarrow y=A x, g\left(y_{\mathrm{i}}\right) \rightarrow g(y),\left\langle y_{\mathrm{i}}-y, y_{\mathrm{i}}^{*}\right\rangle \rightarrow 0$ and $A^{*}\left(y_{\mathrm{i}}^{*}\right) \xrightarrow{w^{*}} x^{*}$.

Proof. Consider the functions $\tilde{g}:=g+\delta_{\mathbb{B}(A(x), 1)}$ and $\tilde{f}:=\tilde{g} \circ A$. We apply Theorem 3.12 to $\tilde{f}$ and obtain the existence of a net $\left(y_{\mathrm{i}}, y_{\mathrm{i}}^{*}\right)_{\mathrm{i} \in I} \in Z \times Z^{*}$ such that $y_{\mathrm{i}}^{*} \in \partial \tilde{g}\left(y_{\mathrm{i}}\right), y_{\mathrm{i}} \rightarrow y=A x$, $g\left(y_{\mathrm{i}}\right) \rightarrow g(y),\left\langle y_{\mathrm{i}}-y, y_{\mathrm{i}}^{*}\right\rangle \rightarrow 0$ and $A^{*}\left(y_{\mathrm{i}}^{*}\right) \xrightarrow{w^{*}} x^{*}$. Because $y_{\mathrm{i}} \rightarrow y=A x$ we can suppose that $y_{\mathrm{i}} \in \operatorname{int} \mathbb{B}(A(x), 1)$, so we have $\tilde{g}\left(y_{\mathrm{i}}\right)=g\left(y_{\mathrm{i}}\right)$ and by Proposition 1.16(a) we have $y_{\mathrm{i}}^{*} \in$ $\partial g\left(y_{\mathrm{i}}\right)$.

Finally we show that Brøndsted-Rockafellar's Theorem can also be obtained from Lemma 3.7.

Theorem 3.18 Let $X$ be a Banach space and $h: X \rightarrow \overline{\mathbb{R}}$ a convex lsc function. If $x_{0}^{*} \in$ $\partial_{\varepsilon^{2}} h\left(x_{0}\right)$, then for every $\eta>0$ there exist $x_{\varepsilon} \in X$ and $x_{\varepsilon}^{*} \in X^{*}$ such that $\left\|x_{0}-x_{\varepsilon}\right\|<\varepsilon+\eta$, $\left\|x_{0}^{*}-x_{\varepsilon}^{*}\right\|<\varepsilon+\eta$ and $x_{\varepsilon}^{*} \in \partial h\left(x_{\varepsilon}\right)$.

Proof. Take a sequence of positive numbers $\left\{\eta_{n}\right\}_{n \geq 1}$, such that $\sum_{n=1}^{\infty} \eta_{n}<\eta$ and $\eta_{0}:=$ $\varepsilon$. We claim that if $x_{n}^{*} \in \partial_{\eta_{n}^{2}} h\left(x_{n}\right)$, then there exists $\left(x_{n+1}, x_{n+1}^{*}\right) \in X \times X^{*}$ such that $\left\|x_{n}-x_{n+1}\right\| \leq \eta_{n},\left\|x_{n}^{*}-x_{n+1}^{*}\right\| \leq \eta_{n}$ and $x_{n+1}^{*} \in \partial_{\eta_{n+1}^{2}} h\left(x_{n+1}\right)$. Take $f:=h^{*}$ and $\rho:=\eta_{n}\|\cdot\|$ and consider the duality pair $\left(X^{*}, w^{*}, X,\|\cdot\|\right)$. Since $x_{n} \in \partial_{\eta^{2}}{ }_{n} f\left(x_{n}^{*}\right) \cap \operatorname{int} \operatorname{dom}\left(f+\rho\left(\cdot-x_{n}^{*}\right)\right)^{*}$ $\left(\operatorname{dom}\left(f+\rho\left(\cdot-x_{n}^{*}\right)\right)^{*} \supseteq \operatorname{dom} h+\eta_{n} \mathbb{B}_{X}(0,1)\right)$, we apply Lemma 3.7 and we conclude that there exists $x_{n+1}^{*} \in X^{*}$ such that $\left\|x_{n+1}^{*}-x_{n}^{*}\right\| \leq \eta_{n}$ and $x_{n} \in \partial\left(f+\rho\left(\cdot-x_{n}^{*}\right)\right)\left(x_{n+1}^{*}\right)$. By applying Proposition $1.16(\mathrm{a})$ in $X^{* *}, x_{n} \in \partial f^{*}\left(x_{n+1}^{*}\right)+\eta_{n} \mathbb{B}_{X^{* *}}$, and so there exists $x^{* *} \in X^{* *}$ such that $x_{n+1}^{*} \in \partial f^{*}\left(x^{* *}\right)$ and $\left\|x_{n}-x^{* *}\right\| \leq \eta_{n}$. Finally, we apply Proposition $1.16(\mathrm{~d})$ to $h$ and $\delta_{\mathbb{B}_{X}\left(x_{n}, \eta_{n}\right)}$ with the duality pair $\left(X,\|\cdot\|, X^{*}, w^{*}\right)$ to get $h^{*} \square \sigma_{\mathbb{B}_{X}\left(x_{n}, \eta_{n}\right)}=\left(h+\delta_{\mathbb{B}_{X}\left(x_{n}, \eta_{n}\right)}\right)^{*}$. Next, we apply Proposition $1.16(\mathrm{c})$ to $h^{*}$ and $\sigma_{\mathbb{B}_{X}\left(x_{n}, \eta_{n}\right)}=\sigma_{\mathbb{B}_{X^{*}}\left(x_{n}, \eta_{n}\right)}$ with the duality pair $\left(X^{*},\|\cdot\|_{*}, X^{* *}, w^{*}\right)$ to get

$$
\operatorname{epi}\left(h^{* *}+\delta_{\mathbb{B}_{X} * *}\left(x_{n}, \eta_{n}\right)\right)=\operatorname{epi}\left(h+\delta_{\mathbb{B}_{X}\left(x_{n}, \eta_{n}\right)}\right)^{* *}=\overline{\operatorname{epi}}^{w^{*}}\left(h+\delta_{\mathbb{B}\left(x_{n}, \eta_{n}\right)}\right) .
$$

Therefore, there exist a net $\left(x_{\mathrm{i}}, \alpha_{\mathrm{i}}\right)_{\mathrm{i} \in I} \in \operatorname{epi}\left(h+\delta_{\mathbb{B}\left(x_{n}, \eta_{n}\right)}\right) \subseteq X \times \mathbb{R}$ such that $x_{\mathrm{i}} \xrightarrow{w^{*}} x^{* *}$ and $\alpha_{\mathrm{i}} \rightarrow h^{*}\left(x^{* *}\right)$, which implies the existence of an element $\mathrm{i}_{0} \in I$ such that $x_{\mathrm{i}_{0}} \in \mathbb{B}\left(x_{n}, \eta_{n}\right)$, $\frac{\eta_{n+1}^{2}}{2}+h^{* *}\left(x^{* *}\right)>\alpha_{\mathrm{i}_{0}} \geq h\left(x_{\mathrm{i}_{0}}\right)$ and $\frac{\eta_{n+1}^{2}}{2}+\left\langle x_{n+1}^{*}, x_{\mathrm{i}_{0}}\right\rangle>\left\langle x_{n+1}^{*}, x^{* *}\right\rangle$ and set $x_{n+1}:=x_{\mathrm{i}_{0}}$. Then we get
$h\left(x_{n+1}\right)+h^{*}\left(x_{n+1}^{*}\right) \leq h^{* *}\left(x^{* *}\right)+h^{*}\left(x_{n+1}^{*}\right)+\frac{\eta_{n+1}^{2}}{2} \leq\left\langle x^{* *}, x_{n+1}^{*}\right\rangle+\frac{\eta_{n+1}^{2}}{2} \leq\left\langle x_{n+1}^{*}, x_{n+1}^{*}\right\rangle+\eta_{n+1}^{2}$,
so the construction of the sequences $x_{n}$ and $x_{n}^{*}$ is done. From the facts that $\left\|x_{n}-x_{n+1}\right\| \leq \eta_{n}$, $\left\|x_{n}^{*}-x_{n+1}^{*}\right\| \leq \eta_{n}$ and $\sum_{\mathrm{i}=1}^{\infty} \eta_{\mathrm{i}}<+\infty$, it follows that $\left(x_{n}, x_{n}^{*}\right)$ is a Cauchy sequence. By the completeness of $X$ and $X^{*}$, we conclude that $\left(x_{n}, x_{n}^{*}\right) \xrightarrow{\|\cdot\|}\left(x_{\varepsilon}, x_{\varepsilon}^{*}\right)$, and so $\left\|x_{0}-x_{\varepsilon}\right\|<\varepsilon+\eta$, $\left\|x_{0}^{*}-x_{\varepsilon}^{*}\right\|<\varepsilon+\eta$. Hence, $x_{\varepsilon}^{*} \in \partial h\left(x_{\varepsilon}\right)$.

## Chapter 4

# Extensions of Zagrodny's Mean Value Theorem, integration theorems and characterization of convexity for a generalized subdifferential of functions defined in locally convex spaces 

### 4.1 Subdifferential on locally convex spaces

Now we begin with an extension of the definition (and also a more general definition in Banach spaces) of quasi presubdifferential. This definition has been adapted from [114] and motivated by the definition of the approximate subdifferential given by Ioffe [61], where the author considers a reduction to finite dimensional spaces and also a reduction to subspaces with nice properties for the Dini-Hadammard subdifferential (called by the author weak trustworthy spaces) using the $\varepsilon$-enlargement of the Dini-Hadammard subdifferential. Also the $\varepsilon$-enlargement can be find in the extension of the Limiting/Mordukhovich subdifferential in any arbitrary Banach space (see for example [84, Chapter I]).

We will simply call this object subdifferential instead of quasi presubdifferential as in 114 .
Definition 4.1 (Family of subdifferential) Consider a directed (by inclusion) family of spaces $\mathcal{L}$ of $X$ which cover $X$ and a directed set $(\mathbb{I}, \preceq)$. A net of operators $\left\{\hat{\partial}_{\mathrm{i}, L}: \mathrm{i} \in \mathbb{I}, L \in \mathcal{L}\right\}$ (ordered by $\left(\mathrm{i}_{1}, L_{1}\right) \leq\left(\mathrm{i}_{2}, L_{2}\right)$ iff $\mathrm{i}_{1} \preceq \mathrm{i}_{2}$ and $L_{1} \subseteq L_{2}$ ) is a family of subdifferentials for a function $f \in \overline{\mathbb{R}}^{X}$ if,

1. $\hat{\partial}_{\mathrm{i}, L} f(x) \subseteq X^{*}$ for all $x \in X, \mathrm{i} \in \mathbb{I}$ and $L \in \mathcal{L}$.
2. $\hat{\partial}_{\mathrm{i}, L} f(x)=\emptyset$ for all $x \notin \operatorname{dom} f, \mathrm{i} \in \mathbb{I}$ and $L \in \mathcal{L}$.
3. For every $L \in \mathcal{L}$ and every $g: X \rightarrow \mathbb{R}$ convex and Lipschitz, if $x_{0}$ is a local minimum
of $f+g$ relative to $L$ with $f\left(x_{0}\right) \in \mathbb{R}$, there exist nets $\left(x_{\alpha}, x_{\alpha}^{*}\right)_{\alpha \in \mathbb{D}} \in X \times X^{*}$ and a subnet $\left(\hat{\partial}_{\mathrm{i}_{\alpha}, L}\right)_{\alpha \in \mathbb{D}}$ of $\left(\hat{\partial}_{\mathrm{i}, L}\right)_{\mathrm{i} \in \mathbb{I}}$ such that $x_{\alpha} \in L, x_{\alpha}^{*} \in \hat{\partial}_{\mathrm{i}_{\alpha}, L} f\left(x_{\alpha}\right), x_{\alpha} \xrightarrow{f} x_{0}, x_{\alpha}^{*} \xrightarrow{w^{*}} x_{0}^{*}$ with $x_{0}^{*} \in-\partial g\left(x_{0}\right)+L^{\perp}$ and $\liminf \left\langle x_{\alpha}^{*}, x_{0}-x_{\alpha}\right\rangle \geq 0$.

When $\{\hat{\partial}\}=\left\{\hat{\partial}_{L, \mathrm{i}}\right\}$ is a singleton we simply say $\hat{\partial}$ is a subdiferential for the function $f$.
Property 3 is a kind of fuzzy controlled sum rule (see 72 and the reference therein for more details and discussions about these properties). It is not difficult to see that all the subdifferentials mentioned in the introduction satisfies Definition 4.1 when the function is defined in a Banach space with appropriate smooth properties, for example: The Gsubdifferential of Ioffe and the Clarke-Rockafellar subdifferential in all Banach spaces, the Fréchet subdifferential and the Limiting/Mordukovich subdifferential in Asplund spaces, the Dini-Hadammard subdifferential in Banach spaces with Gǎteaux differentiable renorm, the proximal subdifferential in Hilbert spaces, etc.

Example 4.2 (Examples of subdifferentials on locally convex spaces) The convex subdifferential and the $\varepsilon$-subdifferential form a family of subdifferentials for proper convex lsc functions. The generalized Clarke-Rockafellar subdifferential, given by

$$
\partial_{C} f(x)=\left\{x^{*} \in X^{*}:\left\langle x^{*}, h\right\rangle \leq f^{\uparrow}(x ; u), \forall h \in X\right\},
$$

where $f^{\uparrow}(x ; u)$ is the generalized Clarke-Rockafellar directional derivative or the lower subderivative of $f$ at $x$ with respect to $u$ (see e.g. [104]), given by

$$
f^{\uparrow}(x ; v)=\limsup _{\substack{x^{\prime} \rightarrow x \\ t \rightarrow 0^{+}}} \inf _{v^{\prime} \rightarrow v} \frac{f\left(x^{\prime}+t v+\right)-f\left(x^{\prime}\right)}{t},
$$

is also a subdifferential for every proper lsc function.
The approximate subdifferential, introduced by Ioffe (see, e.g. $60-62$ ), is given (for a point $x \in \operatorname{dom} f$ ) by

$$
\partial_{A} f(x)=\bigcap_{L \in \mathcal{F}} \limsup \partial_{u \rightarrow x}^{f} \partial^{-} f_{u+L}(u)
$$

where $f_{u+L}:=f+I_{u+F}, \mathcal{F}$ denotes the collection of all finite dimensional subspaces of $X, \partial^{-}$ is the Dini subdifferential and the lim sup is considered with respect to the weak* topology in $X^{*}$. So the families $\partial_{A}$ and $\left\{\partial_{L}^{-}\right\}_{L \in \mathcal{F}}\left(\partial_{L}^{-} f(x):=\partial^{-} f_{x+L}(x)\right)$ are families of subdifferentials for lsc functions. Also for any admissible family $\mathcal{L}$ of weak trustworthy spaces of X (see e.g. [59, 61]), the family $\left\{\partial_{\varepsilon, L}^{-}: \varepsilon>0 ; L \in \mathcal{F}\right\}$ given by $\partial_{\varepsilon, L}^{-} f(x):=\partial_{\varepsilon}^{-} f_{x+L}(x)$, where $\partial_{\varepsilon}^{-}$is the $\varepsilon$-Dini subdifferential.

Given a subdifferential $\partial$ in the sense of [65, Definition 2.1.] and a family of subspaces $\mathcal{L}$ of $X$ such that $\partial$ is trusted on $\mathcal{L}$ (see [65, Definition 2.12.]) and $\mathcal{L}$ covers $X$ (for example $\mathcal{L}=\mathcal{F})$, then the family $\partial_{L} f(x):=\partial f_{x+L}(x)$ with $L \in \mathcal{F}$ is a family of subdifferentials.

The next result is a Theorem on iterated limits, also it can be understood as a diagonal argument for generalized sequences. The proof is very simple but the statement is not widely
known, for this reason we prefer to present this result and make a small remark about applications to lower and upper limits of nets. This result will be crucial in our investigation, in the sense that it allows us to generalize the argument utilized in the proof of the classical result, which considers sequences in the definition of subdifferential instead of nets as in our setting.

Proposition 4.3 [73, Chapter 2 - Theorem 4, p. 69] Let $D$ be a directed set, let $E_{n}$ be a directed set for each $n \in D$, let $F$ be the product $D \times \Pi_{n \in D} E_{n}$, and for $(m, f)$ in $F$ let $R(m, f)=(m, f(m))$. If $S_{(m, n)}$ is a member of a topological space for each $m \in D$ and each $n \in E_{m}$, then $S \circ R$ converges to $\lim _{m} \lim _{n} S(m, n)$ whenever this iterated limit exists.

Remark 4.4 It is important to recall that the previous Proposition is also valid to upper and lower limits in the sense that if $S_{(m, n)}$ are real numbers such that for every $n \in D$, $\liminf S_{(m, n)} \geq S_{n}$ then $\lim \inf S \circ R \geq \liminf S_{n}$. It can be easily proved using the lower topology on $\mathbb{R} \cup\{+\infty\}$ generated by the base of sets of the form $A_{a}:=\{r: r>a\}$ with $a \in[-\infty,+\infty)$, so with this topology it is easy to prove that a net $s_{\alpha} \rightarrow s$ if and only if $\lim \inf s_{\alpha} \geq s$ (see e.g. [73, Chapter 3, Exercise F]).

Lemma 4.5 Consider $C \subseteq X$ convex and closed and $p: X \rightarrow \mathbb{R}$ a continuous seminorm, define $\mathrm{d}_{C}^{p}: X \rightarrow[0,+\infty)$ by $\mathrm{d}_{C}^{p}(x):=\inf _{z \in C} p(x-z)$. Then we have that $\mathrm{d}_{C}$ is Lipschitz and convex, in addition, if there exists $\bar{z} \in C$ such that $\mathrm{d}_{C}^{p}(x)=p(x-\bar{z})$, then $\partial_{c} \mathrm{~d}_{C}^{p}(x) \subseteq$ $\partial_{c} p(x-\bar{z}) \cap N_{C}(\bar{z}) \subseteq \mathbb{B}_{p}(0,1)^{\circ} \cap N_{C}(\bar{z})$.

Proof. First it is clear that $\mathrm{d}_{C}$ is Lipschitz and convex, now given $x^{*} \in \partial \mathrm{~d}_{C}(x), y \in X$ and $\bar{z} \in C$ such that $\mathrm{d}_{C}^{p}(x)=p(x-\bar{z})$

$$
\left\langle x^{*}, y-(x-\bar{z})\right\rangle=\left\langle x^{*}, y+\bar{z}-x\right\rangle \leq \mathrm{d}_{C}^{p}(y+\bar{z})-\mathrm{d}_{C}(x) \leq p(y)-p(x-\bar{z})
$$

which means, $x^{*} \in \partial p(x-\bar{z}) \subseteq B_{p}(0,1)^{\circ}$. Now consider $y \in C$, then

$$
\begin{aligned}
\left\langle x^{*}, y-\bar{z}\right\rangle & =\left\langle x^{*}, y-x\right\rangle+\left\langle x^{*}, x-\bar{z}\right\rangle \leq \mathrm{d}_{C}^{p}(y)-\mathrm{d}_{C}^{p}(x)+\left\langle x^{*}, x-\bar{z}\right\rangle \\
& =0-p(x-\bar{z})+\left\langle x^{*}, x-\bar{z}\right\rangle \leq 0 .
\end{aligned}
$$

Two important tools are needed to develop subdifferential theory, one of them is the definition of subdifferential and the second is the existence of variational principles. In the setting of a Banach space these techniques have been well studied in the last fifty years for lsc functions, such as Ekeland's variational principle, Borwein-Preiss's variational principle, Godefroy's variational principles and smooth variational principles in Asplund spaces among many others ( $14,45,84,89 \mid)$. Outside of Banach space it is impossible to generalize these tools for all lsc functions, for this reason the family of $w$-lsc epi-pointed functions appears to be promising to develop techniques of variation analysis in lcs spaces (see [30] for an extension of classical results of convex analysis in Banach spaces to epi-pointed functions in lcs spaces). The next lemma is a kind of variational principle for this class of functions in a general locally convex space.

Lemma 4.6 An lsc proper convex function $g: X^{*} \rightarrow \overline{\mathbb{R}}$ is $\tau(Y, X)$-continuous at $x^{*} \in \operatorname{dom} g$ if and only if $g^{*}-x^{*}$ is $w(X, Y)$-infcompact. Consequently a w-lsc epi-pointed function $f$ satisfies that $f-x^{*}$ is $w$-infcompact for every $x^{*} \in \operatorname{int}\left(\operatorname{dom} f^{*}\right)$.

Proof. The first part is a classical result in convex analysis (see e.g. 88] and also [77, chapter 6]). The second part is an easy application of the previous result, taking into account that $f^{* *}-x^{*}$ is $w(X, Y)$-infcompact for every $x^{*} \in \operatorname{int}\left(\operatorname{dom} f^{*}\right)$ and $f^{* *} \leq f$, then $\left\{f-x^{*} \leq \lambda\right\} \subseteq$ $\left\{f^{* *}-x^{*} \leq \lambda\right\}$.

Lemma 4.7 Consider $f$ a w-lsc and epi-pointed function, $a, b \in X, x_{0}^{*} \in X^{*}$. Then there exists a continuous seminorm $\rho_{0}$ such that for all seminorm $\rho \geq \rho_{0}$ and $M \geq 1$ the function $H(x):=f(x)-\left\langle x_{0}^{*}, x\right\rangle+M \mathrm{~d}_{[a, b]}^{\rho}(x)$ is $w$-infcompact. Consequently if $c$ is an $\varepsilon^{2}$-minimun of the function $H$. Then for every positive lsc convex function $g$ there exists $c_{\varepsilon}$ such that $g\left(c_{\varepsilon}-c\right) \leq \varepsilon$ and $c_{\varepsilon}$ is a minimum of the function $H(\cdot)+\varepsilon g(\cdot-c)$.

Proof. Take $y_{0}^{*} \in \operatorname{int}\left(\operatorname{dom} f^{*}\right)$, consider $\rho_{0}(x):=\left|\left\langle y_{0}^{*}-x_{0}^{*}, x\right\rangle\right|$, so for all $c \in X$

$$
\begin{aligned}
f(x)-\left\langle x_{0}^{*}, x\right\rangle+M \rho_{0}(x-c) & \geq f(x)-\left\langle x_{0}^{*}, x\right\rangle+\left\langle x_{0}^{*}-y_{0}^{*}, x-c\right\rangle \\
& =f(x)-\left\langle y_{0}^{*}, x\right\rangle-\left\langle x_{0}^{*}-y_{0}^{*}, c\right\rangle
\end{aligned}
$$

Therefore $f(x)-\left\langle x_{0}^{*}, x\right\rangle+M \rho_{0}(x-c)$ is $w$-infcompact, hence for all seminorm $\rho \geq \rho_{0}, f(x)-$ $\left\langle x_{0}^{*}, x\right\rangle+M \rho(x-c)$ is $w$-infcompact. Now we show that $H(x):=f(x)-\left\langle x_{0}^{*}, x\right\rangle+M \mathrm{~d}_{[a, b]}^{\rho}(x)$ is $w$-infcompact. Indeed consider $\alpha \in \mathbb{R}$ and a net $\left(x_{n}\right)_{n \in D} \subset\{x \in X: H(x) \leq \alpha\}$, since $[a, b]$ is compact for all $n \in D$ there exists $u_{n} \in[a, b]$ such that $\mathrm{d}_{[a, b]}^{\rho}\left(x_{n}\right)=\rho\left(x_{n}-u_{n}\right)$. Moreover (taking a subnet) we can assume $u_{n} \rightarrow u \in[a, b]$. Now take $n \in D$ such that for all $n \geq n_{0}$, $\rho\left(u_{n}-u\right) \leq 1$, then for all $n \geq n_{0}, x_{n} \in \Gamma:=\left\{x \in X: f(x)-\left\langle x_{0}^{*}, x\right\rangle+M \rho(x-v) \leq \beta+M\right\}$. Finally because $\Gamma$ is compact, there exists a subnet $\left(z_{j}\right) \rightarrow z$ of $\left(y_{\mathrm{i}}\right)$ (therefore a subnet of $\left.\left(x_{n}\right)\right)$. The second part follows from the fact that the function $H(\cdot)+\varepsilon g(\cdot-c)$ is also $w$-lsc and infcompact, so $H(\cdot)+\varepsilon g(\cdot-c)$ attains its minimum, thus $g\left(c_{\varepsilon}-c\right) \leq \varepsilon$.

In the engineering thesis 92 the following extension of the Zagrodny Mean Value Theorem for $w$-lsc and epi-pointed function in arbitrary locally convex spaces was proved.

Proposition 4.8 Let $(X, \tau)$ be an arbitrary lcs and consider a subdifferential $\hat{\partial}$ for a w-lsc and epi-pointed function $f$. Then for every $a, b \in X$ with $a \in \operatorname{dom} f$ and $a \neq b, r \in \mathbb{R}$ with $r \leq f(b)$ and a continuous seminorm $p$ such that $p(a-b) \neq 0$ there exists a net $\left(x_{\alpha}, x_{\alpha}^{*}\right)_{\beta \in \mathbb{A}} \in X \times X^{*}$ and such that $\left(x_{\alpha}\right)_{\alpha \in \mathbb{A}} \xrightarrow{f} c \in\left[a, b\left[, x_{\alpha}^{*} \in \hat{\partial} f\left(x_{\alpha}\right)\right.\right.$,
(i) $r-f(a) \leq \liminf \left\langle b-a, x_{\alpha}^{*}\right\rangle$.
(iii) $\frac{p(b-c)}{p(b-a)}(r-f(a)) \leq \liminf \left\langle b-x_{\alpha}, x_{\alpha}^{*}\right\rangle$.
(ii) $0 \leq \liminf \left\langle c-x_{\alpha}, x_{\alpha}^{*}\right\rangle$.
(iv) $p(b-a)(f(c)-f(a)) \leq p(c-a)(r-f(a))$.

This first step gives us the idea to extend this result to more abstract constructions in lcs spaces. In this paper we present the following generalization of the above result. The proof of the result is an adaptation of [114], and hence, as stated by the author, an adaptation of the original work of Zagrodny (130].

Theorem 4.9 Consider a family of subdifferentials $\left\{\hat{\partial}_{\mathrm{i}, L}: \mathrm{i} \in \mathbb{I}, L \in \mathcal{L}\right\}$ for a given proper lsc function $f$. Assume that one of the following conditions holds:
(a) The topology on $X$ is generated by a family of seminorms $\left(\rho_{L}\right)_{L \in \mathcal{L}}$, where for every $L \in \mathcal{L},\left(L, \rho_{L}\right)$ is a Banach space, and $\rho_{M} \leq \rho_{L}$ for all $M \subseteq L$.
(b) f is a w-lsc and epi-pointed function.

Then, for every $a, b \in X$ with $a \in \operatorname{dom} f$ and $a \neq b, r \in \mathbb{R}$ with $r \leq f(b)$ and every continuous seminorm $p$ such that $p(a-b) \neq 0$, there exist $c \in\left[a, b\left[\right.\right.$ and $\left(x_{\alpha}, x_{\alpha}^{*}\right)_{\alpha \in \mathbb{A}} \in X \times X^{*}$ such that $\left\{\left(\mathrm{i}_{\alpha}, L_{\alpha}\right)\right\}_{\alpha \in \mathbb{A}}$ is cofinal in $\mathbb{I} \times \mathcal{L},\left(x_{\alpha}\right)_{\alpha \in \mathbb{A}} \xrightarrow{f} c, x_{\alpha}^{*} \in \hat{\partial}_{\mathrm{i}_{\alpha}, L_{\alpha}} f\left(x_{\alpha}\right)$ with $x_{\alpha} \in L_{\alpha}$, and

$$
\begin{array}{ll}
\text { (i) } r-f(a) \leq \liminf _{\alpha}\left\langle b-a, x_{\alpha}^{*}\right\rangle, & \text { (iii) } \frac{p(b-c)}{p(b-a)}(r-f(a)) \leq \liminf _{\alpha}\left\langle b-x_{\alpha}, x_{\alpha}^{*}\right\rangle, \\
\text { (ii) } 0 \leq \liminf _{\alpha}\left\langle c-x_{\alpha}, x_{\alpha}^{*}\right\rangle, & \text { (iv) } \frac{p(b-a)}{p(c-a)}(f(c)-f(a)) \leq(r-f(a)) .
\end{array}
$$

Moreover, if $c \neq a$, then one has $\lim _{\alpha}\left\langle b-a, x_{\alpha}^{*}\right\rangle=r-f(a)$.
Proof. Take $x^{*} \in X^{*}$ such that $\left\langle b-a, x^{*}\right\rangle=r-f(a)$, and consider the function $h=f-x^{*}$; hence, $h(a) \leq h(b)$. Because $h$ is lsc, there exists $c \in[a, b[$ such that $h(c) \leq h(x)$, for all $x \in[a, b]$. Take $\bar{\lambda} \in[0,1[$ such that $c=(1-\bar{\lambda}) a+\bar{\lambda} b$. It follows that $c-a=\bar{\lambda}(b-a)$ and $p(c-a)=\bar{\lambda} p(b-a)$; hence, $f(c)-f(a)=h(c)-h(a)+\left\langle c-a, x^{*}\right\rangle \leq \bar{\lambda}(r-f(a))$, and (iv) follows.

Let $\gamma<h(c)$, so that from the lower semicontinuity of $h$ and the compactness of the closed segment $[a, b]$, we can find (a convex, closed and balanced neighborhood) $U_{\gamma} \in \mathcal{N}_{0}$ such that $\gamma<h(x)$ for all $x \in[a, b]+U_{\gamma}$.

In what follows, we choose $\rho_{0}$ as in Lemma 4.7 (associated with $f, a, b$ and $x^{*}$ ) if $f$ is a $w$-lsc and epi-pointed function, and $\rho_{0}=0$, otherwise. From the previous paragraph, there are $U_{n} \in \mathcal{N}_{0}, n \geq 1$, such that $U_{n+1} \subseteq U_{n} \subset \mathbb{B}_{p+\rho_{0}}=\left\{x \in X: p(x)+\rho_{0}(x) \leq 1\right\}$ (w.l.o.g.) and

$$
h(c)-\frac{1}{n^{2}}<h(x) \quad \forall n \geq 1 \text { and } \forall x \in[a, b]+U_{n} .
$$

We denote $\rho_{n}:=\sigma_{U_{n}^{\circ}}\left(\geq \rho_{0}\right)$ and $\mathrm{d}_{[a, b]}^{n}(x):=\mathrm{d}_{[a, b]}^{\rho_{n}}(x)$, so that

$$
\begin{equation*}
h(c) \leq h(x)+\mathrm{d}_{[a, b]}^{n}(x)+\frac{1}{n^{2}}, \quad \forall x \in U:=[a, b]+U_{1} ; \tag{4.1}
\end{equation*}
$$

indeed, this inequality trivially holds when $x \in[a, b]+U_{n}$, while for $x \in U \backslash\left([a, b]+U_{n}\right)$, we have that $\mathrm{d}_{[a, b]}^{n}(x) \geq 1$ and, so,

$$
h(x)+\mathrm{d}_{[a, b]}^{n}(x) \geq h(c)-1+1 \geq h(c)-\frac{1}{n^{2}} .
$$

Now, we consider the functions $H_{n}(x):=h(x)+\mathrm{d}_{[a, b]}^{n}(x)+\delta_{U}(x), n \geq 1$, which satifies $H_{n}(c) \leq \inf _{U} H_{n}+\frac{1}{n^{2}}$, thanks to 4.1. To continue, we proceed by analyzing the alternative of the current theorem:

1. If we are in case (a) , we may assume w.l.o.g. that the $\rho_{L}$ 's are such that

$$
\mathbb{B}_{\rho_{L}} \subseteq \operatorname{int}\left(U_{1}\right), \forall L \in \mathcal{L}
$$

Then, for each $n \geq 1$ and $L \in \mathcal{L}$, by applying the Ekeland variational principle in the Banach space $\left(L, \rho_{L}\right)$ we find a minimum $u \in L$ of the function $H_{n}(\cdot)+n^{-1} \rho_{L}(\cdot-u)$ on $L$ such that $\rho_{L}(c-u) \leq 1 / n$.
2. In the case of (b) , we choose a family of seminorms $\left\{\rho_{j}\right\}_{\in \mathbb{J}}$ that generates the topology on $X$ and such that $\mathbb{B}_{\rho_{j}} \subseteq \operatorname{int}\left(U_{1}\right), \forall j \in \mathbb{J}$, where $\mathbb{J}$ is an ordered set satisfying $\rho_{j_{1}} \leq \rho_{j_{2}}$ whenever $j_{1} \leq j_{2}$. Then, by applying Lemma 4.7, for each $n \geq 1, j \in \mathbb{J}$, and $L \in \mathcal{L}$, we find a minimum $u \in L$ of the function $H_{n}(\cdot)+n^{-1} \rho_{j}(\cdot-c)+\delta_{L}$ such that $\rho_{j}(c-u) \leq 1 / n$.

Consequently, in each one of the two cases above there exist an ordered set $\mathbb{J}$, a cofinal set $\mathbb{D} \subseteq \mathbb{N} \times \mathbb{J} \times \mathcal{L}$ and nets $\left(u_{n, j, L}\right)_{(n, j, L) \in \mathbb{D}},\left(v_{n, j, L}\right)_{(n, j, L) \in \mathbb{D}}$ such that

$$
p_{j}\left(u_{n, j, L}-c\right) \leq \frac{1}{n}, H_{n}\left(u_{n, j, L}\right) \leq H_{n}(c), u_{n, j, L} \text { is a minimum of } H_{n}+n^{-1} p_{j}\left(\cdot-v_{n, j, L}\right)
$$

hence,

$$
\begin{equation*}
u_{n, j, L} \rightarrow c \tag{4.2}
\end{equation*}
$$

Moreover, since $\mathbb{B}_{\rho_{j}} \subseteq \operatorname{int}\left(U_{1}\right)$, we obtain that $\left(u_{n, j, L}\right) \subset \operatorname{int}(U)$, and this yields that each $u_{n, j, L}$ is a local minimum of the function $f-x^{*}+\mathrm{d}_{[a, b]}^{n}+n^{-1} p_{j}\left(\cdot-v_{n, j, L}\right)$ over $L$. Thus, by Definition 4.1, for each $\omega:=(n, j, L) \in \mathbb{D}$ there exists a net $\left(x_{\alpha, \omega}, x_{\alpha, \omega}^{*}\right)_{\alpha \in \Lambda_{\omega}} \subseteq X \times X^{*}$, together with elements

$$
\begin{equation*}
v_{\omega}^{*} \in \partial \mathrm{~d}_{[a, b]}^{n}\left(u_{n, j, L}\right) \text { and } b_{n, j, L}^{*} \in\left(\mathbb{B}_{p_{j}}\right)^{\circ}, \tag{4.3}
\end{equation*}
$$

such that:

1) $x_{\alpha, \omega}^{*} \in \hat{\partial}_{\mathrm{i}_{\alpha}, L} f\left(x_{\alpha, \omega}\right)$,
2) $u_{n, j, L}^{*} \in x^{*}-\left(v_{n, j, L}^{*}+\frac{1}{n} b_{n, j, L}^{*}\right)+L^{\perp}$,
3) $x_{\alpha, \omega} \xrightarrow{f} u_{n, j, L}$,
4) $x_{\alpha, \omega}^{*} \xrightarrow{w^{*}} u_{n, j, L}^{*}$,
5) $\liminf _{\alpha}\left\langle x_{\alpha, \omega}^{*}, u_{n, j, L}-x_{\alpha, \omega}\right\rangle \geq 0$.

Observe that, due to 4) and 5),

$$
\begin{align*}
\liminf _{\alpha}^{\inf }\left\langle c-x_{\alpha, \omega}, x_{\alpha, \omega}^{*}\right\rangle & \geq \liminf _{\alpha}\left\langle u_{n, j, L}-x_{\alpha, \omega}, x_{\alpha, \omega}^{*}\right\rangle+\liminf _{\alpha}\left\langle c-u_{n, j, L}, x_{\alpha, \omega}^{*}\right\rangle \\
& \geq \liminf _{\alpha}\left\langle c-u_{n, j, L}, x_{\alpha, \omega}^{*}\right\rangle=\left\langle c-u_{n, j, L}, u_{n, j, L}^{*}\right\rangle . \tag{4.4}
\end{align*}
$$

Let $y_{n, j, L} \in[a, b]$ be such that $\mathrm{d}_{[a, b]}^{n}\left(u_{n, j, L}\right)=\rho_{n}\left(u_{n, j, L}-y_{n, j, L}\right)$; because $u_{n, j, L} \rightarrow_{n, j, L} c$ and $c \neq b$, we may suppose w.l.o.g. that $y_{n, j, L} \neq b$ for all $(n, j, L) \in \mathbb{D}$, and so we write $y_{n, j, L}=\left(1-\lambda_{n, j, L}\right) a+\lambda_{n, j, L} b$ for some $\lambda_{n, \nu, L} \in[0,1[$. Moreover, by Lemma 4.5 we have that

$$
\begin{equation*}
\partial \mathrm{d}_{[a, b]}^{n}\left(u_{n, j, L}\right) \subseteq \partial \rho_{n}\left(u_{n, j, L}-y_{n, j, L}\right) \cap N_{[a, b]}\left(y_{n, j, L}\right) \subseteq \mathbb{B}_{\rho_{n}}^{\circ} \cap N_{[a, b]}\left(y_{n, j, L}\right) \tag{4.5}
\end{equation*}
$$

Then due to 4.3), $v_{n, j, L}^{*}$ satisfies

$$
\left(\lambda-\lambda_{n, \nu, L}\right)\left\langle b-a, v_{n, j, L}^{*}\right\rangle=\left\langle(1-\lambda) a+\lambda b-y_{n, j, L}, v_{n, j, L}^{*}\right\rangle \leq 0 \text { for all } \lambda \in[0,1],
$$

which yields

$$
\begin{equation*}
\left\langle b-a, v_{n, j, L}^{*}\right\rangle \leq 0 ; \tag{4.6}
\end{equation*}
$$

moreover, when $y_{n, j, L} \neq a$, we have $\left.\lambda_{n, \nu, L} \in\right] 0,1[$ and the last inequality implies that

$$
\begin{equation*}
\left\langle b-a, v_{n, j, L}^{*}\right\rangle=0 . \tag{4.7}
\end{equation*}
$$

In particular, since $c \in[a, b[$ we also have (recall the first inclusion in (4.5))

$$
\begin{align*}
\left\langle c-u_{n, j, L}, v_{n, j, L}^{*}\right\rangle & =\left\langle c-y_{n, j, L}, v_{n, j, L}^{*}\right\rangle-\left\langle u_{n, j, L}-y_{n, j, L}, v_{n, j, L}^{*}\right\rangle \\
& \leq\left\langle y_{n, j, L}-u_{n, j, L}, v_{n, j, L}^{*}\right\rangle \leq-\rho_{n}\left(u_{n, j, L}-y_{n, j, L}\right) \leq 0 . \tag{4.8}
\end{align*}
$$

We may assume that $a, b \in L$ for all $L \in \mathcal{L}$. Then, on the one hand, using 2) and 4.6 we get

$$
\begin{align*}
\left\langle b-a, u_{n, j, L}^{*}\right\rangle & =\left\langle b-a, x^{*}\right\rangle-\left\langle b-a, v_{n, j, L}^{*}\right\rangle-\frac{1}{n}\left\langle b-a, b_{n, j, L}^{*}\right\rangle  \tag{4.9}\\
& \geq\left\langle b-a, x^{*}\right\rangle-\frac{1}{n} p_{j}(b-a)=r-f(a)-\frac{1}{n} p_{j}(b-a)
\end{align*}
$$

and so, because $\lim \frac{1}{n} p_{j}(b-a)=0$ (w.l.o.g.), we deduce that that

$$
\begin{equation*}
\liminf _{n, j, L}\left\langle b-a, u_{n, j, L}^{*}\right\rangle \geq r-f(a) \tag{4.10}
\end{equation*}
$$

On the other hand, by using again 2) and the fact that $a, b, u_{n, j, L} \in L$, together with (4.8), we get

$$
\begin{aligned}
\left\langle c-u_{n, j, L}, u_{n, j, L}^{*}\right\rangle & =\left\langle c-u_{n, j, L}, x^{*}\right\rangle-\left\langle c-u_{n, j, L}, v_{n, j, L}^{*}\right\rangle-\frac{1}{n}\left\langle c-u_{n, j, L}, b_{n, j, L}^{*}\right\rangle \\
& \geq\left\langle c-u_{n, j, L}, x^{*}\right\rangle-\frac{1}{n} p_{j}\left(c-u_{n, j, L}\right) \geq\left\langle c-u_{n, j, L}, x^{*}\right\rangle-\frac{1}{n^{2}},
\end{aligned}
$$

which gives us

$$
\begin{equation*}
\liminf _{n, j, L}\left\langle c-u_{n, j, L}, u_{n, j, L}^{*}\right\rangle \geq 0 \tag{4.11}
\end{equation*}
$$

Also, from the inequality $H_{n}\left(u_{n, j, L}\right) \leq H_{n}(c)$, we get $f\left(u_{n, j, L}\right) \leq f(c)-\left\langle c-u_{n, j, L}, x^{*}\right\rangle$, which implies that

$$
f(c) \leq \liminf _{n, j, L} f\left(u_{n, j, L}\right) \leq \limsup _{n, j, L} f\left(u_{n, j, L}\right) \leq f(c),
$$

and this together with 4.2 prove that $u_{n, j, L} \xrightarrow{f} c$.
Finally, we consider the set $\mathbb{A}=\mathbb{D} \times \Pi_{(n, j, L) \in \mathbb{D}} \Lambda(n, j, L)$ that we order by the relation

$$
\left(\nu_{1}, T_{1}\right) \preceq\left(\nu_{2}, T_{2}\right) \text { if and only if } \nu_{1} \leq \nu_{2} \text { and } T_{1}(q) \leq T_{1}(q) \text { for all } q \in D,
$$

and define the net $\left(x_{q, T}, x_{q, T}^{*}\right)_{(q, T) \in \mathbb{A}}$ as $x_{q, T}:=x_{T(q)}$ and $x_{q, T}^{*}:=x_{T(q)}^{*}$. We are going to check that the previous net satisfies the conclusions of the theorem. By taking into account Lemma 4.3. from the paragraph above the following statements hold true:
i) $x_{q, T}^{*} \in \hat{\partial}_{\mathrm{i}_{T(q), L}} f\left(x_{q, T}\right)$, due to 1)
ii) $x_{q, T} \stackrel{f}{\rightarrow}_{q, T} c$, thanks to 4.2 and 3 )
iii) $\liminf _{q, T}\left\langle b-a, x_{q, T}^{*}\right\rangle \geq r-f(a)$, by (4.10) and 4) (see, also, Remark 4.4),
iv) $\liminf _{q, T}\left\langle c-x_{q, T}, x_{q, T}^{*}\right\rangle \geq 0$, by (4.4) and (4.11) (see Remark 4.4).

Moreover, since that $b-c=(1-\bar{\lambda})(b-a)$, by using the last statements (iii) and (iv) we obtain, for every $p \geq p_{0}$,

$$
\begin{aligned}
\liminf _{q, T}\left\langle b-x_{q, T}, x_{q, T}^{*}\right\rangle & =\liminf _{q, T}\left((1-\bar{\lambda})\left\langle b-a, x_{q, T}^{*}\right\rangle+\left\langle c-x_{q, T}, x_{q, T}^{*}\right\rangle\right) \\
& \geq(1-\bar{\lambda}) \liminf _{q, T}\left\langle b-a, x_{q, T}^{*}\right\rangle+\liminf _{q, T}\left\langle c-x_{q, T}, x_{q, T}^{*}\right\rangle \\
& \geq(1-\bar{\lambda})(r-f(a))=\frac{p(b-c)}{p(b-a)}(r-f(a)) .
\end{aligned}
$$

The main statement of the theorem is proved. If $c \neq a$, then $y_{n, j, L} \neq a$ and by (4.7) we obtain that $\left\langle b-a, v_{n, j, L}^{*}\right\rangle=0$, which by (4.9) gives us

$$
\left\langle b-a, u_{n, j, L}^{*}\right\rangle \rightarrow r-f(a) .
$$

Then, using again Lemma 4.3 we also may suppose that $\lim _{q, T}\left\langle b-a, x_{q, T}^{*}\right\rangle=0$.
Remark 4.10 It is easy to see that, when the space $X$ is metrizable and the sets $\mathcal{L}$ and $I$ have countable cofinal sets, we can take sequences instead of nets. Indeed assume that there are nets $\left(x_{\alpha}, x_{\alpha}^{*}\right)$ which satisfy the properties of the theorem above and let $\left(L_{n}\right)_{n \in \mathbb{N}}$ and $\left(\mathrm{i}_{n}\right)_{n \in \mathbb{N}}$ be countable cofinal sets in $\mathcal{L}$ and $\mathbb{I}$ respectively. Then for every $n \in \mathbb{N}$, there exists $\alpha \in \mathbb{D}$ and $x_{\alpha}^{*} \in \hat{\partial}_{L_{\alpha}, \mathrm{i}_{\alpha}} f\left(x_{\alpha}\right)$ such that $L_{n} \subseteq L_{\alpha}, \mathrm{i}_{n} \leq \mathrm{i}_{\alpha}, \mathrm{d}\left(c, x_{\alpha}\right) \leq 1 / n,\left|f\left(x_{\alpha}\right)-f(c)\right| \leq 1 / n$, $r-f(a) \leq\left\langle b-a, x_{\alpha}^{*}\right\rangle+1 / n, 0 \leq\left\langle c-x_{\alpha}, x_{\alpha}^{*}\right\rangle+1 / n, \frac{p(b-c)}{p(b-a)}(r-f(a)) \leq\left\langle b-x_{\alpha}, x_{\alpha}^{*}\right\rangle+1 / n$, which proves the assertion.

The next corollary is the density of the domain of the subdifferential. This class of theorems are also known as Like-Brøndsted-Rockafellar Theorems. The generalization for the convex case of an epi-pointed lsc function has been proved in 30 .

Corollary 4.11 In the setting of Theorem 4.9 if $x \in \operatorname{dom} f$, then there exists $\left(x_{\beta}, x_{\beta}^{*}\right)_{\beta \in \mathbb{U}} \subseteq$ $\operatorname{gph} \hat{\partial}_{L_{\beta}, \mathrm{i}_{\beta}} f$ such that $x_{\beta} \xrightarrow{f} x$ and $\lim \inf \left\langle x-x_{\beta}, x_{\beta}^{*}\right\rangle \geq 0$. In particular,

$$
\operatorname{dom} f \subseteq \limsup _{L, \mathrm{i}} \operatorname{dom} \hat{\partial}_{L, \mathrm{i}} f .
$$

Proof. Let $x \in \operatorname{dom} f$. First assume that $x$ is a local minimum of $f$, then for every $L \in \mathcal{L}$, $x$ is a local minimum of $f$ relative to $L$, so there exists a net $\left(x_{\alpha}, x_{\alpha}^{*}\right) \in \operatorname{gph} \partial_{L, \mathrm{i}_{\alpha}}$ with $\alpha \in \mathbb{D}(L)$ and $x_{L}^{*} \in L^{\perp}$ such that $x_{\alpha} \xrightarrow{f} x$ and $x_{\alpha}^{*} \xrightarrow{w^{*}} x_{L}^{*}$ and $\lim \inf \left\langle x-x_{\alpha}, x_{\alpha}^{*}\right\rangle \geq 0$. Then we define the set $\mathbb{U}=\mathcal{L} \times \Pi_{L \in \mathcal{L}} \mathbb{D}(L)$ and the nets $y_{L, T}=x_{T(L)}$ and $y_{L, T}^{*}=x_{T(L)}^{*}$ and applying Proposition 4.3 we get the conclusion. Now assume that $x$ is not a local minimum, because
$f$ is lsc we can find a net $\left(x_{\nu}\right)_{\nu \in \mathcal{N}} \xrightarrow{f} x$ with $f\left(x_{\nu}\right)<f(x)$. Then Theorem 4.9 applied to $x_{\nu}, x$ and $r=f(x)$ and $\rho_{\nu}$, with a seminorm $\rho_{\nu}$ such that $\rho_{\nu}\left(x_{\nu}-x\right) \neq 0$, yields that for every $\nu$ there exists a net $\left(z_{\alpha}, z_{\alpha}^{*}\right)_{\alpha \in \mathbb{D}(\nu)}$ such that $z_{\alpha}^{*} \in \hat{\partial}_{L_{\alpha}, \mathrm{i}_{\alpha}} f\left(z_{\alpha}\right), z_{\alpha} \xrightarrow{f} c_{\nu} \in\left[x_{\nu}, x[, 0<\right.$ $\frac{\rho_{\nu}\left(x-c_{\nu}\right)}{\rho_{\nu}\left(x-x_{\nu}\right)}\left(f(x)-f\left(x_{\nu}\right)\right) \leq \liminf \left\langle x-z_{\alpha}, z_{\alpha}^{*}\right\rangle$ and $f\left(c_{\nu}\right) \leq f\left(x_{\nu}\right)+\frac{\rho_{\nu}\left(c_{\nu}-x_{\nu}\right)}{\rho_{\nu}\left(x-x_{\nu}\right)}\left(f(x)-f\left(x_{\nu}\right)\right) \leq$ $f(x)$ (because $\frac{\rho_{\nu}\left(c_{\nu}-x_{\nu}\right)}{\rho_{\nu}\left(x-x_{\nu}\right)} \leq 1$ ). So limsup $f\left(c_{\nu}\right) \leq f(x)$ and by lsc of $f$ and the fact that for every seminorm $p$ we have $p\left(x-c_{\nu}\right) \leq p\left(x-x_{\nu}\right) \rightarrow 0$, we conclude $c_{\nu} \xrightarrow{f} x$. Finally taking the order set $\mathbb{U}=\mathcal{N} \times \Pi_{\nu \in \mathcal{N}} \mathbb{D}(\nu)$ and defining $w_{j, T}=z_{T(j)}$ and $w_{j, T}^{*}=z_{T(j)}^{*}$ and using Proposition 4.3 we get the conclusion.

The following statement is a classical result about the continuity and directional differentiability of convex functions over the real line (see e.g. [105, Theorems 10.1 and Theorem 24.1]).

Proposition 4.12 Let $h \in \Gamma_{0}(\mathbb{R})$ be such that $\operatorname{int}(\operatorname{dom} h) \neq \emptyset$, then the following assertions hold
i) $h$ is continuous relative to dom $h$; moreover, $h$ is Lipschitz on every compact interval included in $\operatorname{int}(\operatorname{dom} h)$ and for all $t \in \operatorname{dom} h$.

$$
\begin{aligned}
& h_{+}^{\prime}(t):=\lim _{t^{\prime} \backslash t} \frac{h\left(t^{\prime}\right)-h(t)}{t-t} \\
&=\inf _{t^{\prime}>t} \frac{h\left(t^{\prime}\right)-h(t)}{t^{\prime}-t} \in \overline{\mathbb{R}}, \\
& h_{-}^{\prime}(t):=\lim _{t^{\prime} \uparrow t} \frac{f\left(t^{\prime}\right)-f(t)}{t-t}=\sup _{t^{\prime}<t} \frac{h(t)-h(t)}{t^{\prime}-t} \in \overline{\mathbb{R}},
\end{aligned}
$$

and $h_{-}^{\prime}(t) \leq h_{+}^{\prime}(t)$.
ii) Let $t_{1}, t_{2} \in \operatorname{dom} h, t_{1}<t_{2}$, then $h_{+}^{\prime}\left(t_{1}\right) \leq h_{-}^{\prime}\left(t_{2}\right)$. Therefore $h_{+}^{\prime}$ and $h_{-}^{\prime}$ are nondecreasing on $\operatorname{dom} h$ and for every $t \in \operatorname{dom} h$

$$
h_{+}^{\prime}(t)=\lim _{t^{\prime} \downarrow t} h_{+}^{\prime}\left(t^{\prime}\right)=\lim _{t \downarrow t_{0}} h_{-}^{\prime}\left(t^{\prime}\right), \text { and } h_{-}^{\prime}(t)=\lim _{t^{\prime} \uparrow t} h_{+}^{\prime}\left(t^{\prime}\right)=\lim _{t \uparrow t_{0}} h_{-}^{\prime}\left(t^{\prime}\right)
$$

The following (classical) result is due to Thibault-Zagrodny in the setting of Banach spaces [117, Theorem 2.1]. More general approaches, which consider a nonconvex function $g$ can be found in 118, Theorem 3.2]. We adapt the proof of the classical statement ( 117 , Theorem 2.1]) to our framework.

Theorem 4.13 In the setting of Theorem 4.9, consider a function $g \in \Gamma(X)$ and a continuous seminorm $\rho$. Suppose there exist $\varepsilon \geq 0$, a net $\left(\varepsilon_{\mathrm{i}}\right)_{\mathrm{i} \in I} \downarrow \varepsilon$ and an open convex set $U$ with $U \cap \operatorname{dom} f \neq \emptyset$ such that

$$
\hat{\partial}_{L, \mathrm{i}} f(x) \subseteq \partial g(x)+\varepsilon_{\mathrm{i}} \mathbb{B}_{\rho}(0,1)^{\circ}+L^{\perp}, \quad \forall x \in C, \forall \mathrm{i} \in \mathbb{I}, \forall L \in \mathcal{L}
$$

Then $C \cap \operatorname{dom} f=C \cap \operatorname{dom} g$ and for all $x \in C, y \in C \cap \operatorname{dom} f$ one has

$$
\begin{equation*}
g(x)-g(y)-\varepsilon \rho(x-y) \leq f(x)-f(y) \leq g(x)-g(y)+\varepsilon \rho(x-y) \tag{4.12}
\end{equation*}
$$

First we prove the following two lemmas.

Lemma 4.14 Let $y \in C \cap \operatorname{dom} f \cap \operatorname{dom} g$ and $x \in C \cap \operatorname{dom} g$. Consider $\gamma>\varepsilon$ and $a$ continuous seminorm $\bar{\rho}$ such that $\bar{\rho}(x-y) \neq 0$ and $\bar{\rho} \geq p$. Consider $u:=\frac{x-y}{\bar{\rho}(x-y)}$ and $h: \mathbb{R} \rightarrow \overline{\mathbb{R}}$, given by $h(t):=g(y+t u)$ and assume that $g^{\prime}(y, u) \in \mathbb{R}$. Then $h \in \Gamma_{0}(\mathbb{R})$, $h$ is continuous on $\operatorname{dom} h \supseteq[0, \bar{\rho}(x-y)], h_{+}^{\prime}(t)=g^{\prime}(y+t u, u)$ for all $t \in \operatorname{dom} h$ and there exists $x_{0}=y+t_{0} u$ with $t_{0} \in(0, p(x-y))$ such that

$$
f\left(x_{0}\right)-f(y) \leq g\left(x_{0}\right)-g(y)+\gamma \bar{\rho}\left(x_{0}-y\right)
$$

Proof. Clearly $h \in \Gamma(\mathbb{R})$ and $[0, \bar{\rho}(x-y)] \subseteq \operatorname{dom} h$, so by Proposition $4.12 h$ is continuous on $\operatorname{dom} h, h_{+}^{\prime}(t)=g^{\prime}(y+t u, u)$ for all $t \in \operatorname{dom} h$ and

$$
\lim _{t \downarrow 0} g^{\prime}(y+t u, u)=\lim _{t \downarrow 0} h_{+}^{\prime}(t)=h_{+}^{\prime}(0)=g^{\prime}(y, u),
$$

by our assumption $g^{\prime}(y, u)$ is finite, therefore there exists $t_{0} \in(0, \bar{\rho}(x-y))$ such that $g^{\prime}(y+$ $\left.t_{0} u, u\right) \leq g^{\prime}(y, u)+\frac{1}{2}(\gamma-\varepsilon)$. Define $\left.x_{0}:=y+t_{0} u \in\right] y, x[$, hence

$$
g^{\prime}\left(x_{0}, u\right) \leq \frac{g\left(y+t_{0} u\right)-g(y)}{t_{0}}+\frac{1}{2}(\gamma-\varepsilon)=\frac{g\left(x_{0}\right)-g(y)}{\bar{\rho}\left(x_{0}-y\right)}+\frac{1}{2}(\gamma-\varepsilon) .
$$

We claim that $f\left(x_{0}\right)-f(y) \leq g\left(x_{0}\right)-g(y)+\gamma \bar{\rho}\left(x_{0}-y\right)$. Indeed suppose it does not hold, which means $f\left(x_{0}\right)-f(y)>g\left(x_{0}\right)-g(y)+\gamma \bar{\rho}\left(x_{0}-y\right)$. Choose $r \in \mathbb{R}$ such that $r \leq f\left(x_{0}\right)$ and $r-f(y)>g\left(x_{0}\right)-g(y)+\gamma \bar{\rho}\left(x_{0}-y\right)$. By Theorem 4.9 there exists $x_{\alpha} \rightarrow z \in\left[y, x_{0}[\right.$ and $x_{\alpha}^{*} \in \hat{\partial}_{\mathrm{i}_{\alpha}, L_{\alpha}} f\left(x_{\alpha}\right)$ such that $x_{\alpha} \in L_{\alpha}$ and $\bar{\rho}\left(x_{0}-z\right)(r-f(y)) \leq \bar{\rho}\left(x_{0}-y\right) \liminf \left\langle x_{0}-x_{\alpha}, x_{\alpha}^{*}\right\rangle$. Without loss of generality we may assume that $x_{0} \in L_{\alpha}$ for all $\alpha$. Since $\bar{\rho}\left(x_{0}-x_{\alpha}\right) \rightarrow \bar{\rho}\left(x_{0}-z\right)$ we have

$$
\frac{r-f(y)}{\bar{\rho}\left(x_{0}-y\right)} \leq \liminf \left\langle\frac{x_{0}-x_{\alpha}}{\bar{\rho}\left(x_{0}-x_{\alpha}\right)}, x_{\alpha}^{*}\right\rangle .
$$

Then there exists $\alpha_{0}$ such that for all $\alpha \geq \alpha_{0}$

$$
\left\langle\frac{x_{0}-x_{\alpha}}{\bar{\rho}\left(x_{0}-x_{\alpha}\right)}, x_{\alpha}^{*}\right\rangle>\frac{g\left(x_{0}\right)-g(y)}{\bar{\rho}\left(x_{0}-y\right)}+\gamma .
$$

Since $x_{\alpha} \rightarrow z \in\left[y, x_{0}\left[\subseteq C\right.\right.$, we may assume that $x_{\alpha} \in C$ for all $\alpha \geq \alpha_{0}$. So by our assumption we can assume that $x_{\alpha}^{*}=z_{\alpha}^{*}+\varepsilon_{\mathrm{i}_{\alpha}} u_{\alpha}^{*}+\lambda_{\alpha}^{*}$ with $z_{\alpha}^{*} \in \partial g\left(x_{\alpha}\right), u_{\alpha}^{*} \in \mathbb{B}_{\rho}(0,1)^{\circ}$ and $\lambda_{\alpha}^{*} \in L_{\alpha}{ }^{\perp}$ for all $\alpha \geq \alpha_{0}$. Hence

$$
\frac{g\left(x_{0}\right)-g\left(x_{\alpha}\right)}{\bar{\rho}\left(x_{0}-x_{\alpha}\right)} \geq\left\langle\frac{x_{0}-x_{\alpha}}{\bar{\rho}\left(x_{0}-x_{\alpha}\right)}, z_{\alpha}^{*}\right\rangle>\frac{g\left(x_{0}\right)-g(y)}{\bar{\rho}\left(x_{0}-y\right)}+\gamma-\varepsilon_{\mathrm{i}_{\alpha}} \quad \forall \alpha \geq \alpha_{0}
$$

so taking into account the lower semi-continuity of $g$ we get

$$
\begin{equation*}
\frac{g\left(x_{0}\right)-g(z)}{\bar{\rho}\left(x_{0}-z\right)} \geq \frac{g\left(x_{0}\right)-g(y)}{\bar{\rho}\left(x_{0}-y\right)}+\gamma-\varepsilon \geq g^{\prime}\left(x_{0}, u\right)+\frac{1}{2}(\gamma-\varepsilon)>g^{\prime}\left(x_{0}, u\right) . \tag{4.13}
\end{equation*}
$$

Since $z \in\left[y, x_{0}\left[, z=y+s u\right.\right.$ for some $s \in\left[0, t_{0}[\right.$ and using the convexity of $h$ we get the following inequality

$$
\frac{g\left(x_{0}\right)-g(z)}{\bar{\rho}\left(x_{0}-z\right)}=\frac{h\left(t_{0}\right)-h(s)}{t_{0}-s} \leq h_{-}^{\prime}\left(t_{0}\right) \leq h_{+}^{\prime}\left(t_{0}\right)=g^{\prime}\left(x_{0}, u\right)
$$

which contradicts 4.13). Therefor, necessarily we have that $f\left(x_{0}\right)-f(y) \leq g\left(x_{0}\right)-g(y)+$ $\gamma \bar{\rho}\left(x_{0}-y\right)$.

Lemma 4.15 Let $y \in C \cap \operatorname{dom} f \cap \operatorname{dom} \partial g$ and $x \in C \cap \operatorname{dom} g$. Consider $\gamma>\varepsilon$ and $a$ continuous seminorm $\bar{\rho}$ such that $\bar{\rho}(x-y) \neq 0$ and $\bar{\rho} \geq p$. Then $f(x)-f(y) \leq g(x)-g(y)+$ $\gamma p(x-y)$.

Proof. Consider $u:=\frac{x-y}{\bar{\rho}(x-y)}$, since $\partial g(y) \neq \emptyset$, we have that $\frac{g(x)-g(y)}{\bar{\rho}(x-y)} \geq g^{\prime}(y, u)>-\infty$, which means $g^{\prime}(y, u) \in \mathbb{R}$. Then by Lemma 4.14 there exist $x_{0}=y+t_{0} u$ with $t_{0} \in(0, \bar{\rho}(x-y))$ such that

$$
f\left(x_{0}\right)-f(y) \leq g\left(x_{0}\right)-g(y)+\gamma \bar{\rho}\left(x_{0}-y\right)
$$

Now define $T=\{t \in(0, \bar{\rho}(x-y)]: f(y+t u)-f(y) \leq g(y+t u)-g(y)+\gamma t\}$ and consider $\bar{t}:=\sup T$, because $f$ is lsc and $h$ (the same definition as in Lemma 4.14) is continuous on $[0, \bar{\rho}(x-y)]$ (see Lemma 4.14), we obtain $\bar{t} \in T$. Moreover suppose that $\bar{t}<\bar{\rho}(x-y)$, define $\bar{y}=y+\bar{t} u$ and noticing that $u=\frac{x-\bar{y}}{\bar{\rho}(x-\bar{y})}$ and $\bar{y} \in C \cap \operatorname{dom} f \cap \operatorname{dom} g$, besides

$$
\frac{h(\bar{\rho}(x-y))-h(\bar{t})}{\bar{\rho}(x-y)-\bar{t}}=\frac{g(x)-g(\bar{y})}{\bar{\rho}(x-\bar{y})} \geq g^{\prime}(\bar{y}, u)=h_{+}^{\prime}(\bar{t}) \geq h_{+}^{\prime}(0)=g^{\prime}(y, u)>-\infty .
$$

Hence $g^{\prime}(\bar{y}, u) \in \mathbb{R}$, again using Lemma 4.14 there exists $x_{0}=\bar{y}+s_{0} u$ with $s_{0} \in(0, \bar{\rho}(x-\bar{y}))$ such that

$$
f\left(\bar{y}+s_{0} u\right)-f(\bar{y}) \leq g\left(\bar{y}+s_{0} u\right)-g(\bar{y})+\gamma \bar{\rho}\left(x_{0}-\bar{y}\right)=g\left(\bar{y}+s_{0} u\right)-g(\bar{y})+\gamma s_{0},
$$

then adding $f(\bar{y})-f(y) \leq g(\bar{y})-g(y)+\bar{t} \gamma$ we get

$$
f\left(y+\left(\bar{t}+s_{0}\right) u\right)-f(y) \leq g\left(y+\left(\bar{t}+s_{0}\right) u\right)-g(y)+\left(\bar{t}+s_{0}\right) \gamma,
$$

which contradicts the choice of $\bar{t}$. Hence $\bar{t}=\bar{\rho}(x-y)$.

Proof of Theorem 4.13 First assume that $y \in C \cap \operatorname{dom} f \cap \operatorname{dom} \partial g, x \in C \cap \operatorname{dom} g$ and $x \neq y$ and choose a seminorm $\rho_{0}$ such that $\rho_{0}(x-y) \neq 0$, define $\bar{\rho}_{n}:=\rho+n^{-1} \rho_{0}$, then by Lemma 4.15, $f(x)-f(y) \leq g(x)-g(y)+\gamma \bar{\rho}_{n}(x-y)$ for all $\gamma>\varepsilon$, and $n \geq 1$, therefore

$$
\begin{equation*}
f(x)-f(y) \leq g(x)-g(y)+\varepsilon p(x-y), \forall x \in C \cap \operatorname{dom} g, \forall y \in C \cap \operatorname{dom} f \cap \operatorname{dom} \partial g . \tag{4.14}
\end{equation*}
$$

Now, taking $x \in C \cap \operatorname{dom} g$ and (if there exists) $y \in C \cap \operatorname{dom} f$ such that $x \neq y$, by Corollary 4.11 there exists $\left(y_{\alpha}, y_{\alpha}^{*}\right) \subseteq \operatorname{gph} \hat{\partial}_{\mathrm{i}_{\alpha}, L_{\alpha}} f$ such that $y_{\alpha} \xrightarrow{f} y$. Because $y \in C, C$ is open and $y_{\alpha} \rightarrow y$, we can suppose that $y_{\alpha} \in C$ and $y_{\alpha} \neq x$ for all $\alpha$; moreover from our assumptions $x_{\alpha} \in \operatorname{dom} f \cap \operatorname{dom} \partial g$, then by Equation (6.7)

$$
f(x)-f\left(x_{\alpha}\right) \leq g(x)-g\left(x_{\alpha}\right)+\varepsilon p\left(x-x_{\alpha}\right) .
$$

From the lsc of $g$ we conclude

$$
\begin{equation*}
f(x)-f(y) \leq g(x)-g(y)+\varepsilon p(x-y), \forall x \in C \cap \operatorname{dom} g, \forall y \in C \cap \operatorname{dom} f \tag{4.15}
\end{equation*}
$$

So on one hand, using Equation (6.8) and the fact that $C \cap \operatorname{dom} f \neq \emptyset$, we easily get $C \cap \operatorname{dom} g \subseteq C \cap \operatorname{dom} f$. On the other hand, take $y \in \operatorname{dom} f \cap C$, then by Corollary 4.11
there exists $\left(y_{\alpha}, y_{\alpha}^{*}\right) \subseteq \operatorname{gph} \hat{\partial}_{\mathrm{i}_{\alpha}, L_{\alpha}} f$ such that $y_{\alpha} \xrightarrow{f} y$, so by our hypothesis there exists some $\alpha_{0}$ such that $y_{\alpha} \in C \cap \operatorname{dom} \partial g \subseteq C \cap \operatorname{dom} g$. Then if $y_{\alpha}=y$ for all $\alpha \geq \alpha_{0}$, we get $y \in C \cap \operatorname{dom} g$, otherwise we can assume that $y_{\alpha} \neq y$ for some $y_{\alpha}$, then (6.8) implies $y \in C \cap \operatorname{dom} g$. It proves that $\operatorname{dom} f \cap C=\operatorname{dom} g \cap C$. Therefore, interchanging the roles of $x$ and $y$ in (6.8), we conclude 4.12.

Corollary 4.16 In the setting of Theorem4.13, assume that $\varepsilon=0$ and $C=X$. Then there exists $c \in \mathbb{R}$ such that $f=g+c$.

Proof. By Theorem 4.13 we have $\operatorname{dom} g=\operatorname{dom} f$ and $f(x)-f(y)=g(x)-g(y)$ for all $x, y$. Therefore fixing $x \in \operatorname{dom} f$, we have $f(y)=g(y)+f(x)-g(x)$, for all $y \in X$.

To show the potential application of Theorem 4.13 we give a short proof of two results available in the literature referent to integration theorems. It worth mentioning that the original proof of the two result does not follow the argument presented in this paper and even they cannot be covered by the original statement of [117, Theorem 2.1], therefore Theorem 4.13 allow us to include three results, which appeared to be independent, in a same framework.

The following corollary is due to Thibault [81, Theorem 1.2] (see also [25, Corollary 10.] for a nonconvex approach). In this paper the authors use the $\varepsilon$-subdifferential of a proper lsc convex function $f$ to establish conditions to recover a function from its subdifferential in an arbitrary locally convex space. More precisely we have the following statement.

Corollary 4.17 Let $X$ be an lcs and let $f, g: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be two proper lsc convex functions such that for every $x \in X$ there exists $\delta(x)>0$ such that $\partial_{\varepsilon} f(x) \subseteq \partial_{\varepsilon} g(x)$ for all $\varepsilon<\delta(x)$. Then there exists $c \in \mathbb{R}$ such that $f=g+c$.

Proof. Fix $x \in \operatorname{dom} f$ and consider $y \in \operatorname{dom} g$ different from $x$, consider $L$ as the subspace generated by $x, y$ and let $U$ be a closed neighborhood of zero such that $x, y \in \operatorname{int}(U)$ and $B=L \cap U$ is compact, then the functions $\tilde{f}=f+\delta_{B}$ and $\tilde{g}=g+\delta_{B}$ are $w$-lsc and epi-pointed, since for every $w \in X, \partial \tilde{f}(w)=\bigcap_{\varepsilon>0} \overline{\partial_{\varepsilon} f(w)+\partial_{\varepsilon} \delta_{B}(w)}{ }^{w^{*}}$ and $\partial \tilde{g}(w)=$ $\bigcap_{\varepsilon>0} \overline{\bar{\partial}_{\varepsilon} g(w)+\partial_{\varepsilon} \delta_{B}(w)}{ }^{w^{*}}$ (see e.g. [57. Theorem 2.1]). Therefore for every $w \in X$

$$
\begin{aligned}
\partial \tilde{f}(w) & =\bigcap_{\varepsilon>0} \overline{\partial_{\varepsilon} f(w)+\partial_{\varepsilon} \delta_{B}(w)} w^{*} \\
& \subseteq \overline{\partial_{\varepsilon} g(w)+\partial_{\varepsilon} \delta_{B}(w)} w^{*} \\
& =\partial \tilde{g}(w) .
\end{aligned}
$$

Then by Corollary 4.16 we get $x \in \operatorname{dom} \tilde{g} \subseteq \operatorname{dom} g, y \in \operatorname{dom} \tilde{f} \subseteq \operatorname{dom} f$ and $f(x)-f(y)=$ $g(x)-g(y)$.

Remark 4.18 It is worth mentioning that one can apply the result above with a nonconvex function $g$ passing to the closed convex hull or to the biconjugate function. Indeed if one have some inclusion of the form $\partial f(x) \subseteq \partial g(x)$ then necessarily $\partial f(x) \subseteq \partial g^{* *}(x)$ and $\partial f(x) \subseteq \partial \overline{\operatorname{co}} g(x)$, because when $\partial g(x)$ is nonempty $g(x)=g^{* *}(x)=\overline{\operatorname{co}} g(x)$ and $\partial g(x)=$ $\partial g^{* *}(x)=\partial \overline{\operatorname{co}} g(x)$.

The following corollary is a particular case of a more general result [33, Theorem 4.8.] (see also 25] for another approach). For the sake of simplicity in our statement we avoid the introduction of more sophisticate notions of convex and non-smooth analysis.

Corollary 4.19 Let $f: X \rightarrow \overline{\mathbb{R}}$ be a w-lsc and epi-pointed function and let $g: X \rightarrow \mathbb{R}$ be an arbitrary function such that

$$
\begin{equation*}
\partial f(x) \subseteq \partial g(x) \quad \forall x \in X \tag{4.16}
\end{equation*}
$$

Then there exists a constant $c \in \mathbb{R}$ such that $f^{* *}=g^{* *} \square \sigma_{\operatorname{dom} f^{*}}+c$.

Proof. Consider $x^{*} \in \partial f^{* *}(x)$, then $x \in \partial f^{*}\left(x^{*}\right)$, by Proposition 1.14 we have that

$$
\partial f^{*}\left(x^{*}\right)=\overline{\mathrm{Co}}^{w^{*}}(\partial f)^{-1}\left(x^{*}\right)+N_{\operatorname{dom} f^{*}}\left(x^{*}\right),
$$

which means there exist $y, \lambda \in X$, and nets $y_{\mathrm{i}}=\sum_{k=1}^{n_{\mathrm{i}}} \alpha_{\mathrm{i}}^{k} w_{\mathrm{i}}^{k}$ such that $x=y+\lambda, y=\lim y_{\mathrm{i}}$, $\alpha_{\mathrm{i}} \geq 0, \sum_{k=1}^{n_{\mathrm{i}}} \alpha_{\mathrm{i}}^{k}=1$ and $x^{*} \in \partial f\left(w_{\mathrm{i}}^{k}\right)$, by the inclusion of subdifferential yields $x^{*} \in \partial g\left(w_{\mathrm{i}}^{k}\right)$, so $w_{\mathrm{i}}^{k} \in \partial g^{*}\left(x^{*}\right)$, then using the fact that $\partial g^{*}\left(x^{*}\right)$ is convex and closed, we get $y \in \partial g^{*}\left(x^{*}\right)$, consequently $x^{*} \in \partial g^{*}\left(x^{*}\right)+N_{\text {dom } f^{*}}\left(x^{*}\right) \subseteq \partial\left(g^{*}+\delta_{\overline{\operatorname{dom} f^{*}}}\right)\left(x^{*}\right)$, so $x^{*} \in \partial\left(g^{*}+\delta_{\overline{\operatorname{dom} f^{*}}}\right)^{*}(x)$. Therefore by Corollary 4.16 there exists a constant $c \in \mathbb{R}$ such that $f^{* *}=\left(g^{*}+\delta_{\overline{\operatorname{dom} f^{*}}}\right)^{*}+c$. Finally, taking $x^{*} \in \operatorname{int}\left(\operatorname{dom} f^{*}\right)$ and by Lemma 4.6, there exists $\bar{x} \in X$ such that $x^{*} \in \partial f(\bar{x})$. Then by the inclusion of subdifferential and the Fenchel duality, $\bar{x} \in \partial g^{*}\left(x^{*}\right)$, in particular $x^{*} \in \operatorname{dom} g^{*}$, which allow us to apply [31, Lemma 3.d] and conclude $f^{* *}=g^{* *} \square \sigma_{\operatorname{dom} f^{*}}$.

The following theorem is due to Correa-Jofre-Thibault [35, Theorem 2.2 and 2.4] for an lsc function definite in a Banach space $X$. We extend this result for weakly lsc epi-pointed functions definite in an arbitrary locally convex space.

Theorem 4.20 In the setting of Theorem 4.9, assume that $\partial$ is a subdifferential and consider the following statement:
(i) $f$ is convex.
(ii) $\partial f$ is monotone.
(iii) $\hat{\partial} f(x) \subseteq \partial f(x)$, for all $x \in X$.

Then (ii) and (iii) are equivalent and each one implies (i). In addition, if $\partial f$ coincide with the convex subdifferential for every convex function $f$, then the three statements are equivalent.

Proof. (ii) $\Rightarrow$ (iii), first, if $\operatorname{dom} f=\emptyset$, then $f=+\infty$, so the theorem is true, if $\operatorname{dom} f \neq \emptyset$, then take $a \in \operatorname{dom} f, x \in \operatorname{dom} \partial f$, a seminorm $p$ such that $p(a-x) \neq 0, x^{*} \in \partial f(x)$ and $r \in \mathbb{R}$ with $r \leq f(x)$. Then by Theorem 4.9 there exists a net $\left(x_{\alpha}, x_{\alpha}^{*}\right) \in \operatorname{gph} \partial f$ and $c \in[a, b[$
such that $x_{\alpha} \rightarrow c$ and

$$
\begin{aligned}
r-f(a) & \leq \frac{p(x-a)}{p(x-c)} \liminf \left\langle x_{\alpha}^{*}, x-x_{\alpha}\right\rangle \\
& =\frac{p(x-a)}{p(x-c)} \liminf \left\{\left\langle x_{\alpha}^{*}-x^{*}, x-x_{\alpha}\right\rangle+\left\langle x^{*}, x-x_{\alpha}\right\rangle\right\}
\end{aligned}
$$

(by the monotonicity) $\leq \frac{p(x-a)}{p(x-c)} \lim \inf \left\langle x^{*}, x-x_{\alpha}\right\rangle=\frac{p(x-a)}{p(x-c)}\left\langle x^{*}, x-c\right\rangle=\left\langle x^{*}, x-a\right\rangle$.
Therefore $x \in \operatorname{dom} f$ and $x^{*} \in \partial f(x)$. Now (iii) $\Rightarrow$ (ii) follows from the monotonicity of the $\partial f$. Finally (iii) (i), by (iii) we get $\partial f(x) \subseteq \partial f^{* *}(x)$, for all $x \in X$, then by Corollary 4.16 we get $f=f^{* *}$. The final implication is only a matter of using the extra hypothesis.

## Chapter 5

## A complete characterization of the subdifferential of convex integral functions

### 5.1 Introduction

Several problems in applied mathematics such calculus of variation, control theory and stochastic programing among others concern the study of integral functionals (see Definition 1.19) of the form

$$
x(\cdot) \in \mathfrak{X} \rightarrow \hat{I}_{f}(x(\cdot)):=\int_{T} f(t, x(t)) \mathrm{d} \mu(t)
$$

Optimization problems which include integral functions and functionals offer rich and challenging territory for variational analysis. Indeed, it is around such problems that the theory of normal integrands has traditionally been used, namely, in calculus of variations, where the underlying spaces $\mathfrak{X}$ are of Sobolev type. Models which consider integrals with respect to time are common in the study of dynamical systems and their optimal control. On the other hand, when the model is represented by random states, for instance density distributions, the problem is also formulated under the sign of integral. Applications to stochastic programing, often concern the study of expectation that are obviously defined by integration over probability spaces.

It is natural in the classical studies of calculus of variations, to consider integrands $f(t, x)$ which are continuous in $t$ and $x$ jointly, or indeed differentiable. Later, mathematicians considered models with integrands that are finite valued on $T \times \mathbb{R}^{n}$, and usually satisfying the Carathéodory condition; that is, $f$ is assumed to be continuous in $x \in \mathbb{R}^{n}$ and measurable with respect to $t \in T$. In all of these cases one can easily notice that for every measurable function $x(\cdot)$, the function $t \rightarrow f(t, x(t))$ is at least measurable and, hence, (7) is well defined, using the convention adopted for the extended-real line. However, due to new mathematical models, specially the emergence of modern control theory, the integrands are forced to admit
possibly infinite values, in order to include different important kinds of constraints that can efficiently be represented by these integrals. Such integrands require a distinctly new theoretical approach, where questions of measurability, meaning of the integral and the existence of measurable selections are prominent and are reflected in the concept of normal integrands.

One could hope that it might be enough simply to replace the continuity of $f(t, x)$ in $x$ by lower semicontinuity, while maintaining the measurability of $f(t, x)$ in $t$. Nevertheless, it is not enough to ensure the measurability of $t \rightarrow f(t, x(t))$. Indeed, consider $T=[0,1]$ and $\mathcal{A}$ as the Lebesgue measurable sets in $[0,1]$, and consider a non-measurable set $D$ in $[0,1]$. Then define the function $f(t, x)=0$ if $t=x \in D$ and $f(t, x)=1$ otherwise. The measurability and lower semicontinuity of the function $f$ hold trivially in this case. However, considering $x(t)=t$, one can verify the lack of measurability of the function $t \rightarrow f(t, x(t))$. This example shows that although lower semicontinuity in $x$ is certainly right, the assumption of measurability in $t$ for each fixed $x$ is not adequate.

The way out of this impasse was found by Rockafellar [99] in the concept of normal convex integrands, which were defined by Rockafellar 99] as (for an equivalent way see Section 1.4 ): We shall call a convex integrand $f:=f(t, x)$ normal if $f$ is proper and lower semi-continuous in $x$ for each $t$, and if, further, there exists a countable collection $U$ of measurable functions $u$ from $T$ to $\mathbb{R}^{n}$ having the following properties: (a) for each $u \in U, f(t, u(t))$ is measurable in $t$; (b) for each $t, U_{t} \cap \operatorname{dom} f_{t}$ is dense in $\operatorname{dom} f_{t}$, where $U_{t}=\{u(t): u \in U\}$.

The notation of convex normal integrands was the link that allowed to connect the theories of Measurable multifunctions and subdifferentials. The preservation of the measurability of multifunctions under a broad variety of operations, including countable intersections, countable unions, sum of measurable multifunctions, and Painlevé-Kuratowski limits, made this theory very popular in various problems of applied mathematics during the last four decades.

Among many important properties in the theory of measurable multifunctions, one of the most useful, at least for the author's experience from the beginning to the end of this thesis, is Castaing's representation of a measurable multifunction. This mathematical result comes from Castaing's thesis [21] (see, also, Castaing-Valadier' book [22] for more details about this fascinating theory) and basically express the possibility of getting some measurable selection in every measurable multifunction (see Proposition 1.21).

Castaing's representation theorem is intrinsically related to the possibility of extending the definition of integration of a function to a set-valued mapping, considering their measurable selections which are also integrable. For our purpose, this corresponds to the possibility of representing formulas for the subdifferential of integral functionals, in a similar way as the Leibniz integral rule.

Some of the classical studies about this class of functionals can be found in CastaingValadier [22], Ioffe-Levin [66], Ioffe-Tikhomirov [67], Levin [79], Rockafellar [99, 101, 102]. Other recent works about this class of functionals are Borwein-Yao [12], Ioffe [64], LopezThibault 80 among others. A summary of the elementary theory of measurability and integral functionals in finite dimension can be found in [103,106], and for infinite dimensional spaces it can be found in $22,58,127,128$.

The aim of this Chapter is to bring formulas for the $\varepsilon$-subdifferential of the convex integral functional $I_{f}$; this particular case is also known as the continuous sum. A well-known formula, given by Ioffe-Levin [66], shows that under certain continuity assumptions, the following formula holds for the subdifferential of $I_{f}$ :

$$
\begin{equation*}
\partial I_{f}(x)=\int_{T} \partial f(t, x) \mathrm{d} \mu(t)+N_{\mathrm{dom}_{f}}(x), \text { for all } x \in \mathbb{R}^{n} \tag{5.1}
\end{equation*}
$$

where the set $\int_{T} \partial f(t, x) \mathrm{d} \mu(t)$ is understood in the sense of (1.6), that is to say, as the set of points of the form $\int_{T} x(t) \mathrm{d} \mu(t)$ where $x$ is an integrable function such that $x(t) \in \partial f(t, \cdot)(x)$ for almost all $t \in T$ (ae for short). One can compare (5.1) with its discrete counterpart, which declares that for every two convex lsc functions $f_{1}, f_{2}$ such that $f_{1}$ is continuous at some point of the domain of $f_{2}$ one gets $\partial\left(f_{1}+f_{2}\right)(x)=\partial f_{1}(x)+\partial f_{2}(x)$ for all $x \in \mathbb{R}^{n}$. So, a reasonable idea is to give similar formulas as the ones given in the discrete case by Hiriart-Urruty and Phelps without qualification conditions (see Proposition 1.2). Hence, it feels natural to think in a generalization of (8) as

$$
\begin{equation*}
\partial I_{f}(x)=\bigcap_{\eta>0} \operatorname{cl}\left\{\int_{T} \partial_{\eta} f(t, x) \mathrm{d} \mu(t)+N_{\operatorname{dom}_{f}}(x)\right\} \text { for all } x \in \mathbb{R}^{n} \tag{5.2}
\end{equation*}
$$

However, such a mathematical expression does not hold without any qualification conditions; indeed, one can even find counterexamples where the set $\int_{T} \partial_{\varepsilon} f(t, x) \mathrm{d} \mu(t)$ is empty and the integrand $f_{t}(\cdot)$ is smooth at the point of interest (see Example 5.12).

The above example motivates us to use larger sets than $\int_{T} \partial_{\varepsilon} f(t, x) \mathrm{d} \mu(t)$ to generalize (8). With this in mind we provide general formulas for the $\varepsilon$-subdifferential of convex integral functionals defined in an arbitrary locally convex space (see 5.9). Later, we derive many corollaries and simplifications under classical qualification conditions. Finally, in Section 5.7 we provide a characterization of the subdifferential of an integral functional by means of limits of integrable selections of $\partial f_{t}$.

### 5.2 Preliminary results

The next definition corresponds to the notion of decomposability in locally convex Suslin spaces [22, Definition 3, Chapter VII].

Definition 5.1 (i) Assume that $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. A vector space $L \subset X^{T}$ is said to be decomposable if

$$
c_{00}(X):=\left\{\left(x_{n}\right): \exists k_{0} \in \mathbb{N} \text { such that } x_{k}=0, \forall k \geq k_{0}\right\} \subset L
$$

(ii) Assume that $(T, \mathcal{A}) \neq(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. A vector space $L$ of weakly integrable functions in $X^{T}$ is said to be decomposable if for every $u \in L$, every weakly integrable function $f \in X^{T}$ such that $f(T)$ is relatively compact, and every finite-measure set $A \in \mathcal{A}$, we have that $f \mathbb{1}_{A}+u \mathbb{1}_{A^{c}} \in L$.

The specification of the decomposability above to the underlying $\sigma$ - $\operatorname{Algebra}(T, \mathcal{A})$ makes sense, since both definitions may not coincide. For instance, if $X=\mathbb{R}$ and $\mu$ is a finite
measure over $(\mathbb{N}, \mathcal{P}(\mathbb{N}))$, then the space $L=c_{00}(X)$ is obviously decomposable in the sense of Definition 5.1 (i), but not with respect to Definition 5.1(ii). Indeed, the decomposability of $L$ in the sense of Definition 5.1 (ii) would imply that $\ell^{\infty} \subseteq L$. Typical decomposable spaces in the literature are the spaces $\mathrm{L}^{p}(T, X)$.

We shall extensively use the following result, which characterizes the Fenchel conjugate of $\hat{I}_{f}$. The first part of it, corresponding to the case when $\left(X, X^{*}\right)$ is a dual pair of Suslin spaces, can be found in [22, Theorem VII-7]. In the second part, we obtain a similar representation of the conjugate of $\hat{I}_{f}$ when $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$.

Proposition 5.2 Let $L(T, X)$ and $L\left(T, X^{*}\right)$ be two vector spaces of weakly integrable functions from $T$ to $X$ and $X^{*}$, resp., such that $L(T, X)$ is decomposable and the function $t \rightarrow\langle v(t), u(t)\rangle$ is integrable for every $(u, v) \in L(T, X) \times L\left(T, X^{*}\right)$. If $f: T \times X \rightarrow \overline{\mathbb{R}}$ is a normal integrand such that $\hat{I}_{f}\left(u_{0}\right)<\infty$ for some $u_{0} \in L(T, X)$, and either $\left(X, X^{*}\right)$ is a dual pair of Suslin spaces, or $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$, then for all $v \in L\left(T, X^{*}\right)$

$$
\hat{I}_{f^{*}}(v)=\sup _{v \in L(T, X)} \int_{T}(\langle u(t), v(t)\rangle-f(t, u(t)) \mathrm{d} \mu(t)
$$

Proof. First, we may suppose w.l.o.g. that $\hat{I}_{f}\left(u_{0}\right) \in \mathbb{R}$; because, for otherwise, $\hat{I}_{f}\left(u_{0}\right)=-\infty$ and the conclusion holds trivially. So, the proof in the first case of Suslin spaces follows from [22, Theorem VII-7]. For the proof in the second case of $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$, we denote

$$
\begin{aligned}
\delta(n) & :=\left\langle u_{0}(n), v(n)\right\rangle-f\left(n, u_{0}(n)\right), \\
\alpha & :=\sup \left\{\int_{T}(\langle u(t), v(t)\rangle-f(t, u(t)) \mathrm{d} \mu(t): v \in L(T, X)\} .\right.
\end{aligned}
$$

and consider the sequence $\left(x_{k}\right) \in L(\mathbb{N}, X)$ defined for $n>k$ by $x_{k}(n)=u_{0}(n)$, and for $n \leq k$ by

$$
x_{k}(n):=w_{n},
$$

where $w_{n} \in X$ is any vector such that $\left\langle w_{n}, v(n)\right\rangle-f\left(n, w_{n}\right) \geq \max \left\{f^{*}(n, v(n))-\frac{1}{k}, \delta(n)\right\}$ when $f^{*}(n, v(n))<+\infty$, and $\langle w, v(n)\rangle-f(n, w) \geq \max \{k, \delta(n)\}$, otherwize. Then, for every $k, k_{0} \in \mathbb{N}$, with $k_{0}<k$,

$$
\begin{aligned}
\alpha & \geq \int_{n \leq k_{0}}\left\langle x_{k}(n), v(n)\right\rangle-f\left(n, x_{k}(n)\right) \mathrm{d} \mu(n)+\int_{n>k_{0}}\left\langle x_{k}(n), v(n)\right\rangle-f\left(n, x_{k}(n)\right) \mathrm{d} \mu(n) \\
& \geq \int_{n \leq k_{0}}\left\langle x_{k}(n), v(n)\right\rangle-f\left(n, x_{k}(n)\right) \mathrm{d} \mu(n)+\int_{n>k_{0}} \delta(n) \mathrm{d} \mu(n) .
\end{aligned}
$$

Then, taking the limit on $k$ we get $\alpha \geq \int_{n \leq k_{0}} f^{*}(n, v(n)) \mathrm{d} \mu(n)+\int_{n>k_{0}} \delta(n) \mathrm{d} \mu(n)$, and the inequality $\alpha \geq \int_{\mathbb{N}} f^{*}(n, v(n)) \mathrm{d} \mu(n)$ follows as $k_{0}$ goes to $+\infty$. This finishes the proof because the converse inequality $\alpha \leq \int_{\mathbb{N}} f^{*}(n, v(n)) \mathrm{d} \mu(n)$ holds trivially.

Remark 5.3 t is worth mentioning that in the above result one can always use $L\left(T, X^{*}\right)=$ $\{0\}$, then the above result gives an interchange between infimum and the sign of integral.

The second well-known result gives a representation of the Fenchel conjugate of $\hat{I}_{f}$ in $L^{\infty}(T, X)$. This result was first proved in [102, Theorem 1] for the case $X=\mathbb{R}^{n}$, and in [101, Theorem 4] when $X$ an arbitrary separable reflexive Banach space.

Theorem 5.4 Let $X$ be a separable reflexive Banach space, and $f: T \times X \rightarrow \mathbb{R} \cup\{+\infty\}$ be a normal convex integrand. Assume that the integral functional $\hat{I}_{f}$ defined on $\mathrm{L}^{\infty}(T, X)$ is finite at some point in $\mathrm{L}^{\infty}(T, X)$, and that $\hat{I}_{f^{*}}$ is finite at some point in $\mathrm{L}^{1}(T, X)$. Then the Fenchel conjugate of $\hat{I}_{f}$ on $\left(\mathrm{L}^{\infty}(T, X)\right)^{*}$ is given by, for every $u^{*}=\ell^{*}+s^{*}$ with $\ell^{*} \in \mathrm{~L}^{1}\left(T, X^{*}\right)$ and $s^{*} \in \mathrm{~L}^{\text {sing }}(T, X)$,

$$
\left(\hat{I}_{f}\right)^{*}\left(u^{*}\right)=\int_{T} f^{*}\left(t, \ell^{*}(t)\right) \mathrm{d} \mu(t)+\sigma_{\operatorname{dom} \hat{I}_{f}}\left(s^{*}\right)
$$

A straightforward application of the above theorem gives us a representation of the subdifferential of integrand functionals. The proof can be found (for $\varepsilon=0$ ) in 102 , Corollary 1B] for the finite-dimesional case, and in [80, Proposition 1.4.1.] for arbitrary separable reflexive Banach spaces. The proof of the general case $\varepsilon \geq 0$ is similar, and is given here for completeness.

Proposition 5.5 With the assumptions of Theorem 5.4, for every $u \in \mathrm{~L}^{\infty}(T, X)$ and $\varepsilon \geq 0$, one has that $u^{*}=\ell^{*}+s^{*} \in \partial_{\varepsilon} \hat{I}_{f}(u)$ (with $\ell^{*} \in \mathrm{~L}^{1}\left(T, X^{*}\right)$ and $s^{*} \in \mathrm{~L}^{\text {sing }}(T, X)$ ) if and only if there exists an integrable function $\varepsilon_{1}: T \rightarrow[0,+\infty)$ and a constant $\varepsilon_{2} \geq 0$ such that

$$
\ell^{*}(t) \in \partial_{\varepsilon_{1}(t)} f(t, u(t)) a e, s^{*} \in \mathrm{~N}_{\operatorname{dom} \hat{I}_{f}}^{\varepsilon_{2}}(u), \text { and } \int_{1} \varepsilon_{1}(t) \mathrm{d} \mu(t)+\varepsilon_{2} \leq \varepsilon
$$

Proof. Take $u^{*}=\ell^{*}+s^{*}$ in $\partial_{\varepsilon} \hat{I}_{f}(u)$; hence, $u \in \operatorname{dom} \hat{I}_{f}$. Then by Theorem 5.4 and the definition of $\varepsilon$-subdifferentials we have

$$
\int_{T}\left(f(t, u(t))+f^{*}\left(t, \ell^{*}(t)\right)-\left\langle\ell^{*}(t), u(t)\right\rangle\right) \mathrm{d} \mu(t)+\left(\sigma_{\operatorname{dom} \hat{I}_{f}}\left(s^{*}\right)-\left\langle s^{*}, u\right\rangle\right) \leq \varepsilon
$$

Hence, we conclude by setting $\varepsilon_{1}(t):=f(t, u(t))+f^{*}\left(t, \ell^{*}(t)\right)-\left\langle\ell^{*}(t), u(t)\right\rangle(\geq 0)$ and $\varepsilon_{2}:=$ $\sigma_{\text {dom } \hat{I}_{f}}\left(s^{*}\right)-\left\langle s^{*}, u\right\rangle(\geq 0)$.

The next result, also given in [102, Theorem 2], will be used in the proof of Theorem 5.9.
Theorem 5.6 Let $f: T \times \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$ be a normal convex integrand. Assume that $\bar{u} \in \mathrm{~L}^{\infty}\left(T, \mathbb{R}^{n}\right)$, and that for some $r>0$ the function $f(\cdot, \bar{u}(\cdot)+x)$ is integrable for every $x$ such that $\|x\|<r$. Then there is some $u^{*}$ in $\mathrm{L}^{1}\left(T, \mathbb{R}^{n}\right)$ such that $u^{*} \in \operatorname{dom} \hat{I}_{f^{*}}$. Moreover, $\hat{I}_{f}$ is continuous (in the $\mathrm{L}^{\infty}\left(T, \mathbb{R}^{n}\right)$-norm) at $u$ wherever $\|u-\bar{u}\|_{\infty}<r$.

In the two following lemmas we consider a finite-dimensional Banach space subspace $F$ of $X$, endowed with its dual $F^{*}$ with norms $\|\cdot\|_{F}$ and $\|\cdot\|_{F^{*}}$, respectively, together with the continuous linear projection $P: X \rightarrow F$, whose dual is denoted by $P^{*}$.

Lemma 5.7 There exists a constant $M \geq 0$ and a neighborhood $W \in \mathcal{N}_{0}$ (only depending on $P$ and $F)$ ) such that for every integrable function $u^{*}(\cdot): T \rightarrow F^{*}$ the composite function $P^{*} \circ u^{*}(\cdot)$ is integrable and satisfies $\sigma_{W}\left(u^{*}(t) \circ P\right) \leq M\left\|u^{*}(t)\right\|_{F^{*}}$.

Proof. Since $P: X \rightarrow F$ is a continuous linear mapping, there exist $M \geq 0$ and neighborhood $W \in \mathcal{N}_{0}$ such that $\|P(x)\|_{F} \leq M_{1} \sigma_{W^{\circ}}(x)$ for all $x \in X$ and, hence,

$$
\sigma_{W}\left(u^{*}(t) \circ P\right)=\sup _{x \in W}\left\langle u^{*}(t), P(x)\right\rangle \leq M_{1} \sup _{y \in B_{F}(0,1)}\left\langle u^{*}(t), y\right\rangle=M_{1}\left\|u^{*}(t)\right\|_{F^{*}}
$$

We are done since the function $P^{*} \circ u^{*}(\cdot)$ inherits the measurabilty from $u^{*}$.
Lemma 5.8 Assume that both $X$ and $X^{*}$ are Suslin and let $u^{*}: T \rightarrow X^{*}$ be a weak*measurable function. Then
$\mathfrak{G}:=\left\{\left(t, x^{*}, y^{*}, v^{*}\right) \in T \times X^{*} \times X^{*} \times F^{*} \mid x^{*}+y^{*}+P^{*}\left(v^{*}\right)=u^{*}(t)\right\} \in \mathcal{A} \otimes \mathcal{B}\left(X^{*} \times X^{*} \times F^{*}\right)$.
Consequently, given measurable multifunctions $C_{1}, C_{2}: T \rightrightarrows X^{*}, C_{3}: T \rightrightarrows F^{*}$, the multifunction $C: T \rightrightarrows X^{*} \times X^{*} \times F^{*}$ defined as

$$
\left(x^{*}, y^{*}, z^{*}\right) \in C(t) \Leftrightarrow\left(x^{*}, y^{*}, z^{*}\right) \in C_{1}(t) \times C_{2}(t) \times C_{3}(t) \text { and } u^{*}(t)=x^{*}+y^{*}+P^{*}\left(z^{*}\right),
$$

is measurable.

Proof. Consider the functions $g\left(t, x^{*}, y^{*}, v^{*}\right)=x^{*}+y^{*}+P^{*}\left(v^{*}\right)-u^{*}(t)$ and $h\left(x^{*}, y^{*}, v^{*}\right)=$ $\left.x^{*}+y^{*}+P^{*}\left(v^{*}\right)\right)$, we claim that $h$ is $\left(\mathcal{A} \otimes \mathcal{B}\left(X^{*} \times X^{*} \times F^{*}\right), \mathcal{B}(X)\right)$-measurable. First assume that $u^{*}$ is a simple function, that is, there exist a measurable partition of $T,\left\{T_{\mathrm{i}}\right\}_{\mathrm{i}=1, . . n}$ and elements $x_{\mathrm{i}}^{*} \in X$ such that $u^{*}(t)=\sum x_{\mathrm{i}}^{*} \mathbb{1}_{T_{\mathrm{i}}}(t)$, then it easy to see that for every open set $U$ on $X^{*}, h^{-1}(U)=\bigcup_{\mathrm{i}=1}^{n} T_{\mathrm{i}} \times \varphi^{-1}\left(B+x_{\mathrm{i}}^{*}\right) \in \mathcal{A} \otimes \mathcal{B}\left(X^{*} \times X^{*} \times F^{*}\right)$ so $h$. Now if $u^{*}$ is measurable, then by [22, Theorem III.36] $u^{*}$ is the limit of a a sequence of simple functions $u_{n}^{*}$, so considering a countable dense set $D$ on $X$ we can write

$$
\mathfrak{G}=\bigcap_{v \in D} \bigcap_{\mathrm{i} \in \geq 1} \bigcup_{j \in \mathbb{N} k \geq j}\left\{\left(t, x^{*}, y^{*}, v^{*}\right) \in T \times X^{*} \times X^{*} \times F^{*}| |\left\langle x^{*}+y^{*}+P^{*}\left(v^{*}\right)-u_{k}^{*}(t), v\right\rangle \mid<1 / \mathrm{i}\right\},
$$

therefore $\mathfrak{G} \in \mathcal{A} \otimes \mathcal{B}\left(X^{*} \times X^{*} \times F^{*}\right)$.

### 5.3 Characterization via $\varepsilon$-subdifferentials

In this section we characterize the sudifferential of the convex function $I_{f}$, by means of the $\varepsilon$-subdifferentials of the functions $f(t, \cdot), t \in T$. As before, $X$ and $X^{*}$ are two lcs paired in duality, and let $f: T \times X \rightarrow \overline{\mathbb{R}}$ be such that for every finite dimensional space $F$ of $X$, $f_{\left.\right|_{F}}: T \times F \rightarrow \overline{\mathbb{R}}$ a is convex normal integrand.

We start with the main result of this section.

Theorem 5.9 For every $\varepsilon \geq 0$ we have the formulas

$$
\begin{align*}
& \partial_{\varepsilon} I_{f}(x)=\bigcap_{\substack{L \in \mathcal{F}(x) \\
\begin{array}{c}
\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\
\varepsilon_{1}, \varepsilon_{2} \geq 0 \\
\ell \in \mathcal{I}\left(\varepsilon_{1}\right)
\end{array}}}\left\{\int_{T} \partial_{\ell(t)}\left(f_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{f}\right\}}\right)(x) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(x)\right\}  \tag{5.3}\\
& =\bigcap_{L \in \mathcal{F}(x)} \bigcup_{\ell \in \mathcal{I}(\varepsilon)}\left\{\int_{T} \partial_{\ell(t)}\left(f_{t}+\delta_{L \cap \operatorname{dom} I_{f}}\right)(x) \mathrm{d} \mu(t)\right\} \text {. } \tag{5.4}
\end{align*}
$$

Where $\mathcal{F}(x):=\{V \subseteq X: V$ is finite dimensional linear space and $x \in V\}$ and $\mathcal{I}(\eta):=$ $\left\{\ell \in \mathrm{L}^{1}\left(T, \mathbb{R}_{+}\right): \int_{T} \ell(t) \mathrm{d} \mu(t) \leq \eta\right\}$.

Proof. First suppose $x=0$. Take $x^{*} \in \partial_{\varepsilon} I_{f}(0)$ and choose $L \in \mathcal{F}(0)$ and define $F=$ $\operatorname{span}\left\{L \cap \operatorname{dom} I_{f}\right\}=\operatorname{span}\left\{\mathrm{e}_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{n}$ (where $\mathrm{e}_{\mathrm{i}} \in L \cap \operatorname{dom} I_{f}$ is a basis of $F$ ). Consider a continuous projection $P: X \rightarrow F$ and $\hat{f}: T \times F \rightarrow \overline{\mathbb{R}}$ the restriction of $f$ to $F$, we have $x^{*} \in$ $\partial_{\varepsilon}\left(I_{f}+\delta_{F}\right)(0)$, hence define $y^{*}=x^{*} \circ P$ and $N^{*}=x^{*}-y^{*}$. Now $y^{*} \in \partial_{\varepsilon}\left(I_{f}+\delta_{F}\right)(0)$, $y_{\mid F}^{*} \in \partial_{\varepsilon}\left(I_{\hat{f}}\right)(0)$ and $N^{*} \in F^{\perp}$.

Because $\operatorname{dom} I_{\hat{f}}=F \cap \operatorname{dom} I_{f} \neq \emptyset$ and $\operatorname{span}\left\{\operatorname{dom} I_{f} \cap F\right\}=\operatorname{span}\left\{\operatorname{dom} I_{f} \cap L\right\}=F$ is a finite dimensional subspace we have that $I_{\hat{f}}$ is continuous on $\operatorname{ri}_{F} \operatorname{dom} I_{\hat{f}}$, that is to say, there exist $\eta>0$ and $x_{0} \in \operatorname{dom} I_{f} \cap L$ such that $x_{0}+\eta \operatorname{co}\left\{ \pm \mathrm{e}_{\mathrm{i}}\right\} \subseteq \operatorname{dom} I_{\hat{f}}$. Hence if $h \in F$ belongs to $\eta \operatorname{co}\left\{ \pm \mathrm{e}_{\mathrm{i}}\right\}$ we have that $f\left(\cdot, x_{0}+h\right)$ is integrable, so applying Theorem 5.6 we have $\hat{I}_{\hat{f}}$ is continuous in a neighborhood of $x_{0}\left(\right.$ in $\left.\mathrm{L}^{\infty}(T, F)\right)$ and the hypotheses of Theorem 5.4 are satisfies. Then we can apply the composition rule to $I_{\hat{f}}$, so $\partial_{\varepsilon} I_{\hat{f}}(0)=A^{*}\left(\partial_{\varepsilon} \hat{I}_{\hat{f}}(0)\right)$ (see Proposition (1.4), where $A: X \rightarrow \mathrm{~L}^{\infty}(T, F)$ is given by $A(h)=h \mathbb{1}_{T}$ and $A^{*}\left(u^{*}+\right.$ $\left.v^{*}\right)(h)=\int_{T}\left\langle u^{*}(t), h\right\rangle+v\left(h \mathbb{1}_{T}\right)$, where $u^{*} \in \mathrm{~L}^{1}\left(T, F^{*}\right)$ and $v^{*} \in \mathrm{~L}^{\operatorname{sing}}(T, F)$. Then there are $\alpha^{*} \in \mathrm{~L}^{1}\left(T, F^{*}\right)$ and $\beta^{*} \in \mathrm{~L}^{\text {sing }}(T, F)$ such that $y_{\mid F}^{*}(h)=y^{*}(h)=\int_{T}\left\langle\alpha^{*}(t), h\right\rangle \mathrm{d} \mu(t)+\beta^{*}\left(h \mathbb{1}_{T}\right)$ for all $h \in F$.

Moreover by Proposition 5.5 there exist $\varepsilon_{1}, \varepsilon_{2} \geq 0$ and $\ell \in \mathcal{I}\left(\varepsilon_{1}\right)$ such that $\alpha(t) \in \partial_{\ell(t)} \hat{f}_{t}(0)$ $\mu$-ae and $\sigma_{\operatorname{dom} \hat{I}_{f}}(\beta) \leq \varepsilon_{2}$, so we define $z^{*} \in \mathrm{~L}^{1}\left(T, X^{*}\right)$ and $\lambda^{*} \in X^{*}$ by $z^{*}(t)=P^{*}\left(\alpha^{*}(t)\right)=$ $\alpha^{*}(t) \circ P$ and $\lambda^{*}(x)=\beta\left(P(x) \mathbb{1}_{T}\right)$ respectively.

From Lemma $5.7 z^{*} \in \mathrm{~L}^{1}\left(T, X^{*}\right)$. Now from the fact that $\alpha(t) \in \partial_{\ell(t)} \hat{f}_{t}(0)$ ae and the definition of $z^{*}$ we have $z^{*}(t) \in \partial_{\ell(t)}\left(f_{t}+\delta_{\text {span }\left\{\operatorname{dom} I_{f} \cap L\right\}}\right)(0)$. Since $A\left(\operatorname{dom} I_{\hat{f}}\right) \subseteq \operatorname{dom} \hat{I}_{\hat{f}}$ we conclude that $\lambda^{*} \in N_{\operatorname{dom} I_{f} \cap L}(0)$. So we get

$$
x^{*} \in \bigcup_{\substack{\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\ \varepsilon_{1}, \varepsilon_{2} \geq 0 \\ \ell \in \mathcal{L}_{1}}}\left\{\int_{T} \partial_{\ell(t)}\left(f_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{f}\right\}}\right)(0) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(0)\right\} .
$$

Finally using the fact that $\bigcap_{L \in \mathcal{F}(x)} \partial_{\varepsilon}\left(I_{f}+\delta_{L}\right)(0)=\partial_{\varepsilon} I_{f}(0)$, we obtain the first equality of equation 5.3 for $x=0$.

In the general case consider $g(t, y)=f(t, y+x)$ is easy to verify epi $g_{t}=\operatorname{epi} f_{t}-(x, 0)$. Then

$$
\partial I_{f}(x)=\partial I_{g}(0)=\bigcap_{\substack{L \in \mathcal{F}(0)}} \bigcup_{\substack{\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\ \varepsilon_{1} \in \varepsilon_{2} \geq 0 \\ \ell \mathcal{I}\left(\varepsilon_{1}\right)}}\left\{\int_{T} \partial_{\ell(t)}\left(g_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{g}\right\}}\right)(0) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{g} \cap L}^{\varepsilon_{2}}(0)\right\} .
$$

Then if we suppose that $L \in \mathcal{F}(x)$, we have $\partial_{\ell(t)}\left(g_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{g}\right\}}\right)(0)=\partial_{\ell(t)}\left(f_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{f}\right\}}\right)(x)$ and $N_{\operatorname{dom} I_{g} \cap L}^{\varepsilon_{2}}(0)=N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(x)$.

To prove Formula (5.4) consider $x^{*} \in \partial_{\varepsilon} I_{f}(x)$ and $L \in \mathcal{F}(x)$, then there exists $\varepsilon_{1}, \varepsilon_{2} \geq 0$ such that $\varepsilon=\varepsilon_{1}+\varepsilon_{2}$, integrable functions $\ell \in \mathcal{I}\left(\varepsilon_{2}\right), y(t) \in \partial_{\ell(t)}\left(f_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{f}\right\}}\right)(x)$ and $\lambda^{*} \in N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}$ such that $x^{*}=\int_{T} y(t) \mathrm{d} \mu(t)+\lambda^{*}$, so taking $\lambda^{*}(t):=c(t) \lambda^{*}$ and $\ell_{2}(t)=\varepsilon_{2} c(t)$, where $c(t)>0$ and $\int_{T} c(t) \mathrm{d} \mu(t)=1$ we get:

$$
y^{*}(t)+\lambda^{*}(t) \in \partial_{\ell(t)+\ell_{2}(t)}\left(f_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{f}\right\}}\right)(x)
$$

and $\int_{T} \ell(t)+\ell_{2}(t)=\varepsilon$.
Finally the right side of (5.4) is trivially included in $\partial_{\varepsilon} I_{f}(x)$.
Remark 5.10 It is worth mentioning that theorem above also holds if instead of the set $\mathcal{F}(x)$ we take some subfamily of finite dimensional $\tilde{\mathcal{L}} \subseteq \mathcal{F}(x)$ such that $\bigcap_{n \in \mathbb{N}} \partial_{\varepsilon}\left(I_{f}+\delta_{L_{n}}\right)(x)=$ $\partial_{\varepsilon} I_{f}(x)$, for example if, the space $X$ is separable, or more general if, epi $I_{f}$ is separable, we can take $\left(x_{\mathrm{i}}, \alpha_{\mathrm{i}}\right)_{\mathrm{i} \geq 1}$ dense in epi $I_{f}$, so we define $L_{n}:=\operatorname{span}\left\{x, x_{\mathrm{i}}\right\}_{\mathrm{i}}^{n}$ and it is easy to see that $\bigcap_{n \in \mathbb{N}} \partial_{\varepsilon}\left(I_{f}+\delta_{L_{n}}\right)(x)=\partial_{\varepsilon} I_{f}(x)$.

Remark 5.11 The reader can notice that in Theorem 5.9 we can consider the hypotheses for every finite dimensional subspace $F$ of $X, f_{\left.\right|_{F}}$ is normal integrand and $\overline{\mathrm{co}}_{F} I_{f}=I_{\overline{\mathrm{Co}}_{F} f}$, we have the formulas 5.3 and 5.4 change to

$$
\begin{aligned}
& \partial_{\varepsilon} I_{f}(x) \subseteq \bigcap_{L \in \mathcal{F}(x)} \bigcup_{\substack{\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\
\varepsilon_{1}, \varepsilon_{2} \geq 0 \\
\ell \in \mathcal{I}\left(\varepsilon_{1}\right)}}\left\{\int_{T} \partial_{\ell(t)+m_{x, F}(t)}\left(f_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{f}\right\}}\right)(x) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(x)\right\}, \\
& \partial_{\varepsilon} I_{f}(x) \subseteq \bigcap_{L \in \mathcal{F}(x)} \bigcup_{\ell \in \mathcal{I}(\varepsilon)}\left\{\int_{T} \partial_{\ell(t)+m_{x, F}(t)}\left(f_{t}+\delta_{L \cap \operatorname{dom} I_{f}}\right)(x) \mathrm{d} \mu(t)\right\},
\end{aligned}
$$

respectively, where $m_{x, F}(t):=f(t, x)-\overline{\operatorname{co}}_{F} f(t, x)$ is the modulus of convexity over $F$. Moreover we notice that if $\partial_{\varepsilon} I_{f}(x) \neq \emptyset$, then $\int m_{x, L}(t) \mathrm{d} \mu(t) \leq \varepsilon$. Indeed take $F \in \mathcal{F}(x)$, on the one hand for every $t \in T, f(t, x) \geq \frac{T}{\overline{\operatorname{co}}}\left(f(t, \cdot)_{\left.\right|_{F}}\right)(x) \geq \overline{\operatorname{co}} f(t, x)$. On the other hand if $\partial_{\varepsilon} I_{f}(x) \neq \emptyset$ we have $I_{f}(x) \leq \overline{\operatorname{co}} I_{f}(x)+\varepsilon$ and by the hypothesis $I_{\overline{\text { co }} f}(x)=\overline{\operatorname{co}} I_{f}(x)$, so $I_{f}(x) \leq I_{\overline{\mathrm{c}} f}(x)+\varepsilon$, that implies, $\int_{T} f(t, x)-\overline{\mathrm{co}}\left(f(t, \cdot)_{\mid F}\right)(x) \mathrm{d} \mu(t) \leq \varepsilon$. In particular if $f$ is a convex normal integrand we have $m_{x}(\cdot)=0$. We do not put this in the principal statement of Theorem 5.9 because this formulas can be deduced from the Formulas 5.3 and 5.4 .

The next example justifies the use of the normal cone inside the integral sign, even if the date is smooth and the space is finite dimensional.

Example 5.12 Consider the function $f(x):=\frac{b}{a} x+b+\delta_{[-\eta, \eta]} a, b, \eta>0$, then we have $\partial_{\varepsilon} f(0)=\left[-\frac{\varepsilon}{\eta}+\frac{b}{a}, \frac{\varepsilon}{\eta}+\frac{b}{a}\right]$. Indeed,

$$
\begin{aligned}
\alpha \in \partial_{\varepsilon} f(0) & \Leftrightarrow \alpha \cdot x \leq f(x)-f(0)+\varepsilon \forall x \in[-\eta, \eta] \\
& \Leftrightarrow \alpha \cdot x \leq \frac{b}{a} x+b-b+\varepsilon \forall x \in[-\eta, \eta] \\
& \Leftrightarrow\left(\alpha-\frac{b}{a}\right) \cdot x \leq \varepsilon \forall x \in[-\eta, \eta] .
\end{aligned}
$$

Then, it is clear that the last inequality holds if and only if $\alpha \in\left[-\frac{\varepsilon}{\eta}+\frac{b}{a}, \frac{\varepsilon}{\eta}+\frac{b}{a}\right]$. Using the previous function one constructs a normal integrand $f:] 0,1] \times \mathbb{R} \rightarrow[0,+\infty]$ by $f(t, x):=$ $\frac{b(t)}{a(t)} x+b(t)+I_{[-\eta(t), \eta(t)]}$, with $b(t)=\frac{1}{\sqrt{t}}+1, a(t)=\delta(t)=t$. Hence we compute

$$
I_{f}(x)=\left\{\begin{array}{cc}
\int_{0}^{1}\left(1+\frac{1}{\sqrt{t}}\right) \mathrm{d} t & \text { if } x=0 \\
+\infty & \text { if } x \neq 0
\end{array}\right.
$$

That implies $\partial I_{f}(0)=\mathbb{R}$, but $\int_{T} \partial_{\varepsilon} f(t, 0)=\emptyset$ for $\varepsilon<1$.
Remark 5.13 The only thing one needs to simplify formulas of Theorem 5.9 is a kind of Qualification Condition (QC) (see for example [132, Theorem 2.8.3]), that allow us separate the subdifferential of the sum $\partial_{\varepsilon}\left(f_{t}+\delta_{\left.\text {aff } L \cap \operatorname{dom} I_{f}\right)}\right)(x)=\partial_{\varepsilon} f_{t}(x)+\partial \delta_{\text {aff } L \cap \operatorname{dom} I_{f}}(x)$, for instance:
(i) $X=\mathbb{R}^{n}$ and $\operatorname{ri}\left(\operatorname{dom} f_{t}\right) \cap \operatorname{ri}\left(\operatorname{dom} I_{f}\right) \neq \emptyset$.
(ii) Attouch-Brézis $X$ Banach and $\mathbb{R}_{+}\left(\operatorname{dom} f_{t}-\operatorname{aff}\left(\operatorname{dom} I_{f} \cap L\right)\right)$ is a closed subspace for every $L \in \mathcal{F}(x)$.
(iii) $X$ lcs and $f_{t}$ continuous at some point of $\operatorname{dom} I_{f}$.
(iv) Fenchel-Rockafellar for every $L \in \mathcal{F}(x)$ and every $U \in \mathcal{N}_{0}$ there exist $\lambda>0$ and $V \in \mathcal{N}_{0}$ such that $V \cap \operatorname{span}\left\{\operatorname{dom} f_{t}-\operatorname{aff}\left(\operatorname{dom} I_{f} \cap L\right)\right\} \subseteq\left\{f_{t} \leq r\right\} \cap B-\operatorname{aff}\left(\operatorname{dom} I_{f} \cap L\right)$.
(v) $\left(f+\delta_{\mathrm{aff}\left(\operatorname{dom} I_{f} \cap L\right)}\right)^{*}\left(x^{*}\right)=\min \left\{f^{*}\left(y^{*}\right): x^{*}-y^{*} \in \operatorname{aff}\left(\operatorname{dom} I_{f} \cap L\right)^{\circ}\right\}$ for every $x^{*} \in X^{*}$ and every $L \in \mathcal{F}(x)$.

Corollary 5.14 In the setting of Theorem 5.9 suppose one qualification condition holds (for example one of the remark above) in a measurable set $T_{Q C}$, then:

$$
\begin{align*}
\partial I_{f}(x)=\bigcap_{L \in \mathcal{F}(x)}\left\{\int_{T_{Q C}}\left(\partial f_{t}(x)+\partial \delta_{\text {aff }\left(\operatorname{dom} I_{f} \cap L\right)}(x)\right)\right. & \mathrm{d} \mu(t)+\int_{T_{Q C}^{C}} \partial\left(f_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{f}\right\}}\right)(x) \mathrm{d} \mu(t) \\
& \left.+N_{L \cap \operatorname{dom} I_{f}}(x)\right\} \tag{5.5}
\end{align*}
$$

Moreover if $T$ is finite we have:

$$
\begin{equation*}
\partial\left(\sum_{\mathrm{i} \in T} f_{\mathrm{i}}\right)(x)=\bigcap_{\substack{\varepsilon_{\mathrm{i}}>0, \mathrm{i} \in T_{Q C}^{c} \\ \sum \varepsilon_{\mathrm{i}}=\varepsilon}} \mathrm{cl}\left\{\sum_{\mathrm{i} \in T_{Q C}} \partial f_{\mathrm{i}}(x)+\partial_{\varepsilon_{\mathrm{i}}} f_{\mathrm{i}}(x)\right\} \tag{5.6}
\end{equation*}
$$

Proof. Equation (5.5) is direct from Theorem 5.9. Now we proof the second formula fix $V \in \mathcal{N}_{0}$, by $($

$$
\begin{aligned}
\partial\left(\sum_{\mathrm{i} \in T} f_{\mathrm{i}}\right)(x) & \subseteq \sum_{\mathrm{i} \in T_{Q C}} \partial f_{\mathrm{i}}(x)+N_{L \cap \operatorname{dom} I_{f}}(x)+\sum_{\mathrm{i} \in T_{Q C}^{c}} \partial\left(f_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{f}\right\}}\right)(x)+N_{L \cap \operatorname{dom} I_{f}}(x) \\
& \subseteq \sum_{\mathrm{i} \in T_{Q C}} \partial f_{\mathrm{i}}(x)+N_{L \cap \operatorname{dom} I_{f}}(x)+\sum_{\mathrm{i} \in T_{Q C}^{c}} \partial_{\varepsilon_{\mathrm{i}}} f_{t}(x)+N_{L \cap \operatorname{dom} I_{f}}(x)+N_{L \cap \operatorname{dom} I_{f}}(x),
\end{aligned}
$$

here we have applied Theorem 3.14 to upper-estimate

$$
\partial\left(f_{t}+\delta_{\text {aff }\left\{L \cap \operatorname{dom} I_{f}\right\}}\right)(x)=\bigcap_{\delta>0} \operatorname{cl}^{w^{*}}\left\{\partial_{\delta} f_{t}(x)+N_{L \cap \operatorname{dom} I_{f}}(x)\right\}
$$

then we can take $V_{\mathrm{i}} \in \mathcal{N}_{0}$, i $\in T_{Q C}^{c}$ such that $\sum_{\mathrm{i} \in T_{Q C}^{c}} V_{\mathrm{i}} \subseteq V$, on the other hand because $N_{L \cap \operatorname{dom} I_{f}}(x)+N_{L \cap \operatorname{dom} I_{f}}(x)+N_{L \cap \operatorname{dom} I_{f}}(x)=N_{L \cap \operatorname{dom} I_{f}}(x)$ we conclude that

$$
\partial\left(\sum_{\mathrm{i} \in T} f_{\mathrm{i}}\right)(x) \subseteq \sum_{\mathrm{i} \in T_{Q C}} \partial f_{\mathrm{i}}(x)+\sum_{\mathrm{i} \in T_{Q C}^{c}} \partial_{\varepsilon_{\mathrm{i}}} f_{t}(x)+N_{L \cap \operatorname{dom} I_{f}}(x)+V
$$

Moreover if $\partial f_{\mathrm{i}}(x) \neq \emptyset$ we have $N_{\mathrm{dom} I_{f} \cap L}=\left[\operatorname{cl}\left(\sum_{\mathrm{i} \in T_{Q C}} \partial f_{\mathrm{i}}(x)+\sum_{\mathrm{i} \in T_{Q C}^{c}} \partial_{\varepsilon_{\mathrm{i}}} f_{t}(x)+L^{\perp}\right)\right]_{\infty}$ (see 54, Lemma 11]), therefore if $L^{\perp} \subseteq V$

$$
\partial\left(\sum_{\mathrm{i} \in T} f_{\mathrm{i}}\right)(x) \subseteq \sum_{\mathrm{i} \in T_{Q C}} \partial f_{\mathrm{i}}(x)+\sum_{\mathrm{i} \in T_{Q C}^{c}} \partial_{\varepsilon_{\mathrm{i}}} f_{t}(x)+V+V,
$$

and consequently

$$
\begin{aligned}
\partial\left(\sum_{\mathrm{i} \in T} f_{\mathrm{i}}\right)(x) & \subseteq \bigcap_{\substack{\varepsilon_{\mathrm{i}} \geq 0, \mathrm{i} \in T_{Q C}^{c} \\
\sum \varepsilon_{\mathrm{i}}=\varepsilon}} \bigcap_{V \in \mathcal{N}_{0}}\left[\sum_{\mathrm{i} \in T_{Q C}} \partial f_{\mathrm{i}}(x)+\sum_{\mathrm{i} \in T_{Q C}^{c}} \partial_{\varepsilon_{\mathrm{i}}} f_{t}(x)+V+V\right] \\
& =\bigcap_{\substack{\varepsilon_{\mathrm{i}} \geq 0, \mathrm{i} \in T_{Q C}^{c} \\
\sum \varepsilon_{\mathrm{i}}=\varepsilon}} \mathrm{cl}\left\{\sum_{\mathrm{i} \in T_{Q C}} \partial f_{\mathrm{i}}(x)+\sum_{\mathrm{i} \in T_{Q C}^{c}} \partial_{\varepsilon_{\mathrm{i}}} f_{t}(x)\right\} .
\end{aligned}
$$

Example 5.15 The main feature of the finite parametrized case given in Equation (5.6) is that the characterization of $\partial I_{f}(x)$ does not involve the normal cone $N_{\text {dom } I_{f} \cap L}(x)$. This fact is specific to this finite case and cannot be true in general, even for smooth data functions
$f_{t}$ with $\int \partial f(t, x) \mathrm{d} \mu(t) \neq \emptyset$. For example, consider the Lebesgue measure on $\left.] 0,1\right]$ and the integrand $f: T \times \mathbb{R} \rightarrow \mathbb{R}$ given by $f(t, x)=x^{2} / t$. Then we obtain that $I_{f}=\delta_{\{0\}}$ and, so, $\partial f(t, 0)=\{0\}$, while $\partial I_{f}(0)=\mathbb{R}$. The same example can be adapted to construct similar counterexamples to Equation (5.6) for countable measure over the measurable space $(\mathbb{N}, \mathcal{P}(\mathbb{N}))$.

Let us illustrate a possible applications of the Corollary above using the relative interior, but first we need the following lemma (to avoid the use of the classical sum rule).

Lemma 5.16 Let $f \in \Gamma_{0}(X)$. Assume that $f$ is continuous at $x \in \operatorname{dom} f$ relative to aff $(\operatorname{dom} f)$, let $L$ be an finite dimensional affine subspace which contains $x$, then for every $x^{*} \in X^{*}$

$$
\left(f+\delta_{L}\right)^{*}\left(x^{*}\right)=\min \left\{f^{*}\left(y^{*}\right)+\delta_{L}^{*}\left(x^{*}-y^{*}\right): y^{*} \in X^{*}\right\}
$$

Proof. Because the inequality $\leq$ always holds, we prove the opposite. First suppose $x=0$, define $W=\operatorname{lin}(\operatorname{dom} f)$ and $Z:=\operatorname{lin}(\operatorname{dom} f-L)$, it is easy to see that there exists a finite dimensional subspace $\tilde{L} \subseteq L$ such that $Z=W \oplus \tilde{L}$. From the fact that $\operatorname{dom} f \subseteq W$ one see easily that for every $z^{*} \in W^{*}$ and every continuous linear extension $\tilde{z}^{*} \in X^{*}$ of $z^{*}$,

$$
\begin{equation*}
f^{*}\left(\tilde{z}^{*}\right)=\left(f_{\mid Z}\right)^{*}\left(\tilde{z}_{\mid Z}^{*}\right)=\left(f_{\mid W}\right)^{*}\left(z^{*}\right) \tag{5.7}
\end{equation*}
$$

Since $0 \in \operatorname{dom} f \cap L$ we have $f+\delta_{L}$ is proper, then $\left(f+\delta_{L}\right)^{*}=\operatorname{cl}^{w^{*}}\left\{f^{*} \square \delta_{L}^{*}\right\}$. Take $x^{*} \in X^{*}$, then the previous equality allows us take nets $x_{1, \mathrm{i}}^{*}, x_{2, \mathrm{i}}^{*}, \mathrm{i} \in I$ such that $x_{1, \mathrm{i}}^{*}+x_{2, \mathrm{i}}^{*}=: w_{\mathrm{i}}^{*} \rightharpoonup x^{*}$ and $f^{*}\left(x_{1, \mathrm{i}}^{*}\right)+\delta_{L}^{*}\left(x_{2, \mathrm{i}}^{*}\right) \rightarrow\left(f+\delta_{L}\right)^{*}\left(x^{*}\right)$, since $\delta_{L}^{*}=\delta_{L^{\perp}}$ we can assume that $x_{2, \mathrm{i}}^{*} \in L^{\perp}$. Now consider $\|\cdot\|_{\tilde{L}}$ a norm in $\tilde{L}$ and $B$ the closed unit ball in $\tilde{L}$ respect to this norm, set $M:=\sup \left\{\left\|w_{\mathrm{i}}^{*}\right\|_{\tilde{L}}: \mathrm{i} \in I\right\}<+\infty$ and consider $P_{W}$ and $P_{\tilde{L}}$ continuous projections from $Z$ to $W$ and $L$ respectively, because $f$ is continuous (relative to $W$ ) at 0 there exists a real number $r \geq \sup \left\{f(0), f^{*}\left(x_{1, \mathrm{i}}\right): \mathrm{i} \in I\right\}$ such that $\{f \leq r\}$ is a neighborhood of 0 in $W$, then $U:=P_{W}^{-1}(\{f \leq r\}) \cap P_{\tilde{L}}^{-1}(B)$ is a neighborhood of 0 relative to $Z$, moreover for every $\mathrm{i} \in I$ and every $u \in U$

$$
\begin{aligned}
\left\langle x_{1, \mathrm{i}}^{*}, u\right\rangle & =\left\langle x_{1, \mathrm{i}}^{*}, P_{W}(u)\right\rangle+\left\langle x_{1, \mathrm{i}}^{*}, u-P_{W}(u)\right\rangle \\
& =\left\langle x_{1, \mathrm{i}}^{*}, P_{W}(u)\right\rangle-f\left(P_{W}(u)\right)+f\left(P_{W}(u)\right)+\left\langle x_{1, \mathrm{i}}^{*}, P_{\tilde{L}}(u)\right\rangle \\
& \leq f^{*}\left(x_{1, \mathrm{i}}^{*}\right)+f\left(P_{W}(u)\right)+\left\langle x_{1, \mathrm{i}}^{*}+x_{2, \mathrm{i}}^{*}, P_{\tilde{L}}(u)\right\rangle \\
& =f^{*}\left(x_{1, \mathrm{i}}^{*}\right)+f\left(P_{W}(u)\right)+\left\langle w_{\mathrm{i}}^{*}, P_{\tilde{L}}(u)\right\rangle \leq 2 r+M .
\end{aligned}
$$

Then by Banach-Alaoglu-Bourbaki's theorem [46, Theorem 3.37] there exists a subnet

$$
\left(x_{1, \beta}^{*}\right)_{\mid Z} \rightharpoonup x_{1}^{*} \in Z^{*}
$$

which implies $\left(x_{2, \beta}^{*}\right)_{\left.\right|_{Z}} \rightharpoonup x_{2}^{*} \in Z^{*}$ and $\left\langle x_{2}^{*}, h\right\rangle=0$ for all $h \in L$. Then using 5.7 and $\delta_{L}^{*}=\delta_{L^{\perp}}$ we get
$\left(f_{\mid Z}\right)^{*}\left(x_{1}^{*}\right) \leq \liminf \left(f_{\mid Z}\right)^{*}\left(\left(x_{2, \beta}^{*}\right)_{\mid Z}\right)=\liminf f^{*}\left(x_{2, \beta}^{*}\right) \leq \lim \left(f^{*}\left(x_{2, \beta}^{*}\right)+\delta_{L}^{*}\left(x_{2, \beta}^{*}\right)\right)=\left(f+\delta_{L}\right)^{*}\left(x^{*}\right)$.
Then take some extension $\tilde{x}_{1}^{*}, \tilde{x}_{2}^{*} \in X^{*}$ of $x_{1}^{*}$ and $x_{2}^{*}$ respectively, define $\tilde{x}^{*}=\tilde{x}_{1}^{*}+\tilde{x}_{2}^{*}$ and $y^{*}:=\tilde{x}_{1}^{*}+x^{*}-\tilde{x}^{*}$, so $y^{*}+x_{2}^{*}=x^{*}$ and $y^{*}$ is an extension of $x_{1}^{*}$, then using 5.7 we get
$f^{*}\left(y^{*}\right)+\delta_{L}^{*}\left(x_{2}^{*}\right)=\left(f_{\mid z}\right)^{*}\left(x_{1}^{*}\right)+\delta_{L}^{*}\left(x_{2}^{*}\right) \leq\left(f+\delta_{L}\right)^{*}\left(x^{*}\right)$. Finally if $x$ is an arbitrary point, take $g(\cdot):=f(\cdot+x)$ and the $L-x$ as the affine subspace, then by the previous

$$
\left(g+\delta_{L-x}\right)^{*}\left(x^{*}\right)=\min \left\{g^{*}\left(y^{*}\right)+\delta_{L-x}^{*}\left(x^{*}-y^{*}\right): y^{*} \in X^{*}\right\}
$$

since $\left(g+\delta_{L-x}\right)^{*}\left(x^{*}\right)=\left(f+\delta_{L}\right)^{*}\left(x^{*}\right)-\left\langle x^{*}, x\right\rangle, g^{*}\left(y^{*}\right)=f^{*}\left(y^{*}\right)-\left\langle y^{*}, x\right\rangle$ and $\delta_{L-x}^{*}\left(x^{*}-y^{*}\right)=$ $\delta_{L}^{*}\left(x^{*}-y^{*}\right)-\left\langle x^{*}-y^{*}, x\right\rangle$ we conclude the result.

Corollary 5.17 Let $\left\{g_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{k},\left\{g_{1}\right\}_{\mathrm{i}=k+1}^{p} \subseteq \Gamma_{0}(X)$ such that $\bigcap_{\mathrm{i} \leq k} \operatorname{ri}_{\text {aff }\left(\operatorname{dom} g_{\mathrm{i}}\right)}\left(\operatorname{dom} g_{\mathrm{i}}\right) \cap \bigcap_{j \geq k+1} \operatorname{dom} g_{j} \neq$ $\emptyset$ and for every $j \leq k, g_{j}$ is continuous on $\operatorname{ri}_{\text {aff }\left(\operatorname{dom} g_{\mathrm{i}}\right)}\left(\operatorname{dom} g_{\mathrm{i}}\right)$. Then

$$
\begin{equation*}
\partial\left(\sum_{\mathrm{i}=1}^{p} g_{\mathrm{i}}\right)(x)=\bigcap_{\substack{\varepsilon_{\mathrm{i}}>0, \mathrm{i}>k \\ \sum \sum \varepsilon_{\mathrm{i}}=\varepsilon}} \mathrm{cl}\left\{\sum_{\mathrm{i} \leq k} \partial g_{\mathrm{i}}(x)+\sum_{\mathrm{i}>k} \partial_{\mathcal{\varepsilon}_{\mathrm{i}}} g_{\mathrm{i}}(x)\right\} . \tag{5.8}
\end{equation*}
$$

Proof. Take $x \in X$ and $x_{0} \in \bigcap_{\mathrm{i} \leq k} \operatorname{ri}_{\left.\text {aff( } \operatorname{dom} g_{\mathrm{i}}\right)}\left(\operatorname{dom} g_{\mathrm{i}}\right) \cap \bigcap_{j \geq k+1} \operatorname{dom} g_{j} \neq \emptyset$, define $g=\sum_{\mathrm{i}=1}^{p} g_{\mathrm{i}}$, then we apply Lemma 5.16 to $g_{\mathrm{i}}$ and $L:=\operatorname{aff}(\operatorname{dom}(g) \cap F)$ with $F \in \mathcal{F}(x)$ such that $x_{0} \in F$, therefore $5.13(\mathrm{e})$ is satisfied, then by Corollary 5.14 we conclude the formula.

Remark 5.18 We notice that to prove (5.8) it is only necessary that for every $j \leq k$ there exists $x_{j} \in \operatorname{ri}\left(\operatorname{dom} g_{j}\right) \cap \bigcap_{i \neq j} \operatorname{dom} g_{i} \neq \emptyset$ such that $g_{j}$ is continuous at $x_{j}$ relative to aff $\left(\operatorname{dom} g_{j}\right)$. Obviously both statement are equivalent when $\operatorname{aff}\left(\operatorname{dom} g_{\mathrm{i}}\right)$ is closed. It is worth nothing that when there exist some $j$ such that

$$
\left[\partial g_{j}(x)\right]_{\infty} \bigcap-\left[\sum_{\mathrm{i} \neq j} \partial_{\mathcal{\varepsilon}_{\mathrm{i}}} g_{\mathrm{i}}(x)\right]_{\infty}=N_{\operatorname{dom} g_{j}}(x) \bigcap-N_{\operatorname{dom}} \sum_{\mathrm{i} \neq j} g_{\mathrm{i}}(x)=\{0\}
$$

for example if $g_{j}$ is continuous at some point of $\left.\operatorname{dom}\left(\sum_{\mathrm{i} \neq j} \partial g_{\mathrm{i}}\right)\right)$, then the formula above is simplified to

$$
\partial\left(\sum_{\mathrm{i}=1}^{p} g_{\mathrm{i}}\right)(x)=\partial g_{j}(x)+\bigcap_{\substack{\varepsilon_{\mathrm{i}}>0, \mathrm{i}>k \\ \sum \varepsilon_{\mathrm{i}}=\varepsilon}} \operatorname{cl}\left\{\sum_{\substack{\mathrm{i} \leq k \\ \mathrm{i} \neq j}} \partial g_{\mathrm{i}}(x)+\sum_{\mathrm{i}>k} \partial_{\varepsilon_{\mathrm{i}}} g_{\mathrm{i}}(x)\right\} .
$$

### 5.4 Suslin spaces or discrete measure space

In this section we give more sharp characterizations of the $\varepsilon$-subdifferential of $I_{f}$ under the cases where either $X, X^{*}$ are Suslin spaces, or $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. These settings indeed permit the use of mesurable selection theorems, which gives us more control on the integration of the multifunctions $\partial_{\varepsilon(t)} f_{t}(x)$ and $N_{\text {dom } I_{f} \cap L}^{\varepsilon}(x)$. We recall that $f: T \times X \rightarrow \mathbb{R} \cup\{+\infty\}$ is a given normal convex integrand, and $(T, \mathcal{A}, \mu)$ is a complete $\sigma$-finite measure space. The function $I_{f}: X \rightarrow \mathbb{R} \cup\{+\infty\}$ is defined as

$$
I_{f}(x)=\int_{T} f(t, x) \mathrm{d} \mu(t) .
$$

Then the following corollary makes sharper the characterization given in Theorem 5.9 by using only the $\varepsilon$-subdifferential of the $f_{t}$ 's.

In the next corollary we apply approximated sum rule (see [56|) to obtain simplifications of the formulas presented in Theorem 5.9

Corollary 5.19 We suppose that either $X$ and $X^{*}$ are Suslin spaces or $(T, \Sigma)=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. Then for every $x \in X$ and $\varepsilon \geq 0$ we have

$$
\partial_{\varepsilon} I_{f}(x)=\bigcap_{\substack{L \in \mathcal{F}(x)}} \bigcup_{\substack{\varepsilon_{1}, \varepsilon_{2} \geq 0 \\ \varepsilon \varepsilon \varepsilon_{1}+\varepsilon_{2} \\ \ell \in \mathcal{I}\left(\varepsilon_{1}\right) \\ \eta \in L^{1}(T,(0,+\infty))}} \bigcap_{\eta \in L^{1}(T,(0,+\infty))} \mathrm{cl}\left\{\int_{T}\left(\partial_{\ell(t)+\eta(t)} f_{t}(x)+N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(x)\right) \mathrm{d} \mu(t)\right\},
$$

where the closure is taking in the strong topology $\beta\left(X^{*}, X\right)$.

Proof. We only need to prove the inclusion " $\subset$ " in which we suppose that $x=0$. Take $F \in \mathcal{F}(0), \varepsilon>0$ and $L:=\operatorname{span}\left\{F \cap \operatorname{dom} I_{f}\right\}\left(=\operatorname{aff}\left\{F \cap \operatorname{dom} I_{f}\right\}\right)$, say $L=\operatorname{span}\left\{\mathrm{e}_{\mathrm{i}}\right\}_{1}^{p}$ with $\left\{\mathrm{e}_{\mathrm{i}}\right\}_{1}^{p}$ being linearly independent so that $\operatorname{co}\left\{ \pm \mathrm{e}_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{p}$ is the united closed ball in $L$ with respect to a norm $\|\cdot\|_{L}$ (on $L$ ). Let $P: X \rightarrow L$ be a continuous projection, $M \geq 0$, and $W \in \mathcal{N}_{0}$ as in Lemma 5.7. Given $\delta>0$, we pick an integrable function $\gamma: T \rightarrow(0,+\infty)$ such that

$$
\begin{equation*}
M \int_{T} \gamma(t) \mathrm{d} \mu \leq \delta \tag{5.9}
\end{equation*}
$$

and define the measurable multifunctions $U, V: T \rightrightarrows L^{*}$ as
$U(t):=\left\{x^{*} \in X^{*}:\left|\left\langle x^{*}, \mathrm{e}_{\mathrm{i}}\right\rangle\right| \leq \gamma(t), \mathrm{i}=1, \ldots, p\right\}, V(t):=\left\{x^{*} \in L^{*}:\left|\left\langle x^{*}, \mathrm{e}_{\mathrm{i}}\right\rangle\right| \leq \gamma(t), \mathrm{i}=1, \ldots, p\right\}$.
Now take $x^{*} \in \partial_{\varepsilon} I_{f}(0)$ and fix a positive measurable function $\eta$. By formula 5.3 in Theorem 5.9 there exist $\varepsilon_{1}, \varepsilon_{2} \geq 0$ with $\varepsilon_{1}+\varepsilon_{2}=\varepsilon, \ell \in \mathcal{I}\left(\varepsilon_{1}\right)$, an integrable selection $x_{L, \varepsilon}^{*}(\cdot)$ of the multifunction $t \rightarrow \partial_{\ell(t)}\left(f_{t}+\delta_{L}\right)(0)$, and $\lambda^{*} \in N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(0)$ such that $x^{*}=\int_{T} x_{L, \varepsilon}^{*}(t) \mathrm{d} \mu(t)+\lambda^{*}$. Since $U(t) \in \mathcal{N}_{0}$, by the Hiriart-Urruty-Phelps sum rule (see Proposition 1.2) we have that, for ae $t \in T$,

$$
\begin{aligned}
x_{L, \varepsilon}^{*}(t) \in \partial_{\ell(t)}\left(f_{t}+\delta_{L}\right)(0) & \subset \partial_{\ell(t)+\eta(t)} f_{t}(0)+L^{\perp}+U(t) \\
& \subset \partial_{\ell(t)+\eta(t)} f_{t}(0)+N_{\operatorname{dom} I_{f} \cap L}(0)+P^{*}(V(t)) .
\end{aligned}
$$

We define the multifunction $G: T \rightrightarrows X^{*} \times X^{*} \times F^{*}$ as

$$
\left(y^{*}, w^{*}, v^{*}\right) \in G(t) \Leftrightarrow\left\{\begin{array}{c}
y^{*} \in \partial_{\ell(t)+\eta(t)} f(t, 0), w^{*} \in N_{\operatorname{dom} I_{f} \cap F}, \text { and } v^{*} \in V(t), \\
x_{L, \varepsilon}^{*}(t)=y^{*}+w^{*}+P^{*}\left(v^{*}\right)
\end{array}\right.
$$

If $X, X^{*}$ are Suslin spaces, then by Lemma $5.8 G$ is measurable, and so, by Theorem 1.21 it admits a mesurable selection $\left(y^{*}(\cdot), w^{*}(\cdot), v^{*}(\cdot)\right)$. This also obviously holds when $(T, \Sigma)=$ $(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. Thus, by Lemma 5.7 the function $u^{*}(t):=v^{*}(t) \circ P$ is integrable and we get

$$
\sigma_{W}\left(u^{*}(t)\right) \leq M \max _{\mathrm{i}=1, \ldots, p}\left\langle v^{*}(t), \mathrm{e}_{\mathrm{i}}\right\rangle \leq M \gamma(t) \text { for ae } t \in T
$$

Consequently, the function $y^{*}+w^{*}=x_{L, \varepsilon}^{*}(\cdot)-u^{*}(\cdot)$ is strongly integrable and we have (recall (5.9))

$$
\begin{aligned}
\sigma_{W}\left(x^{*}-\int_{T}\left(y^{*}(t)+w^{*}(t)\right) \mathrm{d} \mu(t)-\lambda^{*}\right) & =\sigma_{W}\left(\int_{T} x_{L, \varepsilon}^{*}(t) \mathrm{d} \mu(t)-\int_{T}\left(y^{*}(t)+w^{*}(t)\right) \mathrm{d} \mu(t)\right) \\
& =\sigma_{W}\left(\int_{T} u^{*}(t) \mathrm{d} \mu(t)\right) \\
& \leq \int_{T} \sigma_{W}\left(u^{*}(t)\right) \mathrm{d} \mu(t) \\
& \leq M \int_{T} \gamma(t) \mathrm{d} \mu \leq \delta
\end{aligned}
$$

that is,

$$
x^{*}-\int_{T}\left(y^{*}(t)+w^{*}(t)\right) \mathrm{d} \mu(t)-\lambda^{*} \in \delta W^{\circ}
$$

and due to the arbitrariness of $\delta$ we obtain

$$
x^{*} \in \mathrm{cl}^{\beta\left(X^{*}, X\right)} \int_{T}\left(\partial_{\ell(t)+\eta(t)} f_{t}(0)+N_{\operatorname{dom} I_{f} \cap L}(0)\right) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(0) .
$$

Finally, since $N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(0) \subset \int_{T} N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(0) \mathrm{d} \mu(t)$ we conclude that

$$
x^{*} \in \operatorname{cl}^{\beta\left(X^{*}, X\right)} \int_{T}\left(\partial_{\ell(t)+\eta(t)} f_{t}(0)+N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(0)\right) \mathrm{d} \mu(t) .
$$

The next result is a finite-dimensional-like characterization of the subdifferential of $I_{f}$. Recall that a closed affine subspace $A \subset X$ is said to have a continuous projection if there exists a continuous projection from $X$ to $A$.

Theorem 5.20 Let $X, X^{*}$ and $T$ be as in Theorem 5.19. If $I_{f}$ is continuous on $\operatorname{ri}\left(\operatorname{dom} I_{f}\right) \neq$ $\emptyset$ and $\overline{\operatorname{aff}}\left(\operatorname{dom} I_{f}\right)$ has a continuous projection, then

$$
\partial I_{f}(x)=\bigcap_{\eta \in L^{1}(T,(0,+\infty))} \operatorname{cl}^{w^{*}}\left\{(w)-\int_{T}\left(\partial_{\eta(t)} f_{t}(x)+N_{\operatorname{dom} I_{f}}(x)\right) \mathrm{d} \mu(t)\right\}
$$

Proof. Because the inclusion " $\supset$ " is immediate we only need to prove the other inclusion $" \subset "$ when $x=0$; hence, $F:=\overline{\operatorname{aff}}\left(\operatorname{dom} I_{f}\right)$ is a closed subspace of $X$. Let $x^{*} \in \partial I_{f}(0), \eta \in$ $L^{1}(T,(0,+\infty))$, and $V:=\left\{h^{*} \in X^{*}:\left|\left\langle h^{*}, \mathrm{e}_{\mathrm{i}}\right\rangle\right| \leq 1, \quad \mathrm{i}=1, \ldots, p\right\}$ for some $\left\{\mathrm{e}_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{p} \subset X$. By the current assumption, we take $x_{0} \in \operatorname{ri}\left(\operatorname{dom} I_{f}\right)$ and a continuous projection $P: X \rightarrow F$. Define $L=\operatorname{span}\left\{\mathrm{e}_{\mathrm{i}}, P\left(\mathrm{e}_{\mathrm{i}}\right), x_{0}\right\}_{\mathrm{i}=1}^{p}$ and $W(t):=\left\{h^{*} \in X^{*}: \max \left\{\left|\left\langle h^{*}, \mathrm{e}_{\mathrm{i}}\right\rangle\right|,\left|\left\langle h^{*}, P\left(\mathrm{e}_{\mathrm{i}}\right)\right\rangle\right|,\left|\left\langle h^{*}, x_{0}\right\rangle\right|\right\} \leq\right.$ $\varepsilon(t), \mathrm{i}=1, \ldots, p\}$, where $\varepsilon(\cdot)$ is any positive integrable function with values on $(0,1)$ and
$\int_{T} \varepsilon \mathrm{~d} \mu \leq 1 / 2$. Then $L^{\perp}+W(t) \subseteq W(t) \subseteq V$. Because $L \cap \operatorname{ri}\left(\operatorname{dom} I_{f}\right) \neq \emptyset$ we have (see, e.g., Corollary 5.17)

$$
\begin{equation*}
N_{\mathrm{dom} I_{f} \cap L}(0)=\mathrm{cl}^{w^{*}}\left(L^{\perp}+N_{\operatorname{dom} I_{f}}(0)\right) . \tag{5.10}
\end{equation*}
$$

By Theorem 5.19 there exists a (strong) integrable selection $y^{*}(t) \in \partial_{\eta(t)} f_{t}(0)+N_{\text {dom } I_{f} \cap L}(0) \subset$ $\partial_{\eta(t)} f_{t}(0)+N_{\text {dom } I_{f}}(0)+W(t)$, due to 5.10, such that

$$
\begin{equation*}
x^{*}-\int_{T} y^{*} \mathrm{~d} \mu \in V . \tag{5.11}
\end{equation*}
$$

Also, by the measurability of multifunctions $\partial_{\eta(\cdot)} f(0), N_{\text {dom } I_{f}}(0)$, and $W(\cdot)$ (see, e.g., $[66 \mid)$, there exists a (weakly) measurable selection $z^{*}(\cdot)$ of $\partial_{\eta(\cdot)} f(0)+N_{\text {dom } I_{f}}(0)$ such that $y^{*}(t)-$ $z^{*}(t) \in W(t)$ for ae $t$ (the existence of such a selection is guaranteed for Suslin spaces by the representation theorem of Castaing, while it is straightforward in the discrete case). Let us verify that the function $z^{*}(\cdot) \circ P$ is weakly integrable: Given $U \in \mathcal{N}_{0}$ such that $x_{0}+P(U) \subset \operatorname{ri}\left(\operatorname{dom} I_{f}\right)$ (using the the continuity of $P$ ) we have, for every $y \in U$,

$$
\begin{align*}
\left\langle z^{*}(t) \circ P, y\right\rangle & =\left\langle z^{*}(t), P y\right\rangle \\
& =\left\langle z^{*}(t), x_{0}+P y\right\rangle-\left\langle z^{*}(t), x_{0}\right\rangle \\
& \leq f\left(t, x_{0}+P(y)\right)-f(t, 0)+\eta(t)-\left\langle z^{*}(t), x_{0}\right\rangle+\sigma_{N_{\operatorname{dom} I_{f}}(0)}\left(x_{0}+P(y)\right) \\
& \leq f\left(t, x_{0}+P(y)\right)-f(t, 0)+\eta(t)+\left|\left\langle z^{*}(t)-y^{*}(t), x_{0}\right\rangle\right|+\left|\left\langle y^{*}(t), x_{0}\right\rangle\right| \\
& \leq f\left(t, x_{0}+P(y)\right)-f(t, 0)+\eta(t)+\varepsilon(t)+\left|\left\langle y^{*}(t), x_{0}\right\rangle\right| \tag{5.12}
\end{align*}
$$

and the weak integrability of $z^{*}(\cdot) \circ P$ follows, as

$$
\begin{aligned}
\int_{T}\left|\left\langle z^{*}(t) \circ P, y\right\rangle\right| \mathrm{d} \mu(t) & \leq \int_{T}\left|f\left(t, x_{0}+P(y)\right)\right| \mathrm{d} \mu(t)+\int_{T}\left|f\left(t, x_{0}-P(y)\right)\right| \mathrm{d} \mu(t)-I_{f}(0) \\
& +\int_{T}\left(\eta(t)+\varepsilon(t)+\left|\left\langle y^{*}(t), x_{0}\right\rangle\right|\right) \mathrm{d} \mu(t)<+\infty
\end{aligned}
$$

Moreover, (5.12) implies that $\int_{T} z^{*} \circ P \mathrm{~d} \mu$ is uniformally bounded on a neighborhood of zero, so that $\int_{T} z^{*} \circ P \mathrm{~d} \mu \in X^{*}$. Finally, we have

$$
z^{*}(t) \circ P=z^{*}(t)+z^{*}(t) \circ P-z^{*}(t) \in \partial_{\eta(t)} f_{t}(0)+N_{\operatorname{dom} I_{f}}(0)+F^{\perp}=\partial_{\eta(t)} f_{t}(0)+N_{\operatorname{dom} I_{f}}(0),
$$ and (recall (5.11))

$$
x^{*}-\int_{T} z^{*} \circ P \mathrm{~d} \mu=x^{*}-\int_{T} y^{*} \mathrm{~d} \mu+\int_{T}\left(y^{*}-z^{*}\right) \mathrm{d} \mu-\int_{T}\left(z^{*} \circ P-z^{*}\right) \mathrm{d} \mu \in V+V+F^{\perp},
$$

so that (observing that $\left.F^{\perp} \subset \int_{T} N_{\text {dom } I_{f}}(x) \mathrm{d} \mu(t)\right)$

$$
\begin{aligned}
x^{*} & \in(w)-\int_{T}\left(\partial_{\eta(t)} f_{t}(x)+N_{\operatorname{dom} I_{f}}(x)\right) \mathrm{d} \mu(t)+V+V+F^{\perp} \\
& \subseteq(w)-\int_{T}\left(\partial_{\eta(t)} f_{t}(x)+N_{\operatorname{dom} I_{f}}(x)\right) \mathrm{d} \mu(t)+V+V
\end{aligned}
$$

Hence, by intersecting over $V$ we get

$$
x^{*} \in \mathrm{cl}^{w^{*}}\left\{(w)-\int_{T}\left(\partial_{\eta(t)} f_{t}(x)+N_{\operatorname{dom} I_{f}}(x)\right) \mathrm{d} \mu(t)\right\}
$$

which gives the desired inclusion due to the arbitrariness of function $\eta$.

### 5.5 Qualification conditions

Now we are going to present simplifications of Formulas 5.3 and 5.4 under classical conditions. The proof of the following two corollaries is similar, but it differs in the argument to present the existence of measurable selections.

Corollary 5.21 Let $X$ be Asplund, and assume that for every finite-dimensional subspace $F \subset X$, the function $f_{\left.\right|_{F}}: T \times F \rightarrow \mathbb{R} \cup\{+\infty\}$ is a convex normal integrand, and assume that $I_{f}$ has a continuity point. If $x \in X$ is such $f_{t}$ is continuous at $x$ for almost every $t$, then for every $\varepsilon \geq 0$

$$
\begin{equation*}
\partial_{\varepsilon} I_{f}(x)=\bigcup_{\substack{\varepsilon_{1}+\varepsilon_{2}=\varepsilon \\ \varepsilon_{1}, \varepsilon_{2} \geq 0}} \bigcap_{\gamma>0} \mathrm{cl}^{w^{*}}\left(\bigcup_{\ell \in \mathcal{I}\left(\varepsilon_{1}+\gamma\right)}\left\{(w)-\int_{T} \partial_{\ell(t)} f_{t}(x) \mathrm{d} \mu(t)\right\}\right)+N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}}(x) . \tag{5.13}
\end{equation*}
$$

Moreover, if $\varepsilon=0$, then

$$
\begin{equation*}
\partial I_{f}(x)=\mathrm{c} w^{w^{*}}\left(\left\{(w)-\int_{T} \partial f_{t}(x) \mathrm{d} \mu(t)\right\}\right)+N_{\operatorname{dom} I_{f}}(x) . \tag{5.14}
\end{equation*}
$$

Proof. W.l.o.g. we suppose that $x=0$ and $\mu(T)<+\infty$. We divide the proof in tree steps.
Step 1: We show in this step that for every $\ell \in \mathcal{I}\left(\varepsilon_{1}\right), \varepsilon_{1} \geq 0, t \rightrightarrows \partial_{\ell(t)} f_{t}(0)$ is a $w^{*}$-measurable multifunction with $w^{*}$-compact and convex values. Indeed, the continuity assumption of the $f_{t}$ 's ensures that the non-empty set $\partial_{\ell(t)} f_{t}(0)$ is $w^{*}$-compact and convex, as well as $\sigma_{\partial_{\ell(t)} f_{t}(0)}(u)=\inf _{\lambda>0} \frac{f(t, 0+\lambda u)-f(t, 0)+\ell(t)}{\lambda}$ for all $u \in X$. Hence, the function $t \rightarrow \sigma_{\partial_{\ell(t)} f(t, 0)}(u)$ is measurable, and so is the multifunction $t \rightrightarrows \partial_{\ell(t)} f_{t}(0)$.

Step 2: We have that $\partial_{\varepsilon} I_{f}(0) \subseteq \mathrm{cl}^{w^{*}}\left(\bigcup_{\substack{\varepsilon=1_{1}+\varepsilon_{2} \\ \varepsilon_{1}, \varepsilon_{2}\left(\geq 1 \\ \ell \in \mathcal{I}\left(\varepsilon_{1}\right)\right.}}\left\{(w)-\int_{T} \partial_{\ell(t)} f_{t}(0) \mathrm{d} \mu(t)+N_{\mathrm{dom} I_{f} \cap L}^{\varepsilon_{2}}(0)\right\}\right)$
for every fixed $L \in \mathcal{F}(0)$. To prove this we take $x_{0} \in \operatorname{int}\left(\operatorname{dom} I_{f}\right) \cap L$ pick $x^{*} \in \partial_{\varepsilon} I_{f}(0)$. By Theorem 5.9 and the continuity of $f(t, \cdot)$ there are $\varepsilon_{1}, \varepsilon_{2} \geq 0$ with $\varepsilon=\varepsilon_{1}+\varepsilon_{2}$ and $\ell \in \mathcal{I}\left(\varepsilon_{1}\right)$ such that

$$
x^{*} \in \int_{T}\left(\partial_{\ell(t)} f_{t}(0)+\operatorname{span}\left\{\operatorname{dom} I_{f} \cap L\right\}^{\perp}\right) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(0) .
$$

Hence, there exist an integrable function $x_{L}^{*}(t) \in \partial_{\ell(t)} f(t, 0)+\operatorname{span}\left\{\operatorname{dom} I_{f} \cap L\right\}^{\perp}$ ae, and $\lambda^{*} \in N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(0)$ such that $x^{*}=\int_{T} x_{L}^{*} \mathrm{~d} \mu+\lambda^{*}$. Now, define the multifunction $G$ : $T \rightrightarrows X^{*}$ as $G(t):=\left\{y^{*} \in \partial_{\ell(t)} f(t, 0):\left\langle y^{*}, x_{0}\right\rangle=\sigma_{\partial_{\ell(t)} f(t, 0)}\left(x_{0}\right)\right\}$. By 20, Lemma 4.3] $G$ is $w^{*}$-measurable multifunction (with $w^{*}$-compact convex valued), and so by Proposition 1.22 there exists a $w^{*}$-measurable selection $x^{*}(\cdot)$ of $G$; moreover, we have that $\left\langle x_{L}^{*}(t), x_{0}\right\rangle \leq$ $\sigma_{\partial_{\ell(t)} f(t, 0)+\operatorname{span}\left\{\operatorname{dom} I_{f} \cap L\right\}^{\perp}}\left(x_{0}\right)=\sigma_{\partial_{\ell(t)} f(t, 0)}\left(x_{0}\right)=\left\langle x^{*}(t), x_{0}\right\rangle$. By the continuity of $I_{f}$ we choose
$r>0$ such $x_{0}+\mathbb{B}(0, r) \subset \operatorname{int}\left(\operatorname{dom} I_{f}\right)$. Then, for every $v \in \mathbb{B}(0, r)$

$$
\begin{aligned}
\left\langle x^{*}(t), v\right\rangle & \leq f\left(t, x_{0}+v\right)-f(t, 0)+\ell(t)-\left\langle x^{*}(t), x_{0}\right\rangle \\
& =f\left(t, x_{0}+v\right)-f(t, 0)+\ell(t)-\sigma_{\partial_{\ell(t)} f(t, 0)}\left(x_{0}\right) \\
& \leq f\left(t, x_{0}+v\right)-f(t, 0)+\ell(t)-\left\langle x_{L}^{*}(t), x_{0}\right\rangle
\end{aligned}
$$

and so,

$$
\int_{T}\left|\left\langle x^{*}(t), v\right\rangle\right| \mathrm{d} \mu(t) \leq \int_{T}\left(\max \left\{f\left(t, x_{0}+v\right), f\left(t, x_{0}-v\right)\right\}-f(t, 0)+\ell(t)-\left\langle x_{L}^{*}(t), x_{0}\right\rangle\right) \mathrm{d} \mu(t)<+\infty ;
$$

that is, $x^{*}(\cdot)$ is Gelfand integrable ( $X$ is Banach). This last inequality implies that

$$
C:=\bigcup_{\substack{\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\ \varepsilon_{1}, \varepsilon_{2} \geq 0 \\ \ell \in \mathcal{I}\left(\varepsilon_{1}\right)}}\left\{(w)-\int_{T} \partial_{\ell(t)} f_{t}(0) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{2}}(0)\right\} \neq \emptyset .
$$

Because $\left\langle x^{*}, x_{0}\right\rangle=\left\langle\int_{T} x_{L}^{*}(t) \mathrm{d} \mu(t), x_{0}\right\rangle+\left\langle\lambda^{*}, x_{0}\right\rangle \leq\left\langle\int_{T} x^{*}(t) \mathrm{d} \mu(t)+\lambda^{*}, x_{0}\right\rangle$, from the arbitrariness of $x^{*} \in \partial_{\varepsilon} I_{f}(0)$ and $x_{0} \operatorname{in} \operatorname{int}\left(\operatorname{dom} I_{f}\right) \cap L$ we get

$$
\sigma_{\partial_{\varepsilon} I_{f}(0)}\left(x_{0}\right) \leq \sigma_{C}\left(x_{0}\right) \text { for every } x_{0} \in \operatorname{int}\left(\operatorname{dom} I_{f}\right) \cap L
$$

which also implies by usual arguments that $\sigma_{\partial_{\varepsilon} I_{f}(0)}(u) \leq \sigma_{C}(u)$ for all $u \in X$, and the desired relation holds.

Step 3: We complete the proof of the theorem. We show now that (5.13) and (5.14). We take $x^{*} \in \partial_{\varepsilon} I_{f}(0)$, so that by Step 2 there are nets of numbers $\varepsilon_{1, L, V}, \varepsilon_{2, L, V} \geq 0$ with $\varepsilon_{1, L, V}+\varepsilon_{2, L, V}=\varepsilon$ and $\ell_{L, V} \in \mathcal{I}\left(\varepsilon_{1, L, V}\right)$ and vectors $x_{L, V}^{*} \in(w)-\int_{T} \partial_{\ell_{0 L, V}(t)} f_{t}(0) \mathrm{d} \mu(t)$ and $\lambda_{L, V}^{*} \in N_{\text {dom } I_{f} \cap L}^{\varepsilon_{2, L V}}(0)$, indexed by $(L, V) \in \mathcal{F}(0) \times \mathcal{N}_{0}\left(w^{*}\right)$ such that $x^{*}=\lim x_{L, V}^{*}+\lambda_{L, V}^{*}$. We may assume that $\varepsilon_{1, L, V} \rightarrow \varepsilon_{1}$ and $\varepsilon_{2, L, V} \rightarrow \varepsilon_{2}$, with $\varepsilon_{1}+\varepsilon_{2}=\varepsilon$. Now, by the continuity of $I_{f}$ at $x_{0}$ there exist some $r>0$ such that for every $v \in B(0, r)$ and for every $L \ni x_{0}$ (w.l.o.g.)

$$
\begin{aligned}
\left\langle x_{L, V}^{*}, v\right\rangle & \leq I_{f}\left(x_{0}+v\right)-I_{f}(0)+\varepsilon_{1, L, V}-\left\langle x_{L, V}^{*}, x_{0}\right\rangle \\
& \leq I_{f}\left(x_{0}+v\right)-I_{f}(0)+\varepsilon_{1, L, V}-\left\langle x^{*}, x_{0}\right\rangle+\left\langle\lambda_{L, V}^{*}, x_{0}\right\rangle+1 \\
& \leq I_{f}\left(x_{0}+v\right)-I_{f}(0)+\varepsilon-\left\langle x^{*}, x_{0}\right\rangle+1 .
\end{aligned}
$$

Therefore, we may suppose that $\left(x_{L, V}^{*}\right) w^{*}$-converges to some $y^{*} \in X^{*}$ and that $\left(\lambda_{L, V}^{*}\right) w^{*}$ converges to some $\nu^{*} \in X^{*}$; hence, $\nu^{*} \in N_{\text {dom } I_{f}}^{\varepsilon_{2}}(0)$. Finally, if $\varepsilon=0$, then the conclusion follows. Otherwise, if $\varepsilon>0$, for every $\gamma>0$ we obtain that $\ell_{L, V} \in \mathcal{I}\left(\varepsilon_{1}+\gamma\right)$ for a co-final family of index $L, V$, and so the desired inclusion follows.

The next corllary is a generalization of [66], see also [50, 51,78] for other versions. Before we need to make a remark on the relation between the continuity of $I_{f}$ and the $f_{t}$ 's.

Remark 5.22 Assume that either $X$ is Suslin or $(T, \Sigma)=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. Due to the relation

$$
\operatorname{int}\left(\overline{\operatorname{dom} I_{f}}\right) \subset \operatorname{int}\left(\overline{\operatorname{dom} f_{t}}\right) \text { for ae } t \in T
$$

the continuity hypothesis used in Corollary 5.23 is equivalent to the continuity of the functions $I_{f}$ and $f(t, \cdot), t \in T$, at some common point. In particular, in the finite-dimensional setting, the continuity of $I_{f}$ alone ensures the continuity of the $f_{t}$ 's on the interior of their domains.

Corollary 5.23 Assume in the setting of Theorem 5.19 that each one of the functions $I_{f}$ and $f(t, \cdot), t \in T$, is continuous at some point. Then for every $x \in X$ and $\varepsilon \geq 0$.

$$
\partial_{\varepsilon} I_{f}(x)=\bigcup_{\substack{\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\ \varepsilon_{1}, \varepsilon_{2} \geq 0 \\ \ell \in \mathcal{I}\left(\varepsilon_{1}\right)}}\left\{(w)-\int_{T} \partial_{\ell(t)} f_{t}(x) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}}(x)\right\} .
$$

Proof. We fix $x \in X$ and $\varepsilon \geq 0$, and choose a common continuity point $x_{0}$ of $I_{f}$ and the $f_{t}$ 's (see Remark 5.22). The right-hand side is straightforwardly included in $\partial_{\varepsilon} I_{f}(x)$, and so we focus on the opposite inclusion. W.l.o.g. we may assume that $x=0, \partial_{\varepsilon} \neq \emptyset$, $I_{f}(0)=0$, as well as $\mu(T)=1$. Take $x^{*} \in \partial_{\varepsilon} I_{f}(0)$, anf fix a sequence of positive functions $\left(\eta_{n}\right)_{n} \subset L^{\infty}(T, \mathbb{R})$ which converges to zero. By Theorem 5.19, there exists a net of integrable functions $w_{n, L, V}^{*}(t) \in \partial_{\ell_{n, L, V}(t)+\eta_{n}(t)} f_{t}(0)+N_{\operatorname{dom} I_{f} \cap L}^{\varepsilon_{n, L, V}}(0)$, with $n \in \mathbb{N}, L \in \mathcal{F}(0), V \in \mathcal{N}_{0}$ and $\ell_{n, L, V} \in \mathcal{I}\left(\varepsilon_{n, L, V, 1}\right)$ such that

$$
\begin{equation*}
x^{*}=\lim _{n, L, V} \int_{T} w_{n, L, V}^{*}(t) \mathrm{d} \mu(t) \text { and } \varepsilon_{n, L, V, 1}+\varepsilon_{n, L, V, 2}=\varepsilon . \tag{5.15}
\end{equation*}
$$

Next, as in the proof of Theorem 5.19, we find measurable functions $x_{n, L, V}^{*}$ and $\lambda_{n, L, V}^{*}$ such that $x_{n, L, V}^{*}(t) \in \partial_{\eta_{n}(t)+\ell_{n, L, V}(t)} f(t, 0)$ and $\lambda_{n, L, V}^{*}(t) \in N_{\mathrm{dom} I_{f} \cap L}^{\varepsilon_{n, L, V}}(0)$ for ae, with $w_{n, L, V}^{*}(t)=$ $x_{n, L, V}^{*}(t)+\lambda_{n, L, V}^{*}(t)$. To simplify the notation, we just write $w_{n, \mathrm{i}}^{*}(\cdot), x_{n, \mathrm{i}}^{*}(\cdot), \varepsilon_{n, \mathrm{i}, 1}, \varepsilon_{n, \mathrm{i}, 2}, \lambda_{n, \mathrm{i}}^{*}(\cdot)$ and $\varepsilon_{n, \mathrm{i}}:=\ell_{n, \mathrm{i}}+\eta_{n}, \mathrm{i} \in I:=\mathcal{F}(0) \times \mathcal{N}_{0}$, where $\mathbb{N} \times I$ is endowed with the partial order " $\preceq "$ given by $\left(n_{1}, L_{1}, V_{1}\right) \preceq\left(n_{2}, L_{2}, V_{2}\right)$ iff $n_{1} \leq n_{2}, L_{1} \subset L_{2}$ and $V_{1} \supset V_{2}$.

The rest of the proof is devided into three steps.
Step 1: W.l.o.g. on $n$, i, there exists $U \in \mathcal{N}_{0}$ such that
$m:=\sup _{v \in U, n \in \mathbb{N}, \mathrm{i} \in I} \int_{T}\left\langle x_{n, \mathrm{i}}^{*}(t), v\right\rangle \mathrm{d} \mu(t)<+\infty$ and $m_{x}:=\sup _{n, \mathrm{i}} \int_{T}\left|\left\langle x_{n, \mathrm{i}}^{*}(t), x\right\rangle\right| \mathrm{d} \mu(t)<+\infty \quad \forall x \in X$.
Indeed, we choose $U \in \mathcal{N}_{0}$ such that $\sup _{v \in V} I_{f}\left(x_{0}+v\right)<+\infty$. Then for every $n \in \mathbb{N}, \mathrm{i} \in I$ and $v \in U$

$$
\begin{align*}
\left\langle x_{n, \mathrm{i}}^{*}(t), v\right\rangle & \leq f\left(t, x_{0}+v\right)-f(t, 0)-\left\langle x_{n, \mathrm{i}}^{*}(t), x_{0}\right\rangle+\varepsilon_{n, \mathrm{i}}(t) \\
& =f\left(t, x_{0}+v\right)-f(t, 0)-\left\langle w_{n, \mathrm{i}}^{*}(t)-\lambda_{n, \mathrm{i}}^{*}(t), x_{0}\right\rangle+\varepsilon_{n, \mathrm{i}}(t) \\
& \leq f\left(t, x_{0}+v\right)-f(t, 0)-\left\langle w_{n, \mathrm{i}}^{*}(t), x_{0}\right\rangle+\varepsilon_{n, \mathrm{i}, 2}+\varepsilon_{n, \mathrm{i}}(t) . \tag{5.17}
\end{align*}
$$

But, by 5.15) and the definition of $\varepsilon_{n, \mathrm{i}}\left(\varepsilon_{n, \mathrm{i}}=\ell_{n, \mathrm{i}}+\eta_{n}\right)$, we may suppose that for all $n$ and i ,

$$
\begin{equation*}
-\int_{T}\left\langle w_{n, \mathrm{i}}^{*}(t), x_{0}\right\rangle+\int_{T} \varepsilon_{n, \mathrm{i}}(t) \mathrm{d} \mu(t)+\varepsilon_{n, \mathrm{i}, 2} \leq-\left\langle x^{*}, x_{0}\right\rangle+\varepsilon+\int_{T} \eta_{n} \mathrm{~d} \mu+\frac{1}{2} \leq-\left\langle x^{*}, x_{0}\right\rangle+\varepsilon+1, \tag{5.18}
\end{equation*}
$$

and so 5.17 leads to $\sup _{v \in U, n \in \mathbb{N}, \mathrm{i} \in I} \int_{T}\left\langle x_{n, \mathrm{i}}^{*}(t), v\right\rangle \mathrm{d} \mu(t)<+\infty$, which is the first part of (5.16). Now, we define the sets $T_{n, \mathrm{i}, v}^{+}:=\left\{t \in T:\left\langle x_{n, \mathrm{i}}^{*}(t), v\right\rangle \geq 0\right\}, T_{n, \mathrm{i}, v}^{-}:=\left\{t \in T:\left\langle x_{n, \mathrm{i}}^{*}(t), v\right\rangle<0\right\}$,
$n \in \mathbb{N}, \mathrm{i} \in I$ and $v \in U$. Then, using (5.17),

$$
\begin{aligned}
\int_{T}\left|\left\langle x_{n, \mathrm{i}}^{*}(t), v\right\rangle\right| \mathrm{d} \mu(t)= & \int_{T_{n, \mathrm{i}, v}^{+}}\left\langle x_{n, \mathrm{i}}^{*}(t), v\right\rangle \mathrm{d} \mu(t)-\int_{T_{n, \mathrm{i}, v}^{-}}\left\langle x_{n, \mathrm{i}}^{*}(t), v\right\rangle \mathrm{d} \mu(t) \\
\leq & \int_{T_{n, \mathrm{i}, v}^{+}}\left\{f\left(t, x_{0}+v\right)-f(t, 0)-\left\langle w_{n, \mathrm{i}}^{*}(t), x_{0}\right\rangle+\varepsilon_{n, \mathrm{i}, 2}+\varepsilon_{n, \mathrm{i}}\right\} \mathrm{d} \mu(t) \\
& +\int_{T_{n, \mathrm{i}, v}^{-}}\left\{f\left(t, x_{0}-v\right)-f(t, 0)-\left\langle w_{n, \mathrm{i}}^{*}(t), x_{0}\right\rangle+\varepsilon_{n, \mathrm{i}, 2}+\varepsilon_{n, \mathrm{i}}\right\} \mathrm{d} \mu(t) \\
= & \int_{T_{n, \mathrm{i}, v}^{+}} f\left(t, x_{0}+v\right) \mathrm{d} \mu(t)+\int_{T_{n, \mathrm{i}, v}^{-}} f\left(t, x_{0}-v\right) \mathrm{d} \mu(t) \\
& -\left\langle x^{*}, x_{0}\right\rangle+\varepsilon+1 \quad(\text { by } \mid 5.18) \\
\leq & \int_{T}\left|f\left(t, x_{0}+v\right)\right| \mathrm{d} \mu(t)+\int_{T}\left|f\left(t, x_{0}-v\right)\right| \mathrm{d} \mu(t)-\left\langle x^{*}, x_{0}\right\rangle+\varepsilon+1<+\infty,
\end{aligned}
$$

and the second part in (5.16) follows since $U$ is absorbent.
Step 2: There exist $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3} \geq 0$ with $\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3} \leq \varepsilon$, neighborhood $U \in \mathcal{N}_{0}$, $\lambda_{1}^{*} \in$ $N_{\operatorname{dom} I_{f}}^{\varepsilon_{3}}(0)$, linear functions $F_{1}: X \rightarrow L^{1}(T, \mathbb{R})$ and $F_{2}: X \rightarrow L^{\text {sing }}(T, \mathbb{R})$, together with elements $\ell \in L^{1}\left(T, \mathbb{R}_{+}\right)$and $s \in L^{\text {sing }}(T, \mathbb{R})$ such that (w.l.o.g. on $n$ and i):
(i) $\lambda_{1}^{*}=\lim _{n, \mathrm{i}} \int_{T} \lambda_{n, \mathrm{i}}^{*}(t) \mathrm{d} \mu(t)$.
(ii) For every $x \in X,\left(\left\langle x_{n, \mathrm{i}}^{*}(\cdot), x\right\rangle\right)_{j} \subset L^{1}(T, \mathbb{R}) \subset L^{\infty}(T, \mathbb{R})^{*}$ and $\left\langle x_{n, \mathrm{i}}^{*}(\cdot), x\right\rangle \rightarrow F_{1}(x)+F_{2}(x)$ wrt to the $w^{*}$-topology in $L^{\infty}(T, \mathbb{R})^{*}$.
(iii) $\left(\varepsilon_{n, \mathrm{i}}(\cdot)\right) \subset L^{1}(T, \mathbb{R}) \subset L^{\infty}(T, \mathbb{R})^{*}$ and $\varepsilon_{n, \mathrm{i}}(\cdot) \longrightarrow \ell+s$ wrt to the $w^{*}$-topology in $L^{\infty}(T, \mathbb{R})^{*}$.
(iv) $\sup _{v \in U} \int_{T} F_{1}(v) \mathrm{d} \mu(t)<+\infty, \sup _{v \in U} F_{2}(v)\left(\mathbb{1}_{T}\right)<+\infty$.
(v) $\varepsilon_{1}:=\int_{T} \ell(t) \mathrm{d} \mu(t), \varepsilon_{2}:=s\left(\mathbb{1}_{T}\right) \geq 0$.
(vi) For every $A \in \mathcal{A}$

$$
\begin{gather*}
\int_{A} F_{1}(x) \mathrm{d} \mu(t) \leq \int_{A} f(t, x) \mathrm{d} \mu(t)-\int_{A} f(t, 0) \mathrm{d} \mu(t)+\int_{A} \ell(t) \mathrm{d} \mu(t), \text { for all } x \in X  \tag{5.19}\\
F_{2}(x)\left(\mathbb{1}_{T}\right) \leq s\left(\mathbb{1}_{T}\right), \text { for all } x \in \operatorname{dom} I_{f} \tag{5.20}
\end{gather*}
$$

Consider $U, m$ and $\left(m_{x}\right)_{x \in X}$ as in the previous step, and denote by $B$ the unit ball in the dual space of $L^{\infty}(T, \mathbb{R})$. From (5.16) and the definition of $x^{*}$, we obtain the existence of $\lambda_{1}^{*} \in X^{*}$ such that (w.l.o.g.) $\lambda_{1}^{*}=\lim _{n, \mathrm{i}} \int_{T}\left\langle\lambda_{n, \mathrm{i}}^{*}(t), \cdot\right\rangle \mathrm{d} \mu(t)$. Moreover, given an $x \in \operatorname{dom} I_{f}$ we write, since $\lambda_{n, \mathrm{i}}^{*}(t) \in N_{\mathrm{dom} I_{f} \cap L}^{\varepsilon_{n, \mathrm{i}, 2}}(0)$ and $x \in L$ (for $L$ large enough),

$$
\left\langle\lambda_{1}^{*}, x\right\rangle=\lim _{n, \mathrm{i}} \int_{T}\left\langle\lambda_{n, \mathrm{i}}^{*}(t), x\right\rangle \mathrm{d} \mu(t) \leq \lim _{n, \mathrm{i}} \varepsilon_{n, \mathrm{i}, 2}=: \varepsilon_{3},
$$

and so $\lambda_{1}^{*} \in N_{\operatorname{dom} I_{f}}^{\varepsilon_{3}}(0)$; hence, (i) follows. Next, by Thychonoff's theorem the space $\mathfrak{X}:=$ $\prod_{x \in X}\left(m_{x} B, w^{*}\left(\left(\mathrm{~L}^{\infty}(T, \mathbb{R})\right)^{*}, \mathrm{~L}^{\infty}(\overline{T, \mathbb{R}))})\right.\right.$ is a compact space with respect to the product topology, and so w.l.o.g. we may assume that the net $\left(\left\langle x_{n, \mathrm{i}}^{*}(\cdot), x\right\rangle\right)_{x \in X} \in \mathfrak{X},(n, \mathrm{i}) \in \mathbb{N} \times I$, converges to some $(F(x))_{x \in X}$, where $F: X \rightarrow\left(\mathrm{~L}^{\infty}(T, \mathbb{R})\right)^{*}$ is linear function. Using the decomposition $\left(\mathrm{L}^{\infty}(T, \mathbb{R})\right)^{*}=\mathrm{L}^{1}(T, \mathbb{R}) \oplus \mathrm{L}^{\text {sing }}(T, \mathbb{R})$, for every $x \in X$ we write $F(x)=F_{1}(x)+F_{2}(x)$, where $F_{1}: X \rightarrow \mathrm{~L}^{1}(T, \mathbb{R})$ and $F_{2}: X \rightarrow \mathrm{~L}^{\text {sing }}(T, \mathbb{R})$ are two linear functions, and (ii) follows. Similarly, since $\left(\varepsilon_{n, \mathrm{i}}(\cdot)\right)$ is bounded in $\mathrm{L}^{1}(T, \mathbb{R})$ we may assume that it converges to some $l+s$, with $l \in \mathrm{~L}^{1}(T, \mathbb{R})$ and $s \in \mathrm{~L}^{\text {sing }}(T, \mathbb{R})$, such that for all $G \in \mathcal{A}$

$$
\begin{equation*}
\int_{G} \ell(t) \mathrm{d} \mu(t)+s\left(\mathbb{1}_{G}\right)=\lim _{n, \mathrm{i}} \int_{G} \varepsilon_{n, \mathrm{i}}(t) \mathrm{d} \mu(t)=\lim _{n, \mathrm{i}} \int_{G}\left(\ell_{n, \mathrm{i}}(t)+\eta_{n}(t)\right) \mathrm{d} \mu(t)=\lim _{n, \mathrm{i}} \int_{G} \ell_{n, \mathrm{i}}(t) \mathrm{d} \mu(t) \leq \varepsilon-\varepsilon_{3} . \tag{5.21}
\end{equation*}
$$

Fix $x \in X$. Since $F_{2}(x), s \in \mathrm{~L}^{\text {sing }}(T, \mathbb{R})$, there exists a sequence of measurable sets $T_{n}(x)$ such that $\mu\left(T \backslash \bigcup T_{n}(x)\right)=0$ and

$$
F_{2}(x)\left(g \mathbb{1}_{T_{n}(x)}\right)=0, s\left(g \mathbb{1}_{T_{n}(x)}\right)=0 \text { for all } n \in \mathbb{N} \text { and } g \in \mathrm{~L}^{\infty}(T, \mathbb{R}) .
$$

Thus, by replacing in (5.21) the set $G$ by $T_{k}(x), k \geq 1$, and $T \backslash \cup_{1 \leq k \leq n} T_{k}(x)$, respectively, and taking the limit on $k$, (iii) and (v) follow.

Now, for every $v \in U, G \in \mathcal{A}, n \in \mathbb{N}$ and $(n$, i) $\in \mathbb{N} \times I$ (recall (5.16))

$$
\begin{aligned}
& \int_{G}\left\langle x_{n, \mathrm{i}}^{*}(t), x\right\rangle \mathrm{d} \mu(t) \leq \int_{G} f(t, x) \mathrm{d} \mu(t)-\int_{G} f(t, 0) \mathrm{d} \mu(t)+\int_{G} \varepsilon_{n, \mathrm{i}}(t) \mathrm{d} \mu(t), \\
& \int_{G}\left\langle x_{n, \mathrm{i}}^{*}(t), v\right\rangle \mathrm{d} \mu(t) \leq m
\end{aligned}
$$

So, by taking the limit we get

$$
\begin{align*}
\int_{G} F_{1}(x) \mathrm{d} \mu(t)+F_{2}(x)\left(\mathbb{1}_{G}\right) \leq & \int_{G} f(t, x) \mathrm{d} \mu(t)-\int_{G} f(t, 0) \mathrm{d} \mu(t)+\int_{G} l(t) \mathrm{d} \mu(t)+s\left(\mathbb{1}_{G}\right),  \tag{5.22}\\
& \int_{G} F_{1}(v) \mathrm{d} \mu(t)+F_{2}(v)\left(\mathbb{1}_{G}\right) \leq m . \tag{5.23}
\end{align*}
$$

In particular, for $A \in \mathcal{A}$ and $G_{n}=A \cap T_{n}(x)$ we get

$$
\begin{gathered}
\int_{G_{n}} F_{1}(x) \mathrm{d} \mu(t) \leq \int_{G_{n}} f(t, x) \mathrm{d} \mu(t)-\int_{G_{n}} f(t, 0) \mathrm{d} \mu(t)+\int_{G_{n}} l(t) \mathrm{d} \mu(t), \\
\int_{G_{n}} F_{1}(v) \mathrm{d} \mu(t)=\int_{G_{n}} F_{1}(v) \mathrm{d} \mu(t)+F_{2}(v)\left(\mathbb{1}_{G_{n}}\right) \leq m
\end{gathered}
$$

which as $n \rightarrow \infty$ gives us

$$
\begin{equation*}
\int_{A} F_{1}(v) \mathrm{d} \mu(t) \leq m \tag{5.24}
\end{equation*}
$$

and

$$
\int_{A} F_{1}(x) \mathrm{d} \mu(t) \leq \int_{A} f(t, x) \mathrm{d} \mu(t)-\int_{A} f(t, 0) \mathrm{d} \mu(t)+\int_{A} l(t) \mathrm{d} \mu(t),
$$

yielding the first part in 5.19. Now, for $G_{n}=T \backslash \bigcup_{\mathrm{i}=1}^{n} T_{\mathrm{i}}(x)$ we have that $F_{2}(x)\left(\mathbb{1}_{G_{n}}\right)=$ $F_{2}(x)\left(\mathbb{1}_{T}\right), s\left(\mathbb{1}_{G_{n}}\right)=s\left(\mathbb{1}_{T}\right)$, and (for $v \in U$ and $\left.x \in \operatorname{dom} I_{f}\right)$

$$
\int_{G_{n}} F_{1}(v) \mathrm{d} \mu(t), \int_{G_{n}} F_{1}(x) \mathrm{d} \mu(t), \int_{G_{n}} f(t, x) \mathrm{d} \mu(t), \int_{G_{n}} f(t, 0) \mathrm{d} \mu(t), \int_{G_{n}} l(t) \mathrm{d} \mu(t) \rightarrow_{n} 0,
$$

and so, (5.22) and (5.23) yield

$$
\begin{gather*}
F_{2}(x)\left(\mathbb{1}_{T}\right) \leq s\left(\mathbb{1}_{T}\right), \\
F_{2}(v)\left(\mathbb{1}_{T}\right) \leq m, \tag{5.25}
\end{gather*}
$$

and we get (vi)). Relation (iv)) follows from (5.24) and (5.25).
Step 3: Let $\ell, s, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, U \in \mathcal{N}_{0}, \lambda_{1}^{*} \in N_{\text {dom } I_{f}}^{\varepsilon_{3}}(0), F_{1}$, and $F_{2}$ be as in step 2. We show the existence of a weakly integrable function $y^{*}: T \rightarrow X^{*}$ such that $y^{*}(t) \in \partial_{\ell(t)} f_{t}(0)$ ae, and $x^{*}-\int_{T} y^{*} \mathrm{~d} \mu \in N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}}(0)$.

Assume first that $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. In this case, on the one hand we take $y^{*}(t):=$ $F_{1}(\cdot)(t), t \in T$. Then, for every $x \in X$, by (5.19) we have that for all $t \in T$

$$
\left\langle y^{*}(t), x\right\rangle=F_{1}(x)(t)=(\mu(t))^{-1} \int_{\{t\}} F_{1}(x) \mathrm{d} \mu(t) \leq f(t, x)-f(t, 0)+\ell(t)
$$

which, by taking into account the continuity assumption on $f(t, \cdot)$, shows that $y^{*}(t) \in$ $\partial_{\ell(t)} f_{t}(0)$. Also, since that $\int_{T}\left|\left\langle y^{*}, x\right\rangle\right| \mathrm{d} \mu=\int_{T}\left|F_{1}(x)(t)\right| \mathrm{d} \mu(t)<+\infty$, for all $x \in X$, and (by (iv))

$$
\sup _{v \in U} \int_{T}\left\langle y^{*}, v\right\rangle \mathrm{d} \mu=\sup _{v \in U} \int_{T} F_{1}(v) \mathrm{d} \mu(t)<+\infty
$$

it follows that $y^{*}:=\int_{T} y^{*} \mathrm{~d} \mu \in(w)-\int_{T} \partial_{\ell(t)} f_{t}(x) \mathrm{d} \mu(t)$. On the other hand, we take $\lambda^{*}:=\lambda_{1}^{*}+\lambda_{2}^{*}$, with $\lambda_{2}^{*}:=F_{2}(\cdot)\left(\mathbb{1}_{T}\right)\left(\in X^{*}\right.$, by (iv) , so that for all $x \in \operatorname{dom} I_{f}$ (using (5.20))

$$
\left\langle\lambda_{2}^{*}, x\right\rangle=F_{2}(x)\left(\mathbb{1}_{T}\right) \leq s\left(\mathbb{1}_{T}\right)=\varepsilon_{2} .
$$

Hence, $\lambda^{*} \in N_{\operatorname{dom} I_{f}}^{\varepsilon_{3}}(0)+N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}}(0) \subset N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}+\varepsilon_{3}}(0)$, and so we get

$$
\begin{aligned}
x^{*} & =\lim _{n, L, V} \int_{T}\left(x_{n, L, V}^{*}(t)+\lambda_{n, L, V}^{*}(t)\right) \mathrm{d} \mu(t) \\
& =\lim _{n, L, V} \int_{T} x_{n, L, V}^{*}(t) \mathrm{d} \mu(t)+\lim _{n, L, V} \lambda_{n, L, V}^{*}(t) \mathrm{d} \mu(t) \\
& =y^{*}+\lambda_{2}^{*}+\lambda_{1}^{*} \in(w)-\int_{T} \partial_{\ell(t)} f_{t}(x) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}+\varepsilon_{3}}(0),
\end{aligned}
$$

which ensures the desired inclusion.

We treat now the case when $X, X^{*}$ are Suslin spaces. We choose a countable set $D$ such that $X=\left\{\lim x_{n}:\left(x_{n}\right)_{n \in \mathbb{N}} \subset D\right\}$. Equivalently, we can take an at most countable family of linearly independent vectors $\left\{\mathrm{e}_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{\infty}$ such that $L:=\operatorname{span}\left\{\mathrm{e}_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{\infty} \supseteq D$ and $\mathrm{L}_{n}:=\operatorname{span}\left\{\mathrm{e}_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{n} \ni$ $x_{0}$ for all $n \geq 1$ (recall that $x_{0}$ is a common continuity point of $I_{f}$ and the $f_{t}$ 's). As in the previous discrete case, we take $\lambda_{2}^{*}=F_{2}(\cdot)\left(\mathbb{1}_{T}\right)$. So, by argyuing as above we obtain that $\lambda^{*}:=\lambda_{1}^{*}+\lambda_{2}^{*} \in N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}+\varepsilon_{3}}(0)$. Next, we consider a sequence of functions $\left(b_{n}\right)_{n}$ such that each $b_{n}$ is in the class of equivalence $F_{1}\left(\mathrm{e}_{n}\right)$, and define for every $t \in T$ a linear function $y_{t}^{*}: L \rightarrow \mathbb{R}$ as $\left\langle y_{t}^{*}, z\right\rangle=\sum_{\mathrm{i}=1}^{n} \alpha_{\mathrm{i}} b_{\mathrm{i}}(t)\left(\in F_{1}\left(\sum_{\mathrm{i}=1}^{n} \alpha_{\mathrm{i}} \mathrm{e}_{n}\right)(t)=F_{1}(z)(t)\right)$, where $z=\sum_{\mathrm{i}=1}^{n} \alpha_{\mathrm{i}} \mathrm{e}_{\mathrm{i}}, \alpha_{\mathrm{i}} \in \mathbb{R}$. We notice that for every $z \in L, t \rightarrow\left\langle y_{t}^{*}, z\right\rangle$ is measurable. Now, given $z \in \mathrm{~L}_{\mathbb{Q}}:=\bigoplus_{\mathrm{i}=1}^{\infty} \mathbb{Q} \mathrm{e}_{\mathrm{i}}$, we define $T_{z}:=\left\{t \in T \mid\left\langle y_{t}^{*}, z\right\rangle \leq f(t, z)-f(t, 0)+\ell(t)\right\}$ and $\tilde{T}:=\bigcap_{z \in \mathrm{~L}_{\mathbb{Q}}} T_{z}$; hence, $\mu(T \backslash \tilde{T})=0$, by equation (5.19). Now, because int $\operatorname{dom} f_{t} \cap \mathrm{~L}_{\mathbb{Q}} \neq \emptyset$ and $f_{t}$ is continuous on int dom $f_{t}$, it follows that

$$
\left\langle y_{t}^{*}, z\right\rangle \leq f(t, z)-f(t, 0)+l(t) \text { for all } t \in \tilde{T} \text { and } z \in L
$$

in particular, $y_{t}^{*}$ is a continuous linear functional on $L$ for every $t \in \tilde{T}$. Now, by the HahnBanach theorem, we can extend $y_{t}^{*}$ to a continuous linear functional on $X$, denoted by $y^{*}(t)$, such that

$$
\left\langle y^{*}(t), z\right\rangle \leq f(t, z)-f(t, 0)+l(t) \text { for all } t \in \tilde{T} \text { and } z \in L
$$

We notice that $y^{*}(\cdot)$ is weakly measurable, because for every $x \in X$, since $D \subset L$ there exists a sequence of element $x_{n} \in L$ such that $x_{n} \rightarrow x$ and, hence, $\left\langle y^{*}(t), x\right\rangle=\lim _{n}\left\langle w_{t}^{*}, x_{n}\right\rangle$ is measurable as is each function $t \rightarrow\left\langle w_{t}^{*}, x_{n}\right\rangle$. Moreover, by the continuity of $f_{t}$ on int dom $f_{t}$, the last inequality above holds on $X$, and this gives us $y^{*}(t) \in \partial_{l(t)} f_{t}(0)$ for all $t \in \tilde{T}$. Now, by the continuity of $I_{f}$ and using similar arguments as those in the proof of Theorem 5.20 or Corollary 5.21, it is not difficult to show that $y^{*}(t)$ is weakly integrable and that $y^{*}:=\int_{T} y^{*}(t) \mu(t)$ defines a continuous linear operator on $X$, showing that $y^{*} \in(w)-\int_{T} \partial_{\ell(t)} f_{t}(x) \mathrm{d} \mu(t)$. Whence $x^{*}=y^{*}+\lambda^{*} \in(w)-\int_{T} \partial_{\ell(t)} f_{t}(x) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}+\varepsilon_{3}}(0)$. The proof of the corollary is finished.

Corollary 5.24 Assume that $X$ is a separable Banach space. If $\hat{I}_{f}$ is bounded above on some neighborhood with respect to $\left(\mathrm{L}^{\infty}(T, X),\|\cdot\|\right)$ of some constant function $x_{0}(\cdot) \equiv x_{0} \in X$, then for all $x \in X$ and $\varepsilon \geq 0$ we have that

$$
\partial_{\varepsilon} I_{f}(x)=\bigcup_{\substack{\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\ \varepsilon_{1}, \varepsilon_{2} \geq 0 \\ \ell \in \mathcal{I}\left(\varepsilon_{1}\right)}}\left\{\int_{T} x^{*} \mathrm{~d} \mu: x^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right), x^{*}(t) \in \partial_{\ell(t)} f_{t}(x) a e\right\}+N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}}(x) .
$$

If, in addition, $X$ is reflexive, then

$$
\partial_{\varepsilon} I_{f}(x)=\bigcup_{\substack{\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\ \varepsilon_{1}, \varepsilon_{2} \geq 0 \\ \ell \in \mathcal{I}\left(\varepsilon_{1}\right)}} \int_{T} \partial_{\ell(t)} f_{t}(x) \mathrm{d} \mu(t)+N_{\operatorname{dom} I_{f}}^{\varepsilon_{2}}(x)
$$

Proof. First, observe that the current continuity assumption of $\hat{I}_{f}$ implies that both $I_{f}$ and the functions $f_{t}$, for ae $t \in T$, are continuous at $x_{0}$. Then, according to Corollary 5.23 , to prove the first part we only need to verify that, for every $x \in \operatorname{dom} I_{f}, \varepsilon_{1} \geq 0$ and $\ell \in \mathcal{I}\left(\varepsilon_{1}\right)$,

$$
\begin{equation*}
(w)-\int_{T} \partial_{\ell(t)} f_{t}(x) \mathrm{d} \mu(t) \subset\left\{\int_{T} x^{*} \mathrm{~d} \mu: x^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right), x^{*}(t) \in \partial_{\ell(t)} f_{t}(x) \text { ae }\right\} . \tag{5.26}
\end{equation*}
$$

Take $x^{*}:=\int_{T} x^{*} \mathrm{~d} \mu$ for a $w^{*}$-measurable function $x^{*}(\cdot)$ such that $x^{*}(t) \in \partial_{\ell(t)} f_{t}(x)$ ae. By Proposition 1.21, for each function $\alpha \in \mathrm{L}^{1}\left(T, \mathbb{R}_{+}\right)$there exists a measurable function $x: T \rightarrow$ $X$ such that $\|x(t)\| \leq 1$ and

$$
\left\langle x^{*}(t), x(t)\right\rangle \geq\left\|x^{*}(t)\right\|-\alpha(t) \text { ae; }
$$

hence, $\int_{T}\left\|x^{*}(t)\right\| \mathrm{d} \mu(t) \leq \int_{T}\left\langle x^{*}(t), x(t)\right\rangle \mathrm{d} \mu(t)+\int_{T} \alpha(t) \mathrm{d} \mu(t)$. Since, by the continuity of $\hat{I}_{f}$ at $x_{0}$ there are $\delta, M>0$ such that

$$
\begin{aligned}
\delta \int_{T}\left\langle x^{*}(t), x(t)\right\rangle \mathrm{d} \mu(t) & \leq \int_{T} f_{t}\left(\delta x(t)+x_{0}\right) \mathrm{d} \mu(t)-I_{f}(x)+\int_{T}\left\langle x^{*}(t), x-x_{0}\right\rangle \mathrm{d} \mu(t)+\varepsilon_{1} \\
& \leq I_{f}\left(x_{0}\right)-I_{f}(x)+1+\int_{T}\left\langle x^{*}(t), x-x_{0}\right\rangle \mathrm{d} \mu(t)+\varepsilon_{1} \leq M
\end{aligned}
$$

we obtain that $\int_{T}\left\|x^{*}(t)\right\| \mathrm{d} \mu(t) \leq \delta^{-1} M+\int_{T} \alpha(t) \mathrm{d} \mu(t)<+\infty$, and 5.26 holds.
Finally, the last statement follows because $\mathrm{L}_{w^{*}}^{1}\left(T, X^{*}\right)=\mathrm{L}^{1}\left(T, X^{*}\right)$.

The next example shows that the second formula of Corollary 5.24 could not be valid if we drop the continuity of $\hat{I}_{f}$.

Example 5.25 Consider $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$ and $X=\ell^{2}$, and let $\left(\mathrm{e}_{n}\right)_{n}$ be the canonical basis of $\ell^{2}$, and $\mu$ be the finite measure given by $\mu(\{n\})=2^{-n}$. Define the integrand $f: \mathbb{N} \times \ell^{2} \rightarrow \mathbb{R}$ as $f(n, x):=2^{n}\left(\left\langle\mathrm{e}_{n}, x\right\rangle\right)^{2}$, so that $I_{f}(x)=\int_{\mathbb{N}} f(n, x) \mathrm{d} \mu(n)=\sum_{n \in \mathbb{N}} x_{n}^{2}=\|x\|^{2}$. Then $I_{f}$ is differentiable on $X$ with $\nabla I_{f}(x)=2 x$, and for all $n \geq 1$ we have that $\partial f_{n}(x)=\left\{\nabla f_{n}(x)\right\}=$ $\left\{2^{n+1}\left\langle x, \mathrm{e}_{n}\right\rangle \mathrm{e}_{n}\right\}$, so that

$$
\nabla I_{f}(x)=\int_{\mathbb{N}} 2^{n+1}\left\langle x, \mathrm{e}_{n}\right\rangle \mathrm{e}_{n} \mathrm{~d} \mu(n)=2 \sum_{n \in \mathbb{N}}\left\langle x, \mathrm{e}_{n}\right\rangle \mathrm{e}_{n}=2 x,
$$

which is the result of Corollary 5.23. On the other side, the value $\int_{n \in \mathbb{N}}\left\|\nabla f_{n}(x)\right\| \mathrm{d} \mu(n)=$ $2 \sum_{n \in \mathbb{N}}\left|\left\langle x, \mathrm{e}_{n}\right\rangle\right|$ could not be finite for all $x \in \ell^{2}$ (consider, for instance, $x=(1 / n)_{n \geq 1}$ ), which means that $\left(2^{n+1}\left\langle x, \mathrm{e}_{n}\right\rangle \mathrm{e}_{n}\right)_{n} \notin \mathrm{~L}^{1}\left(\mathbb{N}, \ell^{2}\right)$.

The following is an easy consequence of Corollaries 5.21 and 5.23 .
Corollary 5.26 Assume that either $X$ is Asplund, $X$ and $X^{*}$ are $\operatorname{Suslin}$, or $(T, \mathcal{A})=$ $\left(\mathbb{N}, \mathcal{P}(\mathbb{N})\right.$ ). If $x \in X$ is a common continuity point of both $I_{f}$ and the $f_{t}$ 's, then $I_{f}$ is Gâteauxdifferentiable at $x$ if and only if $f_{t}$ is Gâteaux-differentiable at $x$ for ae $t \in T$.

The last result was given [121, Corollary 2.11] when $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. Concerning the Fréchet-differentiability, in the same referred result the authors proved one implication (the Fréchet-differentiability of the sum implies the one of the data functions), and let the other implication as an open problem (see [121, Question 2.12, page 1146]). The following example answers this question in the negative.

Example 5.27 Consider $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$ and $X=\ell^{1}$, and let $\left(\mathrm{e}_{n}\right)_{n}$ be the canonical basis of $\ell^{1}$, and $\mu$ be the finite measure given by $\mu(\{n\})=1$. Define the integrand $f$ : $\mathbb{N} \times \ell^{1} \rightarrow \mathbb{R}$ as $f(n, x):=\left|\left\langle\mathrm{e}_{n}, x\right\rangle\right|^{1+1 / n}$, so that $I_{f}(x)=\sum\left|\left\langle\mathrm{e}_{n}, x\right\rangle\right|^{1+1 / n}<+\infty$. Since each $f_{n}$ is a Fréchet-differentiable convex function such that $\nabla f_{n}(x)=\left(1+\frac{1}{n}\right)\left|\left\langle x, \mathrm{e}_{n}\right\rangle\right|^{1 / n} \mathrm{e}_{n}$, according to Corollary $5.26 I_{f}$ is Gâteaux-differentiable on $\ell^{1}$, with Gâteaux-differential equal to $\sum \nabla f_{n}(x):=\int_{\mathbb{N}} \nabla \overline{f_{n}(x)} \mathrm{d} \mu(n)=\sum\left(1+\frac{1}{n}\right)\left|\left\langle x, \mathrm{e}_{n}\right\rangle\right|^{1 / n} \mathrm{e}_{n}$ (by Corollary 5.14). Thus, if $I_{f}$ would be Fréchet-differentiable at $x=0$, then we would have

$$
\frac{I_{f}\left(n^{-1} \mathrm{e}_{n}\right)-I_{f}(0)-n^{-1}\left\langle\nabla I_{f}(0), \mathrm{e}_{n}\right\rangle}{n^{-1}}=n n^{-1-\frac{1}{n}}=n^{-\frac{1}{n}} \rightarrow 1,
$$

which is a contradiction.
Remark 5.28 In the previous Corollary we only use the separability in step 3 (step 2 also can be deduced from Corollary 5.14 and using the hypothesis for every finite dimensional space $F$ of $X, f_{\mid F}: T \times F \rightarrow \overline{\mathbb{R}}$ is a convex normal integrand instead of $f$ is a convex normal integrand), so step 2 gives a generalization of [66. Theorem 2]. Indeed by Corollary 5.14 we have for every $L \in \mathcal{F}(0), x^{*}=\int_{T} y_{L}^{*}+\lambda_{L}^{*}$, where $y_{L}^{*}$ is an integrable selection of $\partial f_{t}(0)+L^{\perp}$ and $\lambda_{L}^{*} \in \mathbb{N}_{\text {dom } I_{f} \cap L}(0)$, so for every $L \in \mathcal{F}(0)$, there are (not necessary measurable) functions $w_{L}^{*}(t) \in \partial f_{t}(0)$ and $\beta_{L}^{*}(t) \in L^{\perp}$. So we notice that for every $u \in L,\left\langle y^{*}(t), u\right\rangle=\left\langle w_{L}^{*}(t), u\right\rangle$ ae, which implies, $\left\langle w_{L}^{*}(\cdot), u\right\rangle$ is measurable for every $u \in L$. Then similar estimation to Step 1 are valid. To proceed with step 2 , we must be cautious because $\left\langle w_{L}^{*}(\cdot), u\right\rangle$ belongs to $\mathrm{L}^{1}(T, \mathbb{R})$ only for $u \in L$, so one idea to skip the inconvenience is define a net in $\mathfrak{X}$ as following, $\left\langle z_{L}^{*}(t), x\right\rangle=\left\langle w_{L}^{*}(\cdot), u\right\rangle$ if $u \in L$ and $\left\langle z_{L}^{*}(t), x\right\rangle=0$ otherwise, with this the conclusion of step 2 follows from the same argument. Furthermore, in [86| the authors use the following definitions to extend results of the integral representation of the Clarke and Limiting/Mordukhovich sub-differential in nonseparable Banach spaces, we extracted this lines from the same article. Denote by $\mathcal{N}(\mu)$ the null ideal of $\mathcal{A}$, i.e., $\mathcal{N}(\mu)=\{N \in \mathcal{A}: \mu(N)=0\}$. A measure $\mu$ on $\sigma$ is $\kappa$-additive if for every pairwise disjoint family $\mathcal{E} \subseteq \mathcal{A}$ with $|\mathcal{E}|<\kappa$ we have $\bigcup \mathcal{E} \in \mathcal{A}$ and $\mu(\bigcup \mathcal{E})=\sum_{A \in \mathcal{E}} \mu(A):=\sup _{\mathcal{O} \subseteq \mathcal{E}} \sum_{A \in \mathcal{O}} \mu(A)$. The additivity $\kappa(\mu)$ of $\mu$ is the largest cardinal of $\kappa$ for which $\mu$ is $\kappa$-additive, or it is $\infty$ if $\mu$ is $\kappa$-additive for every $\kappa$. We denote $\operatorname{den}(X)$ the density of the Banach space $X$, i.e., the smallest cardinal of the form $|D|$, where $D$ is a dense subset of $X$. A useful representation is $\kappa(\mu)=\min \{|\mathcal{E}|: \mathcal{E} \subseteq \mathcal{N}, \bigcup \mathcal{E} \notin \mathcal{A}\}$. In the context of a pair $\left(X, X^{*}\right)$ of locally convex spaces we can adapt the previous definition as follow. We define the relation seq-den $(X, w)<\kappa$ if and only if there exists a set $D \subseteq X$ satisfies that $|D|<\kappa$ and for every $x \in X$ there exists a generalized sequence $\left(x_{\mathrm{i}}\right)_{\mathrm{i} \in I} \subset D$ such that $|I|<\kappa$ and $x_{\mathrm{i}} \xrightarrow{w} x$. With this Hypothesis the proof of Step 3 (in Theorem 5.23) is still valid (without the separability assumption and using the hypothesis for every finite dimensional space $F$ of $X, f_{\left.\right|_{F}}: T \times F \rightarrow \overline{\mathbb{R}}$ is a convex normal integrand instead of $f$ is a convex normal integrand) outside of a separable space. Indeed in step 3 we have to choose a set $D$ with the above density property and then define, as in Theorem 5.23, $L_{\mathbb{Q}}=\bigoplus_{\mathrm{e} \in D} \mathbb{Q} e$, hence the proof of step

3 follows similarly.
In the following, we extend Corollaries 5.21 and 5.23 to the nonconvex Lipschitz case. The resulting results are known for both the case of a separable Banach spaces or $(T, \mathcal{A})=$ $(\mathbb{N}, \mathcal{P}(\mathbb{N}))([23$, Theorem 2.7.2]), and the case of Asplund spaces $(\boxed{86} \mid)$.

Proposition 5.29 (Clarke-Murdokovich-Sagara) Assume that either $X$ is Asplund, $X$ is a separable Banach space, or $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. Let integrand $f: T \times X \rightarrow \overline{\mathbb{R}}$ and $x \in X$ be such that:
(a) There exists $K \in \mathrm{~L}^{1}\left(T, \mathbb{R}_{+}\right)$and $\delta>0$ such that for every $y, z \in B(x, \delta), t \rightarrow f(t, y)$ is measurable and $\left|f_{t}(y)-f_{t}(z)\right| \leq K(t)\|y-z\|$ ae $t \in T$.
(b) (When $X$ is Asplund) For every $u \in X$, the function $t \rightarrow f_{t}^{\circ}(x ; u)$ is measurable. Then we have that

$$
\partial_{C} I_{f}(x) \subseteq \mathrm{cl}^{w^{*}}\left((w)-\int_{T} \partial_{C} f_{t}(x) \mathrm{d} \mu(t)\right)
$$

Where the closure operator can be omitted if $\operatorname{den}(X)<\kappa(\mu)$ (see Remark 5.28).

Proof. By taking into account Fatou's lemma, we have that $I_{f}^{\circ}(x ; u) \leq \int_{T} f_{t}^{\circ}(x ; u) \mathrm{d} \mu(t)$ for all $u \in X$, and so $\partial_{C} I_{f}(x)=\partial I_{f}^{\circ}(x ; 0) \subset \partial I_{f^{\circ}(x ;)}(0)$. Since $(t, u) \rightarrow f_{t}^{\circ}(x ; u)$ is a Carathéodory map, for every finite-dimensional subspace $F \subset X$, the mapping $\left(f^{\circ}(x ; \cdot)\right)_{\left.\right|_{F}}: T \times F \rightarrow$ $\mathbb{R} \cup\{+\infty\}$ is a convex normal integrand. Hence, because $I_{f^{\circ}(x ; \cdot)}$ and $f_{t}^{\circ}(x ; \cdot)$ are continuous everywhere, the two desired formulas follow by applying Corollaries 5.21 and 5.23 , respectively.

The final result correspond to the closeness of the integral of a multifunction with closed convex values.

Corollary 5.30 (Measurable selection and closeness of the integral of multifunction) Let $C: T \rightrightarrows X^{*}$ uniformly integrable $w^{*}$-measurable multifunction (i.e., there exists an integrable function $K \in \mathbb{L}^{1}(T, \mathbb{R})$ and a continuous seminorm $\rho: X \rightarrow \mathbb{R}$ such that for all $t \in T$ and all $\left.x \in X \sigma_{C(t)}(x) \leq K(t) \rho(x)\right)$ with convex and $w^{*}$-closed values. If $\operatorname{den}(X)<k(\mu)$, then $(w)-\int_{T} C(t) \mathrm{d} \mu(t)$ is non-empty and $w^{*}$-closed.

Proof. Take the integrand $f(t, x):=\sigma_{C(t)}(x)$, then for every finite dimensional space $F$ of $X$, $f_{\left.\right|_{F}}: T \times F \rightarrow \overline{\mathbb{R}}$ is a convex normal integrand. So by the Hypotheses the integrand function $I_{f}, f_{t}(\cdot)$ are continuous (which implies in particular $\partial I_{f}(0) \neq \emptyset$ ). Then by Theorem 5.23 and Remark 5.28 we have that $\partial I_{f}(0)=(w)-\int_{T} \partial f(t, 0) \mathrm{d} \mu(t)=(w)-\int_{T} C(t) \mathrm{d} \mu(t)$.

### 5.6 Approach using conjugate functions

We investigate now the representation of the $\varepsilon$-normal set to $\operatorname{dom} I_{f}$ in terms of the data functions $f_{t}$. We suppose that $f: T \times X \rightarrow \overline{\mathbb{R}}$ is a normal integrand defined on a locally convex space $X$, such that for some $x_{0}^{*} \in L_{w^{*}}^{1}\left(T, X^{*}\right)$ and $\alpha \in L^{1}(T, \mathbb{R})$ it holds

$$
\begin{equation*}
f(t, x) \geq\left\langle x_{0}^{*}(t), x\right\rangle+\alpha(t) \text { for all } x \in X \text { and } t \in T . \tag{5.27}
\end{equation*}
$$

In what follows, we suppose that either $X, X^{*}$ are Suslin or $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. We recall that the continuous infimal convolution of the $f_{t}^{* *}$ s is the function $\oplus \int_{T} f^{*}(t, \cdot) \mathrm{d} \mu(t): X^{*} \rightarrow \overline{\mathbb{R}}$ given by (see )

$$
\begin{aligned}
\left(\oplus \int_{T} f^{*}(t, \cdot) \mathrm{d} \mu(t)\right)\left(x^{*}\right) & : \\
: & \oplus \int_{T} f^{*}\left(t, x^{*}\right) \mathrm{d} \mu(t) \\
: & =\inf \left\{\int_{T} f^{*}\left(t, x^{*}(t)\right) \mathrm{d} \mu(t) \left\lvert\, \quad \begin{array}{rl}
x^{*}(\cdot) \in L_{w^{*}}^{1}\left(T, X^{*}\right) \\
\text { and } \int_{T} x^{*}(t) \mathrm{d} \mu(t)=x^{*}
\end{array}\right.\right\},
\end{aligned}
$$

with the convention that $\inf _{\emptyset}:=+\infty$. We also recall the notation $\mathrm{cl}^{w^{*}}(h)$, which refers to the $w^{*}$-closure of a function $h: X^{*} \rightarrow \mathbb{R} \cup\{+\infty\}$. We shall need the following Lemma, which can be found in [56, Lemma 1.1].

To finish this section we investigate how represent $N_{\text {dom } I_{f}}(x)$ in terms of the data functions $f_{t}$. An straightforward application of Theorem 5.2 give us the representation of the $\varepsilon$-subdifferential of $I_{f}$ and $\hat{I}_{f}$. For this propose we need the following Lemma, which can be found in [56, Lemma 1.1].

Lemma 5.31 Let $h: X^{*} \rightarrow \overline{\mathbb{R}}$ be a convex function. Then for all $r \in \mathbb{R}$

$$
\left\{x^{*} \in X^{*}: \operatorname{cl}^{w^{*}}(h)\left(x^{*}\right) \leq r\right\}=\bigcap_{\delta>0} \operatorname{cl}\left\{x^{*} \in X^{*}: h\left(x^{*}\right)<r+\delta\right\} .
$$

Moreover, if $r>\inf _{X^{*}} h$, then

$$
\left\{x^{*} \in X^{*}: \operatorname{cl}^{w^{*}}(h)\left(x^{*}\right) \leq r\right\}=\operatorname{cl}\left\{x^{*} \in X^{*}: h\left(x^{*}\right)<r\right\} .
$$

Theorem 5.32 If $\overline{\mathrm{co}} I_{f}=I_{\overline{\mathrm{co}} f}$, then

$$
\left(I_{f}\right)^{*}\left(x^{*}\right)=\mathrm{cl}^{w^{*}}\left(\oplus \int_{T} f^{*}(t, \cdot) \mathrm{d} \mu(t)\right)\left(x^{*}\right), \text { for all } x^{*} \in X^{*},
$$

and, for all $x \in X$, and $\varepsilon \geq 0$,

$$
\begin{equation*}
\partial_{\varepsilon} I_{f}(x)=\bigcap_{\varepsilon_{1}>\varepsilon} \mathrm{cl}^{w^{*}}\left(\bigcup_{\ell \in \mathcal{I}\left(\varepsilon_{1}\right)}\left\{\int_{T} x^{*} \mathrm{~d} \mu: x^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right), x^{*}(t) \in \partial_{\ell(t)} f_{t}(x) a e\right\}\right) . \tag{5.28}
\end{equation*}
$$

In addition, if $\varepsilon>I_{f}(x)-\overline{\mathrm{co}} I_{f}$, then

$$
\partial_{\varepsilon} I_{f}(x)=\mathrm{cl}^{w^{*}}\left(\bigcup_{\ell \in \mathcal{I}(\varepsilon)}\left\{\int_{T} x^{*} \mathrm{~d} \mu: x^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right), x^{*}(t) \in \partial_{\ell(t)} f_{t}(x) a e\right\}\right) .
$$

Proof. It easy to see that the space $L_{w^{*}}^{1}\left(T, X^{*}\right)$ is decomposable and that $f^{*}$ is a convex integrand function such that $f^{*}\left(t, x_{0}^{*}(t)\right) \leq-\alpha(t)$ ae, by (5.27). As well, denoting $\varphi:=$ $\oplus \int_{T} f^{*}(t, \cdot) \mathrm{d} \mu(t)$, we verify that, for all $x \in X$,

$$
\begin{aligned}
\varphi^{*}(x) & =\sup _{\lambda^{*} \in X^{*}} \sup _{x^{*} \in L_{w^{*}}^{1}\left(T, X^{*}\right), \int_{T} x^{*} \mathrm{~d} \mu=\lambda^{*}}\left\{\left\langle\lambda^{*}, x\right\rangle-\int_{T} f^{*}\left(t, x^{*}(t)\right) \mathrm{d} \mu(t)\right\} \\
& =\sup _{x^{*} \in L_{w^{*}}^{1}\left(T, X^{*}\right)} \int_{T}\left(\left\langle x^{*}(t), x\right\rangle-f^{*}\left(t, x^{*}(t)\right) \mathrm{d} \mu(t),\right.
\end{aligned}
$$

and, so, according to Theorem 5.2 and Moreau's envelope theorem,

$$
\varphi^{*}(x)=I_{f^{* *}}(x)=I_{\overline{\mathrm{co}} f}(x)=\overline{\mathrm{co}} I_{f}
$$

Consequently, the convexity of the continuous infimal convolution yields

$$
\begin{equation*}
\operatorname{cl}^{w^{*}}(\varphi)=\varphi^{* *}=\left(\overline{\operatorname{co}} I_{f}\right)^{*}=\left(I_{f}\right)^{*} . \tag{5.29}
\end{equation*}
$$

Now, we assume that $\partial_{\varepsilon} I_{f}(x) \neq \emptyset$. Then, for all $\varepsilon_{1}>\varepsilon$ one has (by 5.29) that

$$
\inf _{x^{*} \in X^{*}}\left\{\varphi\left(x^{*}\right)-\left\langle x^{*}, x\right\rangle+I_{f}(x)\right\}=I_{f}(x)-\left(\overline{\operatorname{co}} I_{f}\right)(x) \leq \varepsilon<\varepsilon_{1},
$$

and so, using Lemma 5.31 ,

$$
\begin{aligned}
\partial_{\varepsilon_{1}} I_{f}(x) & =\left\{x^{*} \in X^{*}: \mathrm{cl}^{w^{*}}(\varphi)\left(x^{*}\right)+I_{f}(x)-\left\langle x^{*}, x\right\rangle \leq \varepsilon_{1}\right\} \\
& =\left\{x^{*} \in X^{*}: \mathrm{cl}^{w^{*}}(\varphi-x)\left(x^{*}\right)+I_{f}(x) \leq \varepsilon_{1}\right\} \\
& =\operatorname{cl}^{w^{*}}\left\{x^{*} \in X^{*}: \varphi\left(x^{*}\right)+I_{f}(x)<\left\langle x^{*}, x\right\rangle+\varepsilon_{1}\right\} .
\end{aligned}
$$

Observe that for each $x^{*} \in X^{*}$ satisfying $\varphi\left(x^{*}\right)+I_{f}(x)<\left\langle x^{*}, x\right\rangle+\varepsilon_{1}$, there exists some $x^{*}(\cdot) \in L_{w^{*}}^{1}\left(T, X^{*}\right)$ such that $\int_{T} f(t, x) \mathrm{d} \mu(t)+\int f^{*}\left(t, x^{*}(t)\right) \leq \int\left\langle x^{*}(t), x\right\rangle \mathrm{d} \mu(t)+\varepsilon_{1}$. Hence, by defining $\ell(t):=f(t, x)+f^{*}\left(t, x^{*}(t)\right)-\left\langle x^{*}(t), x\right\rangle$; hence, $\ell \in \mathcal{I}\left(\varepsilon_{1}\right)$ and $x^{*}(t) \in \partial_{\ell(t)} f(t, x)$ ae. The proof is finished since the other inclusion is straightforward.

Remark 5.33 It is important to mention that result of Proposition above also holds when the space $X$ is changed by a space of weakly integrable functions from $T$ to $X$ such that for every $(u, v) \in L(T, X) \times L\left(T, X^{*}\right)$ the scalar function $t \rightarrow\langle v(t), u(t)\rangle$ is integrable and the linear function $x^{*} \in L D\left(T, X^{*}\right) \rightarrow z^{*}(\cdot):=\int_{T}\left\langle x^{*}(t), \cdot\right\rangle \mathrm{d} \mu(t) \in L(T, X)^{*}$ is well defined, where $L D\left(T, X^{*}\right)$ is a decomposable space of weakly integrable functions. In this case the 5.28 is changed by:

$$
\partial_{\varepsilon} I_{f}(x)=\bigcap_{\delta>\varepsilon} \operatorname{cl}\left\{\bigcup_{\ell \in \mathcal{I}(\delta)} \int_{T} \partial_{\ell(t)} f(t, x) \mathrm{d} \mu(t)\right\} .
$$

Where

$$
\int_{T} \partial_{\ell(t)} f(t, x(t)) \mathrm{d} \mu(t)=\left\{\int_{T}\left\langle x^{*}(t), \cdot\right\rangle \mathrm{d} \mu(t): x^{*}(t) \in \partial_{\ell(t)} f(t, x(t)) \text { ae and } x^{*} \in L D\left(T, X^{*}\right)\right\} .
$$

Moreover, $\left(I_{\overline{\mathrm{co}} f}\right)^{*}\left(x^{*}\right)=\bar{\varphi}\left(x^{*}\right)$, where

$$
\varphi\left(x^{*}\right):=\inf \left\{\int_{T} f^{*}\left(t, v^{*}(t)\right) \mathrm{d} \mu(t) \mid v^{*} \in L D\left(T, X^{*}\right) \text { and } \int_{T} v^{*}=x^{*}\right\}
$$

We also obtain a characterization of the epigraph of the function $I_{f}^{*}$ :
Corollary 5.34 Assume that $I_{f}^{*}$ is proper. If $\overline{\mathrm{Co}} I_{f}=I_{\overline{\mathrm{co} f}}$, then we have that

$$
\text { epi } I_{f}^{*}=\mathrm{cl}^{w^{*}}\left\{\left(\int_{T} x^{*} \mathrm{~d} \mu, \int_{T} \alpha \mathrm{~d} \mu\right): \begin{array}{c}
x^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right), \\
\alpha \in \mathrm{L}^{1}(T, \mathbb{R}), \\
\left(x^{*}(t), \alpha(t)\right) \in \mathrm{epi} f_{t}^{*} \quad a e
\end{array}\right\}
$$

Proof. We denote $E$ the set between parenthesis in the equation above. Take $\left(x^{*}, \alpha\right) \in E$. Then, using again the notation $\varphi:=\oplus \int_{T} f^{*}(t, \cdot) \mathrm{d} \mu(t)$, we obtain that $\varphi\left(x^{*}\right) \leq \alpha$, and so by Theorem $5.32\left(x^{*}, \alpha\right) \in$ epi $I_{f}^{*}$. Hence, the lower semicontinuity of $I_{f}^{*}$ yields the inclusion $\operatorname{cl}^{w^{*}}(E) \subset$ epi $I_{f}^{*}$. To prove the other inclusion, we take $\left(x^{*}, \alpha\right) \in \operatorname{epi} I_{f}^{*}$, and fix $\varepsilon>0$ and $V \in \mathcal{N}_{x^{*}}\left(w^{*}\right)$ together with $\gamma(\cdot) \in \mathrm{L}^{1}\left(T, \mathbb{R}_{+}\right)$such that $\int_{T} \gamma \mathrm{~d} \mu=1$. Then by Theorem 5.32 there exists $x^{*}(\cdot) \in \mathrm{L}_{w^{*}}^{1}\left(T, X^{*}\right)$ such that (w.l.o.g.) $\int_{T} x^{*} \mathrm{~d} \mu \in V$ and

$$
-\infty<\left(I_{f}\right)^{*}\left(x^{*}\right)-1=\mathrm{cl}^{w^{*}}(\varphi)\left(x^{*}\right)-1 \leq \varphi\left(\int_{T} x^{*} \mathrm{~d} \mu\right) \leq \int_{T} f^{*}\left(t, x^{*}(t)\right) \mathrm{d} \mu(t) \leq \alpha+\varepsilon
$$

Thus, if we denote $\beta(t):=f^{*}\left(t, x^{*}(t)\right)+\gamma(t)\left(\alpha+\varepsilon-\int_{T} f^{*}\left(t, x^{*}(t)\right) \mathrm{d} \mu(t)\right)$, then $\int_{T} \beta \mathrm{~d} \mu=$ $\alpha+\varepsilon$ and we get $\left(x^{*}(t), \beta(t)\right) \in \operatorname{epi} f_{t}$ and $\left(\int_{T} x^{*} \mathrm{~d} \mu, \int_{T} \beta \mathrm{~d} \mu\right) \in E$. Thus, from the arbitrariness of $\varepsilon>0$ and $V$ we deduce that $\left(x^{*}, \alpha\right) \in \operatorname{cl}^{w^{*}}(E)$.

Remark 5.35 It is worth mention that if (5.27) is satisfied with some $x^{*} \in \mathrm{~L}_{w^{*}}^{p}\left(T, X^{*}\right)$ (resp. $\left.x^{*} \in \mathrm{~L}^{p}\left(T, X^{*}\right)\right)$ and $\alpha \in \mathrm{L}^{s}(T, \mathbb{R})$, then the epigraph of $I_{f}^{*}$ can be expressed as

$$
\begin{aligned}
& \operatorname{epi} I_{f}^{*}=\mathrm{cl}^{w^{*}}\left\{\left(\int_{T} x^{*} \mathrm{~d} \mu, \int_{T} \alpha \mathrm{~d} \mu\right): \begin{array}{c}
x^{*} \in \mathrm{~L}_{w^{*}}^{p}\left(T, X^{*}\right), \\
\alpha \in \mathrm{L}^{s}(T, \mathbb{R}), \\
\left(x^{*}(t), \alpha(t)\right) \in \operatorname{epi} f_{t}^{*} \text { ae }
\end{array}\right\} \\
& \left(\text { resp. }=\mathrm{cl}^{w^{*}}\left\{\left(\int_{T} x^{*} \mathrm{~d} \mu, \int_{T} \alpha \mathrm{~d} \mu\right): \begin{array}{c}
x^{*} \in \mathrm{~L}^{p}\left(T, X^{*}\right), \\
\alpha \in \mathrm{L}^{s}(T, \mathbb{R}), \\
\left(x^{*}(t), \alpha(t)\right) \in \operatorname{epi} f_{t}^{*} \text { ae }
\end{array}\right\} .\right.
\end{aligned}
$$

We are now in position to give the desired representation of the $\varepsilon$-normal set to dom $I_{f}$.
Proposition 5.36 Assume that $f$ is convex normal integrand. Then for every $x \in \operatorname{dom} I_{f}$ and $\varepsilon \geq 0$ we have that

$$
\begin{aligned}
N_{\operatorname{dom} I_{f}}^{\varepsilon}(x) & =\left\{x^{*} \in X^{*}:\left(x^{*},\left\langle x^{*}, x\right\rangle+\varepsilon\right) \in \operatorname{epi}\left(\sigma_{\operatorname{dom} I_{f}}\right)\right\} \\
& =\left\{x^{*} \in X^{*}:\left(x^{*},\left\langle x^{*}, x\right\rangle+\varepsilon\right) \in\left(\operatorname{epi}\left(I_{f}\right)^{*}\right)_{\infty}\right\} \\
& =\left\{x^{*} \in X^{*}:\left(x^{*},\left\langle x^{*}, x\right\rangle+\varepsilon\right) \in\left[\mathrm{cl}^{w^{*}} \mathcal{E}\right]_{\infty}\right\} \\
& =\left\{x^{*} \in X^{*}:\left(x^{*},\left\langle x^{*}, x\right\rangle+\varepsilon\right) \in\left[\overline{\operatorname{co}^{w}} \mathcal{G}\right]_{\infty}+\{0\} \times[0, \varepsilon]\right\} .
\end{aligned}
$$

Where

$$
\begin{align*}
& \mathcal{E}:=\left\{\left(\int_{T} x^{*} \mathrm{~d} \mu, \int_{T} \alpha \mathrm{~d} \mu\right): \begin{array}{c}
x^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right), \\
\alpha \in \mathrm{L}^{1}(T, \mathbb{R}), \\
\left(x^{*}(t), \alpha(t)\right) \in \operatorname{epi} f_{t}^{*} a e
\end{array}\right\}  \tag{5.30}\\
& \mathcal{G}:=\left\{\left(\int_{T} x^{*} \mathrm{~d} \mu, \int_{T} \alpha \mathrm{~d} \mu\right): \begin{array}{c}
x^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right), \\
\alpha \in \mathrm{L}^{1}(T, \mathbb{R}), \\
\left(x^{*}(t), \alpha(t)\right) \in \operatorname{gph} f_{t}^{*} a e
\end{array}\right\} \tag{5.31}
\end{align*}
$$

Proof. For the first two equalities see [54, Lemma 5.], while the third one is given by Corollary 5.34. So, we only have to prove the fourth equality, or equivalently, the inclusion " $\subseteq$ ". On the one hand, we have that

$$
\begin{equation*}
\mathrm{cl}^{w^{*}} \mathcal{E}=\mathrm{cl}^{w^{*}}\left(\overline{\mathrm{co}}^{w^{*}} \mathcal{G}+\{0\} \times \mathbb{R}_{+}\right) \tag{5.32}
\end{equation*}
$$

Indeed, to see the last inclusion, take $\left(x^{*}, \alpha\right) \in \mathcal{E}$ and let $\left(x^{*}(t), \alpha(t)\right) \in \in \operatorname{epi} f_{t}^{*}=\operatorname{gph} f_{t}^{*}+$ $\{0\} \times \mathbb{R}_{+}$ae such that $x^{*}(\cdot) \in \mathrm{L}_{w^{*}}^{1}\left(T, X^{*}\right), \alpha(\cdot) \in \mathrm{L}^{1}(T, \mathbb{R})$, and $\left(x^{*}, \alpha\right)=\left(\int_{T} x^{*} \mathrm{~d} \mu, \int_{T} \alpha \mathrm{~d} \mu\right)$. Then, since $\left(I_{f}\right)^{*}$ is proper, we have that $\int_{T} f_{t}^{*}\left(x^{*}(t)\right) \mathrm{d} \mu(t) \in \mathbb{R}$ and so, writing

$$
\left(x^{*}(t), \alpha(t)\right)=\left(x^{*}(t), f_{t}^{*}\left(x^{*}(t)\right)\right)+\left(0, \alpha(t)-f_{t}^{*}\left(x^{*}(t)\right)\right) \in \operatorname{gph} f_{t}^{*}+\{0\} \times \mathbb{R}_{+}
$$

we get that $\left(x^{*}, \alpha\right) \in \mathcal{G}+\{0\} \times \mathbb{R}_{+}$, besides by the convexity of $f_{t}^{*}$ 's $\mathcal{G}+\{0\} \times \mathbb{R}_{+} \subseteq \mathcal{E}$
On the other hand,since $\left(\left(I_{f}\right)^{*}\right.$ is proper) we have that

$$
\begin{aligned}
{\left[\overline{\mathrm{Co}}^{w^{*}} \mathcal{G}\right]_{\infty} \cap\left(-\left[\{0\} \times \mathbb{R}_{+}\right]_{\infty}\right) } & \subseteq\left[\mathrm{cl}^{w^{*}} \mathcal{E}\right]_{\infty} \cap\left(\{0\} \times \mathbb{R}_{-}\right) \\
& =\left(\operatorname{epi}\left(I_{f}\right)^{*}\right)_{\infty} \cap\left(\{0\} \times \mathbb{R}_{-}\right)=\{(0,0)\}
\end{aligned}
$$

and so by Dieudonné's theorem (see [22, Thorem I-10] or [43, Proposition 1.]) the set $\overline{\mathrm{Co}}{ }^{w^{*}} \mathcal{G}+$ $\{0\} \times \mathbb{R}_{+}$is closed. Hence, (5.32) reads

$$
\left[\mathrm{cl}^{w^{*}} \mathcal{E}\right]_{\infty}=\left[\overline{\mathrm{Co}}^{w^{*}} \mathcal{G}+\{0\} \times \mathbb{R}_{+}\right]_{\infty}=\left[\overline{\mathrm{Co}}^{w^{*}} \mathcal{G}\right]_{\infty}+\{0\} \times \mathbb{R}_{+}
$$

Now, we take $x^{*} \in X^{*}$ such that $\left(x^{*},\left\langle x^{*}, x\right\rangle+\varepsilon\right) \in\left[\mathrm{cl}^{w^{*}} \mathcal{E}\right]_{\infty}$. Then, by the last relations, there exist $\left(y^{*}, \gamma\right) \in\left[\overline{\operatorname{co}}^{w^{*}} \mathcal{G}\right]_{\infty}$ and $\eta \geq 0$ such that $\left(x^{*},\left\langle x^{*}, x\right\rangle+\varepsilon\right)=\left(y^{*}, \gamma+\eta\right)$; hence, $x^{*}=y^{*}$. Moreover, using Theorem 5.32, we have

$$
\operatorname{dom} I_{f} \times\{-1\} \subseteq\left[\left(\operatorname{epi}\left(I_{f}\right)^{*}\right)_{\infty}\right]^{\circ}=\left[\left(\mathrm{cl}^{w^{*}} \mathcal{E}\right)_{\infty}\right]^{\circ} \subseteq\left[\left(\mathrm{cl}^{w^{*}} \mathcal{G}\right)_{\infty}\right]^{\circ}
$$

so that $\left\langle\left(x^{*}, \gamma\right),(x,-1)\right\rangle \leq 0$, and $\eta=\left\langle x^{*}, x\right\rangle-\gamma+\varepsilon \leq \varepsilon$; that is,

$$
\left(x^{*},\left\langle x^{*}, x\right\rangle\right) \in\left[\overline{\mathrm{co}}^{w^{*}}(\mathcal{G})\right]_{\infty}+\{0\} \times[0, \varepsilon]
$$

Consequently, we obtain a complete explicit characterization of the $\varepsilon$-subdifferential of $I_{f}$ :

Theorem 5.37 Assume that $f$ is a convex normal integrand. Then for every $x \in X$ and $\varepsilon \geq 0$ we have that

$$
\begin{aligned}
\partial_{\varepsilon} I_{f}(x) & =\bigcap_{\substack{L \in \mathcal{F}(x)}} \bigcup_{\substack{\varepsilon_{1}, \varepsilon_{2} \geq 0 \\
\varepsilon=\varepsilon_{1}, \varepsilon_{2} \\
\ell \in \mathcal{I}\left(\varepsilon_{1}\right) \\
\eta \in L^{1}}} \bigcap_{\eta \in L^{1}(T,(0,+\infty))} \mathrm{cl}\left\{\int_{T}\left(\partial_{\ell(t)+\eta(t)} f_{t}(x)+A_{L}^{\varepsilon_{2}}(x)\right) \mathrm{d} \mu(t)\right\} \\
& =\bigcap_{\substack{L \in \mathcal{F}(x)}} \bigcup_{\substack{\varepsilon_{1}, \varepsilon_{2} \geq 0 \\
\varepsilon=\varepsilon_{1}+\varepsilon_{2} \\
\ell \in \mathcal{I}\left(\varepsilon_{1}\right) \\
\eta \in L^{1}}} \bigcap_{\eta \in L^{1}(T,(0,+\infty))} \mathrm{cl}\left\{\int_{T}\left(\partial_{\ell(t)+\eta(t)} f_{t}(x)+B_{L}^{\varepsilon_{2}}(x)\right) \mathrm{d} \mu(t)\right\},
\end{aligned}
$$

where the closure is taken with respect to the strong topology $\beta\left(X^{*}, X\right)$,

$$
\begin{aligned}
& A_{L}^{\varepsilon_{2}}(x):=\left\{x^{*} \in X^{*}:\left(x^{*},\left\langle x^{*}, x\right\rangle+\varepsilon_{2}\right) \in\left[\mathrm{cl}^{w^{*}}\left(\mathcal{E}+L^{\perp} \times \mathbb{R}_{+}\right)\right]_{\infty}\right\} \\
& B_{L}^{\varepsilon_{2}}(x):=\left\{x^{*} \in X^{*}:\left(x^{*},\left\langle x^{*}, x\right\rangle+\varepsilon_{2}\right) \in\left[\mathrm{cl}^{w^{*}}\left(\operatorname{co}(\mathcal{G})+L^{\perp} \times \mathbb{R}_{+}\right)+\right]_{\infty}+\{0\} \times\left[0, \varepsilon_{2}\right]\right\}
\end{aligned}
$$

and $\mathcal{E}$ and $\mathcal{G}$ are defined in (5.30) and (5.31) respectively.

Proof. According to Theorem 5.19, we only have to prove that for every $L \in \mathcal{F}(x)$ and $\varepsilon \geq 0, N_{\text {dom } I_{f} \cap L}^{\varepsilon}(x)=A_{L}^{\varepsilon}(x)=B_{L}^{\varepsilon}(x)$. Indeed, it suffices to apply Proposition 5.36 with the measurable space $(\tilde{T}, \tilde{\mathcal{A}}, \tilde{\mu})$, where $\tilde{T}:=T \cup\left\{\omega_{0}\right\}$ for an element $\omega_{0} \notin T$, $\tilde{\mathcal{A}}$ is the $\sigma$-Algebra generated by $\left(\mathcal{A} \cup\left\{\omega_{0}\right\}\right)$, and $\tilde{\mu}$ is defined by

$$
\tilde{\mu}(G):= \begin{cases}\mu\left(G \backslash\left\{\omega_{0}\right\}\right)+1 & \text { if } \omega_{0} \in G \\ \mu(G) & \text { if } \omega_{0} \notin G\end{cases}
$$

and the integrand function $g(t, x):=f(t, x)$ for $t \in T$ and $g\left(\omega_{0}, x\right):=\delta_{L}(x)$.

### 5.7 Characterizations via (exact-) subdifferentials

In this section, we use the previous results and Bronsted-Rockafellar theorems to obtain sequential formulas for the subdifferential of integral functions. As in the previous section, we suppose that either $X, X^{*}$ are Suslin or $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$.

We recall that a net of weakly measurable functions $g_{\mathrm{i}}: T \rightarrow X$ is said to converge uniformly ae to $g: T \rightarrow X$ if for all continuous seminorm $\rho$ in $X$, the net $\rho\left(g_{\mathrm{i}}-g\right)$ converges to 0 in $\mathrm{L}^{\infty}(T, \mathbb{R})$.

Theorem 5.38 Suppose that one of the following conditions holds:
(i) $X$ is Banach.
(ii) $f_{t}$ are epi-pointed ae $t$.

Then for every $x \in X$, we have that $x^{*} \in \partial I_{f}(x)$ if and only if there exist a net of finitedimensional subspaces $\left(\mathrm{L}_{\mathrm{i}}\right)_{\mathrm{i}}$ and nets measurable selections $\left(x_{\mathrm{i}}\right),\left(x_{\mathrm{i}}^{*}\right)$ and $\left(y_{\mathrm{i}}\right)$, $\left(y_{\mathrm{i}}^{*}\right)$ such that $x_{\mathrm{i}}^{*}(t) \in \partial f\left(t, x_{\mathrm{i}}(t)\right), y_{\mathrm{i}}^{*}(t) \in N_{\text {dom } I_{f} \cap \mathrm{~L}_{\mathrm{i}}}(y(t))$ ae, and:
(a) $\left(x_{\mathrm{i}}^{*}+y_{\mathrm{i}}^{*}\right) \subset \mathrm{L}^{1}\left(T, X^{*}\right)$ and $x^{*}=w^{*}-\lim \int_{T}\left(x_{\mathrm{i}}^{*}(t)+y_{\mathrm{i}}^{*}(t)\right) \mathrm{d} \mu(t)$.
(b) $x_{\mathrm{i}}, y_{\mathrm{i}} \rightarrow x$ uniformly ae.
(c) $f\left(\cdot, x_{\mathrm{i}}(\cdot)\right) \rightarrow f(\cdot, x)$ uniformly ae.
(d) $\left\langle x_{\mathrm{i}}^{*}(\cdot), x_{\mathrm{i}}(\cdot)-x\right\rangle,\left\langle y_{\mathrm{i}}^{*}(\cdot), y_{\mathrm{i}}(\cdot)-x\right\rangle \rightarrow 0$ uniformly ae.

In addition, if $X$ is reflexive and separable, then we take sequences instead of nets, and the $w^{*}$-convergence is replaced by the norm.

Proof. W.l.o.g. we may assume that $\mu(T)<+\infty$. Take $x_{0}^{*} \in \partial I_{f}\left(x_{0}\right), x_{0} \in X$, and fix $L \in \mathcal{F}\left(x_{0}\right)$. By (5.4) in Theorem 5.9 we find a measurable function $z^{*}(\cdot)$ such that $z^{*}(t) \in$ $\partial\left(f_{t}+\delta_{\left.L \cap \operatorname{dom} I_{f}\right)}\right)\left(x_{0}\right)$ for all $t \in \tilde{T}$ (with $\mu(T \backslash \tilde{T})=0$ ), and $x_{0}^{*}=\int_{T} z^{*}(t) \mathrm{d} \mu(t)$. Next, given $n \in \mathbb{N}$, continuous seminorms $\rho_{X}$ on $X$ and a $w^{*}$-continuous seminorm $\rho_{X^{*}}:=\sigma_{C}$ on $X^{*}$ such that $C$ is finite and $\operatorname{span} C \supset \operatorname{span}\left(L \cap \operatorname{dom} I_{f}\right)$, we define the multifunction $B: \tilde{T} \rightrightarrows$ $X \times X^{*} \times X \times X^{*}$ by $\left(x, x^{*}, y, y^{*}\right) \in B(t)$ if and only if
$\mathrm{A}(\mathrm{i}) x^{*} \in \partial f(t, x), y^{*} \in N_{\mathrm{dom} I_{f} \cap L}(y)$.
A(ii) $\rho_{X}\left(x-x_{0}\right) \leq 1 / n, \rho_{X}\left(y-x_{0}\right) \leq 1 / n, \rho_{X^{*}}\left(z^{*}(t)-x^{*}-y^{*}\right) \leq 1 / n$.
A(iii) $\left|f(t, x) \rightarrow f\left(t, x_{0}\right)\right| \leq 1 / n,\left|\left\langle x^{*}, x-x_{0}\right\rangle\right| \leq 1 / n$ and $\left|\left\langle y^{*}, y-x_{0}\right\rangle\right| \leq 1 / n$.
By [89, Theorem 2.3] (see, also, [113, Theorem 3]) (in case (i)) or by Theorem 3.14 (in case (ii) , $B(t)$ is non-empty for all $t \in \tilde{T}$. Hence, due to the measurability of the involved functions, $B$ has a measurable graph, so that by Proposition 1.21 we conclude the existence of nets of measurable functions $x(\cdot), y(\cdot), x^{*}(\cdot)$, and $\tilde{y}^{*}(\cdot)$, which satisfy the properties A(i), A(ii) and A(iii) above. Now, we consider $y^{*}(t):=P_{\operatorname{span} C}^{*}\left(x^{*}(t)\right)-x^{*}(t)+P_{\operatorname{span} C}^{*}\left(\tilde{y}^{*}(t)\right)$, where $P^{*}$ is the adjoint of the a projection $P_{\text {span } C}$ onto span $C$. Then

$$
\left\langle y_{\mathrm{i}}^{*}(t), u-y(t)\right\rangle=\left\langle\tilde{y}^{*}(t), u-y(t)\right\rangle \leq 0 \quad \forall u \in \operatorname{dom} I_{f} \cap \mathrm{~L}_{\mathrm{i}}(\operatorname{span} C),
$$

and so $y_{\mathrm{i}}^{*}(t) \in N_{\mathrm{dom} I_{f} \cap L}(y(t))$. Moreover, we have

$$
\begin{aligned}
\rho_{X^{*}}\left(z^{*}(t)-x^{*}(t)-y^{*}(t)\right) & =\rho_{X^{*}}\left(z^{*}(t)-P_{\text {span } C}^{*}\left(x^{*}(t)\right)-P_{\text {span } C}^{*}\left(\tilde{y}^{*}(t)\right)\right) \\
& =\sigma_{C}\left(z^{*}(t)-P_{\text {span } C}^{*}\left(x^{*}(t)\right)-P_{\text {span } C}^{*}\left(\tilde{y}^{*}(t)\right)\right) \\
& =\sigma_{C}\left(z^{*}(t)-x^{*}(t)-\tilde{y}^{*}(t)\right) \leq 1 / n
\end{aligned}
$$

$$
\begin{aligned}
\left|\left\langle y^{*}(t), y(t)-x_{0}\right\rangle\right| & =\left|\left\langle P_{\text {span } C}^{*}\left(x^{*}(t)\right)-x^{*}(t)+P_{\text {span } C}^{*}\left(\tilde{y}^{*}(t)\right), y(t)-x_{0}\right\rangle\right| \\
& =\left|\left\langle\tilde{y}^{*}(t), y(t)-x_{0}\right\rangle\right| \leq 1 / n
\end{aligned}
$$

and for all balanced bounded set $A \subset X$

$$
\begin{aligned}
\int_{T} \sigma_{A}\left(x^{*}(t)+y^{*}(t)\right) \mathrm{d} \mu(t) & =\int_{T} \sigma_{A}\left(P_{\operatorname{span} C}^{*}\left(x^{*}(t)\right)+P_{\operatorname{span} C}^{*}\left(\tilde{y}^{*}(t)\right)\right) \mathrm{d} \mu(t) \\
& =\int_{T} \sigma_{P A}\left(x^{*}(t)+\tilde{y}^{*}(t)-z^{*}(t)\right) \mathrm{d} \mu(t)+\int_{T} \sigma_{P A}\left(z^{*}(t)\right) \mathrm{d} \mu(t)<+\infty
\end{aligned}
$$

The conclusion when $X$ is reflexive and separable comes from the fact that we can take sequences instead of nets used above (using [89, Theorem 2.3]) and countable family of finitedimensional subspaces (recall Remark 5.10).

It remains to verify the sufficiency implication. Take $x^{*} \in X^{*}, x \in X$, nets of finitedimensional subspaces $\mathrm{L}_{\mathrm{i}}$ and nets of measurable functions $\left(x_{\mathrm{i}}\right),\left(x_{\mathrm{i}}^{*}\right)$ and $\left(y_{\mathrm{i}}\right),\left(y_{\mathrm{i}}^{*}\right)$ as as in the statement of the theorem. Then for all $u \in X$ we obtain

$$
\begin{aligned}
\left\langle x^{*}, u-x\right\rangle & =\lim \int\left\langle x_{\mathrm{i}}^{*}+y_{\mathrm{i}}^{*}, u-x\right\rangle \mathrm{d} \mu \\
& =\int_{T}\left(\left\langle x_{\mathrm{i}}^{*}(t), u-x_{\mathrm{i}}(t)\right\rangle+\left\langle x_{\mathrm{i}}^{*}(t), x_{\mathrm{i}}(t)-x\right\rangle+\left\langle y_{\mathrm{i}}^{*}(t), y_{\mathrm{i}}(t)-x\right\rangle\right) \mathrm{d} \mu(t) \\
& +\int_{T}\left(\left\langle y_{\mathrm{i}}^{*}(t), u-y_{\mathrm{i}}(t)\right\rangle\right) \mathrm{d} \mu(t) \\
& \leq \lim \int_{T}\left\{f(t, u)-f\left(t, x_{\mathrm{i}}(t)\right)\right\} \mathrm{d} \mu(t)+\lim \int_{T}\left\{\left\langle x_{\mathrm{i}}^{*}, x_{\mathrm{i}}(t)-x\right\rangle\right\} \mathrm{d} \mu(t) \\
& +\lim _{T}\left\{\left\langle y_{\mathrm{i}}^{*}(t), y_{\mathrm{i}}(t)-x\right\rangle\right\} \mathrm{d} \mu(t) \\
& =I_{f}(u)-I_{f}(x)
\end{aligned}
$$

taht is, $x^{*} \in \partial I_{f}(x)$.

For the next result we need the following lemma.
Lemma 5.39 Under the assumption of Proposition 5.32 suppose $f_{t}$ are epi-pointed for almost every $t$ and the integrable function satisfies $x^{*}(t) \in \operatorname{int} \operatorname{dom} f_{t} t$-ae. Then

$$
\partial I_{f}(x)=\bigcap_{\delta>0} \mathrm{cl}\left\{\bigcup_{\ell \in \mathcal{I}(\delta)}(w)-\int_{T} \partial_{\ell(t)} f(t, x) \cap \operatorname{int}\left(\operatorname{dom} f_{t}^{*}\right) \mathrm{d} \mu(t) .\right\}
$$

Proof. Since the inclusion $\supseteq$ is trivial we focus on the opposite one. According to Theorem 5.32 it suffices to show that for every $\varepsilon>0, \hat{\ell} \in \mathcal{I}(\varepsilon)$ and $z^{*} \in(w)-\int_{T} \partial_{\hat{\ell}(t)} f(t, x) \mathrm{d} \mu(t)$ we have
that $z^{*} \in \operatorname{cl}\left\{\bigcup_{\ell \in \mathcal{I}(2 \varepsilon)}(w)-\int_{T} \partial_{\ell(t)} f(t, x) \cap \operatorname{int}\left(\operatorname{dom} f_{t}^{*}\right) \mathrm{d} \mu(t)\right\}$. Since $f^{*}\left(\cdot, z^{*}(\cdot)\right) \in L^{1}(T, \mathbb{R})$, we have that $z^{*}(t) \in \operatorname{dom} f_{t}^{*}$ for ae $t \in T$, and so $z_{\lambda}^{*}(t)=(1-\lambda) z^{*}(t)+\lambda x_{0}^{*}(t) \in \operatorname{int}\left(\operatorname{dom} f_{t}^{*}\right) \cap$ $\partial_{\ell_{\lambda}(t)} f_{t}(x)$ where $\lambda \in(0,1)$ and $\ell_{\lambda}(t):=\left\langle z_{\lambda}^{*}, x\right\rangle-f(t, x)-f^{*}\left(t, z_{\lambda}^{*}(t)\right) \geq 0$. By the Fenchel inequality and convexity of the $f_{t}^{*}$ 's we get

$$
\left\langle z_{\lambda}^{*}(t), x\right\rangle-f(t, x)-f^{*}\left(t, z^{*}(t)\right) \leq f^{*}\left(t, z_{\lambda}^{*}(t)\right)-f^{*}\left(t, z^{*}(t)\right) \leq \lambda\left(f^{*}\left(t, x_{0}^{*}(t)\right)-f^{*}\left(t, z^{*}(t)\right)\right)
$$

and so, since $f^{*}\left(t, z_{\lambda}^{*}\right) \rightarrow f^{*}\left(t, z^{*}(t)\right)$ as $\lambda \downarrow 0$, we have $\ell_{\lambda}(t) \rightarrow\left\langle z^{*}, x\right\rangle-f(t, x)-f^{*}\left(t, z^{*}(t)\right) \leq$ $\hat{\ell}(t)$, by the Lebesgue dominated convergence theorem we get

$$
\lim _{\lambda \rightarrow 0} \int_{T} \ell_{\lambda}(t) \mathrm{d} \mu(t) \leq \int_{T} \hat{\ell}(t) \mathrm{d} \mu(t) \leq \varepsilon .
$$

Remark 5.40 The hypothesis $x^{*}(t) \in \operatorname{int} \operatorname{dom} f_{t} t$-ae always holds when $X$ is metrizable. Indeed, because $X^{*}$ is separable and $\operatorname{int}\left(\operatorname{dom} f_{t}\right)$ is nonempty we can construct a measurable selection $w^{*}(t) \in \operatorname{int}\left(\operatorname{dom} f_{t}\right)$, moreover let $B:=\{x \in X: \mathrm{d}(0, x) \leq 1\}$ the unity ball in $X$, then for every almost every $t \in T\left|f^{*}\left(t, x^{*}(t)\right)\right|+\left|\sigma_{B}\left(x^{*}(t)-w^{*}(t)\right)\right|<+\infty$, then defining $z^{*}(t):=x^{*}(t)+\lambda(t)\left(w^{*}(t)-x^{*}(t)\right.$ with $\lambda(t):=\left(1+\left|f^{*}\left(t, w^{*}(t)\right)\right|+\left|\sigma_{B}\left(x^{*}(t)-w^{*}(t)\right)\right|\right)^{-1}$ we get that

$$
\begin{aligned}
|\alpha(t)|+1 & \geq-(1-\lambda(t)) \alpha(t)+\lambda(t) f^{*}\left(t, w^{*}(t)\right) \geq(1-\lambda(t)) f^{*}\left(t, x^{*}(t)\right)+\lambda(t) f^{*}\left(t, w^{*}(t)\right) \\
& \geq f^{*}\left(t, z^{*}(t)\right)
\end{aligned}
$$

Therefore $f(t, x) \geq\left\langle z^{*}(t), x\right\rangle-(|\alpha(t)|+1)$ for every $t \in T$ and every $x \in X$.
Theorem 5.41 Assume that the linear growthINTEGRAL condition (5.27) holds with $x_{0}^{*} \in$ $L_{w^{*}}^{\infty}\left(T, X^{*}\right)$, and assume that either $X$ is Banach, or the $f_{t}$ 's are epi-pointed and $x^{*}(t) \in$ $\operatorname{int}$ dom $f_{t}$ ae. Then $x^{*} \in \partial I_{f}(x)$ if and only if there exist net of measurable functions $\left(x_{\mathrm{i}}\right) \subset$ $X,\left(x_{\mathrm{i}}^{*}\right) \subset L_{w^{*}}^{\infty}\left(T, X^{*}\right)$ such that $x_{\mathrm{i}}^{*}(t) \in \partial f\left(t, x_{\mathrm{i}}(t)\right)$ ae, and
(a) $x^{*}=w^{*}-\lim \int_{T} x_{\mathrm{i}}^{*}(t) \mathrm{d} \mu(t)$.
(b) $x_{\mathrm{i}} \rightarrow x$ uniformly ae.
(c) $\int_{T}\left|f\left(t, x_{\mathrm{i}}(t)\right)-\left\langle x_{\mathrm{i}}^{*}(t), x_{\mathrm{i}}(t)-x_{0}\right\rangle-f\left(t, x_{0}\right)\right| \mathrm{d} \mu(t) \rightarrow 0$

If $X$ is reflexive, then the above nets are replaced by sequences, and the $w^{*}$-convergence by norm-convergence.

Proof. Let $u_{0}^{*} \in \partial I_{f}\left(x_{0}\right)$ for $x_{0} \in X, n \geq 0, \rho_{X}$ a continuous seminorm in $X$ and $\rho_{X^{*}}$ a $w^{*}$-continuous seminorm in $X^{*}$. We choose $\varepsilon \in(0,1 / 2 n)$ such that $\varepsilon \sup _{y^{*} \in \mathbb{B}_{\rho_{X}}(0,1)} \rho_{X^{*}}\left(y^{*}\right) \leq$ $1 /(2 n)$. Then, by Theorem 5.32 (or Lemma 5.39, when $f_{t}$ are epi-pointed), we can choose $z^{*}(t) \in L_{w^{+}}^{1}\left(T, X^{*}\right)$ such that $\rho_{X^{*}}\left(x_{0}^{*}-\int z^{*}\right) \leq 1 / 2 n$ and $z^{*}(t) \in \partial_{\ell(t)} f\left(t, x_{0}\right) t$-ae $\left(z^{*}(t) \in\right.$ $\partial_{\ell(t)} f\left(t, x_{0}\right) \cap \operatorname{int}\left(\operatorname{dom} f_{t}\right)$ when $f_{t}^{*}$ are epi-pointed) with $\int \ell(t) \leq \varepsilon^{2}$, then we define the measurable function $B: T \rightarrow X \times X^{*}$ by $\left(x^{*}, x^{*}\right) \in B(t)$ if and only if
(i) $x^{*} \in \partial f(t, x)$
(ii) $\rho_{X}\left(x-x_{0}\right) \leq \varepsilon$.
(iii) $x^{*}-z^{*}(t) \in \frac{\ell(t)}{\varepsilon} B_{\rho_{X}}^{\circ}(0,1)$.
(iv) $\left|f(t, x)-\left\langle x^{*}, x-x_{0}\right\rangle-f\left(t, x_{0}\right)\right| \leq 2 \ell(t)$.

By Brønsted-Rockafellar's theorem in the case of $X$ Banach (see [8, Theorem 1]), or by Theorem 3.8 in the case of epi-pointed functions the set $B(t)$ is nonempty ae, moreover by the measurability of the involved functions we can apply Theorem 1.21 and conclude that there exists $x^{*}(t) \in \partial f(t, x(t))$ (by 5.41 (i) such that $x^{*}(t) \in L_{w^{*}}^{1}(T, X)$ (in $L^{1}(T, X)$ if $\left.z^{*} \in z^{*} L^{1}(T, X)\right), \rho_{X}\left(x_{0}-x_{(\cdot)}\right)_{\infty} \leq 1 / n$,

$$
\begin{align*}
\rho_{X^{*}}\left(x_{0}^{*}-\int x^{*}\right) & \leq \rho_{X^{*}}\left(x_{0}^{*}-\int z^{*}\right)+\rho_{X^{*}}\left(x_{0}^{*}-\int z^{*}\right)  \tag{5.33}\\
& \leq 1 / 2 n+\sup _{y^{*} \in B_{\rho_{X}}^{\circ}(0,1)} \rho_{X^{*}}\left(y^{*}\right) \int \frac{\ell(t)}{\varepsilon}  \tag{5.34}\\
& \leq 1 / 2 n+1 / 2 n=1 / n \tag{5.35}
\end{align*}
$$

and $\int_{T}\left|f\left(t, x_{\mathrm{i}}(t)\right)-\left\langle x_{\mathrm{i}}^{*}(t), x_{\mathrm{i}}(t)-x_{0}\right\rangle-f\left(t, x_{0}\right)\right| \mathrm{d} \mu(t) \leq 1 / n$. To prove the sufficiency, let $x^{*} \in X^{*}, x \in X$, and nets $x_{\mathrm{i}}(\cdot), x_{\mathrm{i}}^{*}(\cdot)$ that satisfies the conclusion of the Theorem, then for every $y \in X$

$$
\begin{aligned}
\left\langle x_{0}^{*}, y-x_{0}\right\rangle & =\left\langle x_{0}^{*}-\int x_{\mathrm{i}}^{*}, y-x_{0}\right\rangle+\int\left\langle x_{\mathrm{i}}^{*}(t), y-x_{\mathrm{i}}(t)\right\rangle+\int\left\langle x_{\mathrm{i}}^{*}(t), x_{\mathrm{i}}(t)-x_{0}\right\rangle \\
& \leq\left\langle x_{0}^{*}-\int x_{\mathrm{i}}^{*}, y-x_{0}\right\rangle+\int f(t, y)-\int f\left(t, x_{\mathrm{i}}(t)\right)+\int\left\langle x_{\mathrm{i}}^{*}(t), x_{\mathrm{i}}(t)-x_{0}\right\rangle \\
& \leq\left\langle x_{0}^{*}-\int x_{\mathrm{i}}^{*}, y-x_{0}\right\rangle+I_{f}(y)-I_{f}(x) \\
& +\int_{T}\left|f\left(t, x_{\mathrm{i}}(t)\right)-\left\langle x_{\mathrm{i}}^{*}(t), x_{\mathrm{i}}(t)-x_{0}\right\rangle-f\left(t, x_{0}\right)\right| \mathrm{d} \mu(t) .
\end{aligned}
$$

So taking the limits we conclude.
Remark 5.42 The sequential formulas for subdiferential for convex integrand functional was first studied by Ioffe [64], in this paper the author present a characterization of the subdiferential of an integrand functional for the case where the measurable net belongs to $x_{\mathrm{i}}(\cdot) \in \mathrm{L}^{p}(T, X)$ and $x_{\mathrm{i}}^{*}(\cdot) \in \mathrm{L}_{w^{*}}^{q}\left(T, X^{*}\right)$ with $1 / p+1 / q=1$ and $p \in[1,+\infty)$, also the author left the open question of what happen when $p=\infty$. Later, Lopez-Thibault [80] using the representation of the dual of $\mathrm{L}^{\infty}(T, X)$ (recall that $\left.\mathrm{L}^{\infty}(T, X)^{*}=\mathrm{L}_{w^{*}}^{1}\left(T, X^{*}\right) \oplus \mathrm{L}^{\text {sing }}(T, X)\right)$ and the sequential formulas for the subdiferential of the composition [116, Theorem 1] (see also $89,113,115$. Our Theorems 5.38 and 5.41 give another answer to the question presented by Ioffe, where the convergence of the measurable selection $x_{\mathrm{i}}$ converge uniformly almost everywhere.

## Chapter 6

## Sequential and exact formulae for the subdifferential of nonconvex integral functionals

In this Chapter $(X,\|\cdot\|)$ will be a Banach space. Unless stated otherwise in the document, in the remainder of this chapter we may assume $f$ is an integrand function from $T \times X$ to $[0,+\infty]$ and one of the following settings: $X$ is separable, or $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$, here $\mathcal{P}(\mathbb{N})$ denote the power set of $\mathbb{N}$, that is, the set of all subset of $\mathbb{N}$. Although the assumption about the range of the values of the integrand appear less general, many of the results in the literature can be obtained in our setting by modifying appropriately the integrand. We will talk more in depth about these techniques in Theorems 6.11 and 6.12 it is important to recall that under our framework the integral functional $\tilde{I}_{f}:\left(\mathrm{L}^{p}(T, X),\|\cdot\|_{p}\right) \rightarrow \overline{\mathbb{R}}$ is lsc.

### 6.1 Sequential formulae for subdifferential calculus of nonconvex integrand functionals

### 6.1.1 Subdifferential of $I_{f}$ by means of the chain rule

First, we start with the analysis of the subdifferential of $I_{f}$ under the hypothesis that the measure is non-atomic. To complete this task we establish some sequential approximation rules for the Fréchet subdifferential using the well-known chain rule for this subdifferential together with formulas for the Fréchet subdifferential of an integral functional defined on $\mathrm{L}^{p}(T, X)$, which are available in the literature.

We have the following theorem. Recall that by a modulus $\alpha$, we mean a nondecreasing function such that $\alpha(0)=0$ and $\alpha(u) \rightarrow 0$ as $u \rightarrow 0$.

Theorem 6.1 Let $(T, \mathcal{A}, \mu)$ be a finite non-atomic measure space, let $X$ be a separable

Asplund space and let $f: T \times X \rightarrow[0,+\infty]$ be a normal integrand function. Consider $x^{*} \in \partial I_{f}(\bar{x})$. Then, for any $w^{*}$-continuous seminorm $\rho$ and $p \in(1, \infty)$, there exist sequences $y_{n} \in X, x_{n} \in \mathrm{~L}^{p}(T, X), x_{n}^{*} \in \mathrm{~L}^{q}\left(T, X^{*}\right)$ (with $1 / p+1 / q=1$ ) such that:
(a) For some numbers $r_{n}>0$, moduli $\alpha_{n}:\left[0, r_{n}\right] \rightarrow \mathbb{R}_{+}$, and families $\left(a_{s}^{n}\right)_{s \in\left(0, r_{n}\right)}$ of $\mathrm{L}^{1}\left(T, \mathbb{R}_{+}\right)$and $b_{s}^{n}:=\alpha_{n}(s)-\left\|a_{s}^{n}\right\|_{1} \geq 0\left(s \in\left(0, r_{n}\right]\right)(n \geq 1)$, we have that for every $s \in\left(0, r_{n}\right]$ and $(t, x) \in T \times X$

$$
f\left(t, x_{n}(t)+s x\right)-f\left(t, x_{n}(t)\right)-\left\langle x^{*}(t), s x\right\rangle \geq-s\left(a_{s}^{n}(t)+b_{s}^{n}\|x\|^{p}\right)
$$

(b) $\left\|\bar{x}-y_{n}\right\| \rightarrow 0, \int_{T}\left\|\bar{x}-x_{n}(t)\right\|^{p} \mathrm{~d} \mu(t) \rightarrow 0$,
(d) $\rho\left(x^{*}-\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)\right) \rightarrow 0$,
(c) $\left\|x_{n}^{*}(\cdot)\right\|_{q}\left\|x_{n}(\cdot)-y_{n}\right\|_{p} \rightarrow 0$,
(e) $\int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, \bar{x})\right| \mathrm{d} \mu(t)$.

Proof. Consider $\varepsilon_{n} \rightarrow 0^{+}$, the space $Y:=\mathrm{L}^{p}(T, X)$, the linear function $A: X \rightarrow Y$ given by $A(x)=x \mathbb{1}_{T}$, and the functional $\hat{I}_{f}: Y \rightarrow \overline{\mathbb{R}}$. So, by 14 , Theorem 3.5.2] there exist $x_{n} \in B\left(\bar{x}, \varepsilon_{n}\right), y_{n} \in \mathbb{B}\left(A(\bar{x}), \varepsilon_{n}\right), y_{n}^{*} \in \partial_{F} \hat{I}_{f}\left(y_{n}(\cdot)\right),\left\|\lambda_{n}^{*}-y_{n}^{*}\right\|<\varepsilon_{n}$ and $z_{n}^{*}=A^{*} \circ \lambda_{n}^{*}$ such that $\left|\hat{I}_{f}\left(y_{n}\right)-\hat{I}_{f}(A(\bar{x}))\right|<\varepsilon_{n}$, and

$$
\max \left(\left\|\lambda_{n}^{*}\right\|,\left\|y_{n}^{*}\right\|,\left\|z_{n}^{*}\right\|\right)\left\|y_{n}-F\left(x_{n}\right)\right\|<\varepsilon_{n}, \quad \rho\left(x^{*}-z_{n}^{*}\right)<\varepsilon_{n}
$$

Thus, by [90, Theorem 22] there exist $r_{n}>0$, a modulus $\alpha_{n}:[0, r] \rightarrow \mathbb{R}_{+}$and a family $\left(a_{s}^{n}\right)_{s \in\left(0, r_{n}\right)}$ of $\mathrm{L}^{1}\left(T, \mathbb{R}_{+}\right)$such that for every $s \in\left(0, r_{n}\right],(t, x) \in T \times X$ one has $b_{s}:=\alpha(s)-$ $\left\|a_{s}\right\|_{1} \geq 0$ and

$$
f(t, x(t)+s x)-f(t, x(t))-\left\langle x^{*}(t), s x\right\rangle \geq-s\left(a_{s}(t)+b_{t}\|x\|^{p}\right)
$$

Moreover, translating the estimate given by the chain rule in terms of measurable selections, we get

1. $\left\|\bar{x}-y_{n}\right\| \rightarrow 0, \int_{T}\left\|\bar{x}-x_{n}(t)\right\|^{p} \mathrm{~d} \mu(t) \rightarrow 0$.
2. $\rho\left(x^{*}-\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)\right) \rightarrow 0$.
3. $\int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t) \rightarrow \int_{T} f(t, \bar{x}) \mathrm{d} \mu(t)$.
4. $\left\|x_{n}^{*}\right\|_{q}\left\|x_{n}(\cdot)-y_{n}\right\|_{p} \rightarrow 0$.

Finally, Lemma 6.5 implies $\int_{T}\left|f\left(t, x_{n}(t)\right)-f\left(t, x_{0}\right)\right| \mathrm{d} \mu(t) \rightarrow 0$.
By the following example we show the impossibility of using the same technique to find an approach of the subdifferential of the integral functional for $p=1$.

Example 6.2 Let $(T, \mathcal{A}, \mu)=(] 0,1], \mathcal{L}, \lambda)$ be the Lebesgue measure on $[0,1]$, and consider the normal integrand $f(t, x)=\mathrm{e}^{-x^{2}}$. Then $I_{f}(x)=\int_{0}^{1} f(t, x) \mathrm{d} \lambda(t)=\mathrm{e}^{-x^{2}}$ for all $x \in \mathbb{R}$. By [90, Theorem 12] we have that $\partial \hat{I}_{f}(w(\cdot))=\emptyset$ for every $w \in \mathrm{~L}^{1}(T, \mathbb{R})$. In other words, if we consider the operator $I_{f}$ as the composition of $\hat{I}_{f}$ and the linear function $A: \mathbb{R} \rightarrow \mathrm{L}^{1}(T, \mathbb{R})$ given by $x \rightarrow x \mathbb{1}_{T}$, then it is impossible to approximate the subdifferential of $I_{f}$ in terms of $A^{*}\left(\partial \hat{I}_{f}(w(\cdot))\right.$.

### 6.1.2 Robusted local minima

In order to guarantee a general framework (without the atmoless restriction on the measure space) for the subdifferential of integral functions, we adopt here the notion of Robusted local minima (see for example $[14,65,91]$ ) to the case of integral functions. This definition allows us to understand better the approximate formulae for the subdifferential of such integrand functions. In what follows, we work with an arbitrary complete $\sigma$-finite nonnegative measure space $(T, \mathcal{A}, \mu)$.

Definition 6.3 Consider a function $f: T \times X \rightarrow \overline{\mathbb{R}}$ and $p \in[1,+\infty]$. We define the $p$-stabilized infimum of $I_{f}$ on $B \subseteq X$ by

$$
\wedge_{p, B} I_{f}:=\sup _{\varepsilon>0} \inf \left\{\int_{T} f(t, x(t)) \mid x(\cdot) \in \mathrm{L}^{p}(T, X), \quad y \in B \text { and } \int_{T}\|x(t)-y\|^{p} \mathrm{~d} \mu(t) \leq \varepsilon\right\} .
$$

The infimum of $I_{f}$ is called p-robust if $\wedge_{p, B} I_{f}=\inf _{B} I_{f}$ and both quantities are finite, in which case a minimizer of $I_{f}$ on $B$ will be called a p-robust minimizer of $I_{f}$ on $B$. A point $x$ will be called a p-robust minimum of $I_{f}$ provided the existence of some $\delta>0$ such that $x$ is a p-robust minimizer on $\mathbb{B}(x, \delta)$.

It is worth mentioning that one can easily prove (using Hölder's inequality [7, Corollary 2.11 .5$]$ ) that when the measure is finite, a $p$-robust minimizer of $I_{f}$ is also an $r$-robust minimizer for every $r \geq p$.

Example 6.4 (A $p$-robust minimum which is not an $r$-robust minimum for every $r<p$ ) Consider $(T, \mathcal{A}, \mu)=(] 0,1], \mathcal{L}, \lambda)$, the Lebesgue measure on $] 0,1]$ and $\ell \in \mathrm{L}^{p}(T, \mathbb{R}) \backslash \mathrm{L}^{r}(T, \mathbb{R})$. We use the integrand $f(t, x)=-\|x\|^{p}+\delta_{\mathbb{B}(0,1)}(x)$, so that for every $r<p, \wedge_{r, \mathbb{B}(0,1)} I_{f}=-\infty$. But, if we take $r \geq p$, then for every $\varepsilon_{n}$-minimizer $\left(y_{n}, x_{n}\right)$ of $\wedge_{r, \mathbb{B}(0,1)} I_{f}$, with $\varepsilon_{n} \rightarrow 0^{+}$, we can take a convergent subsequence $y_{n_{k}} \rightarrow \bar{y}$. Then $\int_{T}\left\|x_{n}(t)-\bar{y}\right\|^{r} \mathrm{~d} \mu(t) \rightarrow 0$, and so $\wedge_{r, \mathbb{B}(0,1)} I_{f}=\int_{T}-\left\|x_{n}(t)\right\|^{p} \mathrm{~d} \mu(t) \rightarrow \int_{T}-\|\bar{y}\|^{p} \geq \inf _{\mathbb{B}(0,1)} I_{f}$.

The following Lemma shows that the graphical convergence of an integral function gives convergence in $\mathrm{L}^{1}(T, \mathbb{R})$ of the values of the function.

Lemma 6.5 Consider $x_{n} \in \mathrm{~L}^{p}(T, X)$ such that $x_{n} \xrightarrow{\mathrm{~L}^{p}} x$ and

$$
\lim \int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t)=\int_{T} f(t, x(t)) \mathrm{d} \mu(t) \in \mathbb{R}
$$

Then $\lim \int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x(t))\right| \mathrm{d} \mu(t)=0$.

Proof. Consider $\delta>0$. By the lower semicontinuty of $\hat{I}_{f}$ in $\mathrm{L}^{p}(T, X)$ there exists $\varepsilon>0$ such that $-\delta / 4+\hat{I}_{f}(x) \leq \hat{I}_{f}(y(\cdot))$ for every $y \in \mathbb{B}_{\mathrm{L}^{p}(T, X)}(x, \varepsilon)$. Since $x_{n} \rightarrow x$, there exists $n_{1} \in \mathbb{N}$
such that $x_{n} \in B_{\mathrm{L}^{p}(T, X)}(x, \varepsilon)$ for every $n \geq n_{1}$. In particular, for every $A \in \mathcal{A}$ and every $n \geq n_{1}$ the function $y:=x_{n} \mathbb{1}_{A}+x \mathbb{1}_{A^{c}} \in \mathbb{B}_{\mathrm{L}^{p}(T, X)}(x, \varepsilon)$, and then

$$
-\delta / 4+\int_{A} f(t, x(t)) \mathrm{d} \mu(t) \leq \int_{A} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t)
$$

for every $A \in \mathcal{A}$ and every $n \geq n_{1}$. This yields

$$
\begin{aligned}
-\delta / 4+\int_{A} f(t, x(t)) \mathrm{d} \mu(t) & \leq \int_{A} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t)=\int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t)-\int_{A^{c}} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t) \\
& \leq \int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t)-\int_{A^{c}} f(t, x(t))+\delta / 4, \forall A \in \mathcal{A}, \forall n \geq n_{1} .
\end{aligned}
$$

From the fact that $\lim \int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t)=\int_{T} f(t, x(t)) \mathrm{d} \mu(t)$ there must exist $n_{2} \geq n_{1}$ such that $\int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t) \leq \int_{T} f(t, x(t)) \mathrm{d} \mu(t)+\delta / 4$ for all $n \geq n_{2}$. Thus

$$
\begin{aligned}
-\delta / 4+\int_{A} f(t, x(t)) \mathrm{d} \mu(t) & \leq \int_{A} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t) \leq \int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t)-\int_{A^{c}} f(t, x(t))+\delta / 4 \\
& \leq \int_{T} f(t, x(t)) \mathrm{d} \mu(t)+\delta / 4-\int_{A^{c}} f(t, x(t))+\delta / 4 \\
& =\int_{A} f(t, x(t)) \mathrm{d} \mu(t)+\delta / 2, \forall A \in \mathcal{A}, \forall n \geq n_{2}
\end{aligned}
$$

Then considering the measurable sets $A_{n}^{+}:=\left\{t \in T: f\left(t, x_{n}(t)\right)-f(t, x(t))>0\right\}$ and $A_{n}^{-}:=\left\{t \in T: f\left(t, x_{n}(t)\right)-f(t, x(t))<0\right\}$, we get

$$
\begin{aligned}
\int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x(t))\right| \mathrm{d} \mu(t) & =\int_{A_{n}^{+}} f\left(t, x_{n}(t)\right)-f(t, x(t)) \mathrm{d} \mu(t) \\
& +\int_{A_{n}^{-}} f(t, x(t))-f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t) \\
& \leq \delta / 2+\delta / 4<\delta
\end{aligned}
$$

that is, $\int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x(t))\right| \mathrm{d} \mu(t) \rightarrow 0$.

The following Lemma is a simple application of classical rules concerning differentiation of integral functionals. For the sake of completeness we give a proof.

Lemma 6.6 Let $\mu$ be a finite measure and let $f: T \times X \rightarrow \overline{\mathbb{R}}$ be a normal integrand Lipschitz on $\mathbb{B}\left(x_{0}, \delta\right)$ with some $p$-integrable constant, that is to say, there exists $K \in \mathrm{~L}^{p}(T, \mathbb{R})$ such that $|f(t, x)-f(t, y)| \leq K(t)|x-y|$, for all $x, y \in \mathbb{B}\left(x_{0}, \delta\right)$ and all $t \in T$. Assume that the functions $f_{t}$ are $\beta$-differentiable at $x_{0}$ ae. Then $I_{f}$ is $\beta$-differentiable at $x_{0}, \nabla_{\beta} f\left(t, x_{0}\right)$ belongs to $\mathrm{L}_{w^{*}}^{p}\left(T, X^{*}\right)$ and $\nabla_{\beta} I_{f}\left(x_{0}\right)=(G)-\int_{T} \nabla f_{t}\left(x_{0}\right) \mathrm{d} \mu(t)$. Moreover, if $f_{t}$ are $\beta$-smooth on $\operatorname{int}\left(\mathbb{B}\left(x_{0}, \delta\right)\right)$, then $I_{f}$ is $\beta$-smooth on $\operatorname{int}\left(\mathbb{B}\left(x_{0}, \delta\right)\right)$. Finally, if $X$ is a Hilbert space, the functions $f_{t}$ are $C^{2}$ on $\operatorname{int}\left(\mathbb{B}\left(x_{0}, \delta\right)\right)$ and the derivative $\nabla f: T \times X \rightarrow X^{*}$ is Lipschitz on $\mathbb{B}\left(x_{0}, \delta\right)$; hence, $I_{f}$ is $C^{2}$ on $\operatorname{int}\left(\mathbb{B}\left(x_{0}, \delta\right)\right)$.

Proof. First, the $w^{*}$-integrability of the function $t \rightarrow \nabla_{\beta} f_{t}\left(x_{0}\right)$ follows from the fact that for every $h \in X,\left\langle\nabla_{\beta} f_{t}\left(x_{0}\right), h\right\rangle=\lim _{s \rightarrow 0^{+}} \frac{f\left(t, x_{0}+s h\right)-f\left(t, x_{0}\right)}{s}$ and $\left\|\nabla_{\beta} f_{t}\left(x_{0}\right)\right\| \leq K(t)$. Now take $U \in \beta$, and any sequence $s_{n} \rightarrow 0^{+}$. Since $U$ is bounded we may assume that $x_{0}+s_{n} h \in \mathbb{B}\left(x_{0}, \delta\right)$ for every $n \in \mathbb{N}$ and $h \in U$. So, when the space $X$ is separable, the measurability of $t \rightarrow$ $\sup _{h \in U}\left|\frac{f_{t}\left(x_{0}+s_{n} h\right)-f_{t}\left(x_{0}\right)}{s_{n}}-\left\langle\nabla_{\beta} f_{t}\left(x_{0}\right), h\right\rangle\right|$ follows from the Lipschitz continuity of the integrand and the separability of $U$. We notice that this function is bounded from above by $K$; moreover, it converges to zero (ae) as $n \rightarrow \infty$. Then by Lebesgue's dominated convergence theorem we get $\lim _{n \rightarrow \infty} \sup _{h \in U}\left|\frac{I_{f}\left(x_{0}+s_{n} h\right)-I_{f}\left(x_{0}\right)}{s_{n}}-\int_{T}\left\langle\nabla_{\beta} f_{t}\left(x_{0}\right), h\right\rangle \mathrm{d} \mu(t)\right| \xrightarrow{n \rightarrow \infty} 0$, which concludes the first part. To prove the continuity of the derivative $\nabla_{\beta} I_{f}: \operatorname{int}\left(\mathbb{B}\left(x_{0}, \delta\right)\right) \rightarrow\left(X^{*}, \beta^{*}\right)$ we fix $U \in \beta$, $x \in \operatorname{int}\left(\mathbb{B}\left(x_{0}, \delta\right)\right)$ and $x_{n} \rightarrow x$ with $x_{n} \in \mathbb{B}\left(x_{0}, \delta\right)$. By the boundedness of $U$ the number $M:=\sup _{h \in U}\|h\|$ is finite. Then we notice that for almost all $t \in T, \lim _{n \rightarrow \infty} \sup _{h \in U} \mid\left\langle\nabla f_{t}(x)-\right.$ $\left.\nabla f_{t}\left(x_{n}\right), h\right\rangle \mid=0$, and $g_{n}(t):=\sup _{h \in U}\left|\left\langle\nabla f_{t}(x)-\nabla f_{t}\left(x_{n}\right), h\right\rangle\right| \leq 2 M K(t)$ ae. Then again by Lebesgue's dominated convergence theorem, we get $\sup _{h \in U}\left|\left\langle\nabla_{\beta} I_{f}(x)-\nabla_{\beta} I_{f}\left(x_{n}\right), h\right\rangle\right| \xrightarrow{n \rightarrow \infty} 0$. In the final case when $X$ is a Hilbert space, the fact that functions $f_{t}$ are $C^{2}$ uses similar arguments and so we omit the proof.

We recall that in every $\beta$-smooth space $X$ there exists a Leduc function $\psi$, which is a (globally) Lipschitz continuous function, $\beta$-smooth away from the origin, and satisfies the existence of some constant $a>0$ such that $\|x\| \leq \psi(x) \leq a\|x\|$ and $\psi(t x)=t \psi(x)$ for all $x \in X$ and $t>0$ (for more details see [69] and the references therein).

Lemma 6.7 Let $p \in[1,+\infty)$ and $x \in X$ be a $p$-robust minimizer of $I_{f}$ on $B \subseteq X$. Then for every $\varepsilon_{n}$-minimizer $\left(x_{n}(\cdot), y_{n}\right)$ (with $\varepsilon_{n} \rightarrow 0$ ) of $\varphi_{n}: \mathrm{L}^{p}(T, X) \times X \rightarrow \overline{\mathbb{R}}$,

$$
\varphi_{n}(w, u):=\int_{T} f(t, w(t)) \mathrm{d} \mu(t)+n \int_{T} \psi^{p}(w(t)-u) \mathrm{d} \mu(t)+\psi^{p}\left(x_{0}-u\right)+I_{B}(u)
$$

where $\psi$ is a Leduc function, we have:
(a) $n\left(\left\|x_{n}(\cdot)-y_{n}\right\|_{p}\right)^{p},\left\|x_{n}(\cdot)-x\right\|_{p},\left\|y_{n}-x\right\| \rightarrow 0$, and
(b) $\int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$.

In particular

$$
\begin{equation*}
\left.\sup _{n \in \mathbb{N}} \inf _{w \in \mathrm{~L}^{p}(T, X)}^{u \in X}\right\} \tag{6.1}
\end{equation*}
$$

Proof. First, for $n \geq 1$ and $\delta>0$ define

$$
\begin{aligned}
\nu_{n} & :=\inf \left\{\varphi_{n}(w, u) \mid w \in \mathrm{~L}^{p}(T, X) \text { and } u \in X\right\} \\
\xi_{\delta} & :=\inf \left\{\int_{T} f(t, w(t)) \mid \int_{T}\|w(t)-u\| \mathrm{d} \mu(t) \leq \delta, w \in \mathrm{~L}^{p}(T, X) \text { and } u \in B\right\}
\end{aligned}
$$

Now we have, $n\left(\left\|x_{n}(\cdot)-y_{n}\right\|_{r}\right)^{p} \leq \int_{T}\left(f\left(t, x_{n}(t)\right)+n \psi^{p}\left(x_{n}(t)-y_{n}\right)\right) \mathrm{d} \mu(t)+\psi^{p}\left(y_{n}-x\right) \leq$ $I_{f}(x)+\varepsilon_{n}$. The last inequality implies $\int_{T}\left\|x_{n}(t)-y_{n}\right\|^{p} \mathrm{~d} \mu(t) \rightarrow 0$. Then, setting $\delta_{n}:=$ $\int_{T}\left\|x_{n}(t)-y_{n}\right\|^{p} \mathrm{~d} \mu(t)$, we have

$$
\xi_{\delta_{n}}-\varepsilon_{n} \leq \int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t)-\varepsilon_{n} \leq \varphi_{n}^{r}\left(x_{n}, y_{n}\right)-\varepsilon_{n} \leq \nu_{n} \leq I_{f}\left(x_{0}\right)
$$

Taking the limits we conclude that $\int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t) \rightarrow \int_{T} f\left(t, x_{0}\right) \mathrm{d} \mu(t)$, and consequently (a) and equation (6.1) follow. Finally, using Lemma 6.5 we obtain (b),

Lemma 6.8 Let $z(\cdot)$ be a measurable function with values on $X$, and let $\varepsilon(\cdot)$ and $\lambda(\cdot)$ be two strictly positive measurable functions. Suppose that $z(t)$ is an $\varepsilon(t)$-minimum of $f_{t}$ and one of the following condition holds:
(i) $\partial=\partial_{\beta}$ and $X$ is a $\beta$-smooth space.
(ii) $\partial=\partial_{P}$ and $X$ is a Hilbert space.

Then there exist a constant $L=L(X, \beta)$, a measurable function $y(t)$ and a $w^{*}$-measurable function $y^{*}(t)$ such that $y^{*}(t) \in \partial f(t, y(t)),\|y(t)-z(t)\| \leq \lambda(t),|f(t, y(t))-f(t, z(t))| \leq \delta(t)$ and $\left\|y^{*}(t)\right\| \leq 2 L \delta(t) / \lambda(t)$.

Proof. Consider a Leduc function $\psi$ and take $L>0$ such that $\psi$ is $L$-Lipschitz and $\|x\| \leq$ $\psi(x) \leq L\|x\|,\|x\| \leq\left\|\nabla_{\beta} \psi^{2}(x)\right\| \leq L\|x\| / 2$ for all $x \in X$. Consider $\delta_{\mathrm{i}}>0$ with $\delta_{0}=1$ such that $\sum_{\mathrm{i}=0}^{\infty} \delta_{\mathrm{i}}=2$. Then define $\delta_{\mathrm{i}}(t):=\delta_{\mathrm{i}} \varepsilon(t) / \lambda^{2}(t)$, the space $S=X \times \prod_{\mathrm{i}=1}^{\infty} X$ with the product topology, and the function $\left(t, y,\left(x_{\mathrm{i}}\right)\right) \rightarrow \varphi\left(y,\left(x_{\mathrm{i}}\right)\right)=\sum_{\mathrm{i}=0}^{\infty} \delta_{\mathrm{i}}(t) \psi^{2}\left(y-x_{\mathrm{i}}\right)$.

Now define the multifunction $\left(y,\left(x_{\mathrm{i}}\right)\right) \in M(t)$ if and only if $\psi^{2}(y-z(t)) \leq \lambda^{2}(t), \psi\left(x_{\mathrm{i}}-\right.$ $y)^{2} \leq \lambda^{2}(t) / 2^{\mathrm{i}}$ for all $\mathrm{i}=1,2, \ldots, f(t, y)+\varphi\left(x,\left(y_{\mathrm{i}}\right)\right) \leq f(z(t))$ and $f(t, w)+\varphi\left(w,\left(x_{\mathrm{i}}\right)\right) \geq$ $f(t, y)+\varphi\left(y,\left(x_{\mathrm{i}}\right)\right)$ for all $w \in X$. It is not hard to prove that $S$ is a Polish space (i.e. complete and separable), $\varphi$ is measurable (with respect to $\mathcal{A} \otimes \mathcal{B}(S)$ ) and from the fact that every function involved in the multifunction $M$ is $\mathcal{A} \otimes \mathcal{B}(S)$-measurable, we have gph $M \in \mathcal{A} \otimes \mathcal{B}(S)$. Moreover, by Borwein-Preiss Variational Principle (see e.g. [14, Theorem 2.5.2]) $M(t)$ has non-empty values. Then by the measurable selection theorem (see e.g. [22, Theorem III.22]) there exist measurable functions $\left(y(t), x_{\mathrm{i}}(t)\right) \in M(t)$ ae. The last implies $\|y(t)-z(t)\| \leq \lambda(t)$, $\left\|x_{\mathrm{i}}(t)-y(t)\right\| \leq \lambda(t) / \sqrt{2}^{\mathrm{i}}$ for all $\mathrm{i}=1,2, \ldots,|f(t, y(t))-f(t, z(t))| \leq \varepsilon(t)$ and $f(t, w)+$ $\varphi\left(w,\left(x_{\mathrm{i}}(t)\right)\right) \geq f(t, y(t))+\varphi\left(y(t),\left(x_{\mathrm{i}}(t)\right)\right)$ for all $w \in X$ ae.

Finally, it is easy to see that $\phi(t, y):=\sum_{\mathrm{i}=0}^{\infty} \delta_{\mathrm{i}}(t) \psi^{2}\left(y-x_{\mathrm{i}}(t)\right)$ is $\beta$-smooth $\left(C^{2}\right.$ if $X$ is a Hilbert space) with respect to the second argument (see Lemma 6.6), $\nabla_{\beta} \phi\left(t, y(t)\right.$ ) is $w^{*}$ measurable and $\left\|\nabla_{\beta} \phi(t, y(t))\right\| \leq L \varepsilon(t) / \lambda(t)$. Hence, $f(t, \cdot)+\phi(t, \cdot)$ attains a minimum at $y(t)$ and so, $y^{*}(t):=-\nabla_{\beta} \phi(t, y(t)) \in \partial f(t, y)$.

The following gives a sufficient condition for robusted local minima.
Proposition 6.9 Consider $p, q \in[1,+\infty]$ with $1 / p+1 / q=1$, and $B \supseteq X$ such that $\operatorname{dom} I_{f} \cap B \neq \emptyset$. Suppose one of the following conditions is satisfied:
(a) For almost every $t \in T, f(t, \cdot)$ is $\tau$-lsc, $B$ is $\tau$-closed and there exists $A \in \mathcal{A}$ with $\mu(A)>0$ such that for all $t \in A, f(t, \cdot)$ is sequentially $\tau$-inf-compact, with $\tau$ some coarser topology than the norm topology (i.e. $\tau \subseteq \tau_{\|\cdot\|}$ ).
(b) For almost every $t \in T, f$ is Lipschitz on $X$ with some $q$-integrable constant.

Then

$$
\wedge_{p, B} I_{f}=\inf _{B} I_{f} .
$$

Proor. In the first case define $\nu_{n}:=\inf _{\substack{w \in \mathrm{~L}^{p}(T, X) \\ u \in B}}\left\{\int_{T} f(t, w(t)) \mid \int_{T}\|w(t)-u\|^{p} \leq 1 / n\right\}$, take $\varepsilon_{n} \rightarrow 0^{+}$and $\left(x_{n}, y_{n}\right) \in \mathrm{L}^{p}(T, X) \times X$ such that

$$
\begin{equation*}
-\varepsilon_{n}+\int_{T} f\left(t, x_{n}(t)\right) \leq \nu_{n} \tag{6.2}
\end{equation*}
$$

and $\int_{T}\left\|x_{n}(t)-y_{n}\right\|^{p} \leq 1 / n$. We can suppose that for every $t_{1} \in T$ and $t_{2} \in A,\left\|x_{n}\left(t_{1}\right)-y_{n}\right\| \rightarrow$ 0 and $f\left(t_{2}, \cdot\right)$ is sequentially $\tau$-inf-compact. So, by Fatou's lemma we have that for every subsequence $x_{n_{k}}$ of $x_{n}$ we have

$$
\begin{equation*}
\int_{T} \liminf f\left(t, x_{n_{k}}(t)\right) \mathrm{d} \mu(t) \leq \liminf \int_{T} f\left(t, x_{n_{k}}(t)\right) \leq \inf _{B} I_{f}<+\infty \tag{6.3}
\end{equation*}
$$

Then in particular for some $t_{0} \in A$, $\lim \inf f\left(t_{0}, x_{n}\left(t_{0}\right)\right)<+\infty$, and there exist a subsequence $x_{n_{k\left(t_{0}\right)}}\left(t_{0}\right)$ and a constant $M_{t_{0}}$ such that $f\left(t_{0}, x_{n_{k\left(t_{0}\right)}}\left(t_{0}\right)\right) \leq M_{t_{0}}$. By the inf-compactness of $f\left(t_{0}, \cdot\right)$, there exists a subsequence $z_{n}$ of $x_{n_{k\left(t_{0}\right)}}\left(t_{0}\right)$ such that $z_{n} \rightarrow w_{0} \in X$. Because $\left\|x_{n}\left(t_{0}\right)-y_{n}\right\| \rightarrow 0$, we get the existence of a subsequence $y_{\phi(n)}$ of $y_{n}$ such that $y_{\phi(n)} \xrightarrow{\tau} w_{0} \in B$ (because $B$ is $\tau$-closed). Then from the fact that $\left\|x_{n}(t)-y_{n}\right\| \rightarrow 0$, we get $x_{\phi(n)}(t) \xrightarrow{\tau} w$ for all $t \in T$. Finally, taking into account (6.2) and using the lsc of the integrand in (6.3) we obtain
$\inf _{B} I_{f} \leq I_{f}\left(w_{0}\right) \leq \int_{T} \liminf f\left(t, x_{\phi(n)}(t)\right) \mathrm{d} \mu(t) \leq \liminf \int_{T} f\left(t, x_{\phi(n)}(t)\right) \mathrm{d} \mu(t) \leq \wedge_{p, B} I_{f} \leq \inf _{B} I_{f}$.
In the second case, let $K$ be the $q$-integrable Lipschitz constant and consider $w \in \mathrm{~L}^{p}(T, X)$ and $y \in B$. Then

$$
\begin{aligned}
\int_{T} f(t, w(t)) \mathrm{d} \mu(t) & \geq-\int_{T}|f(t, w(t))-f(t, y)| \mathrm{d} \mu(t)+\int_{T} f(t, y) \mathrm{d} \mu(t) \\
& \geq-\int_{T} K(t)\|w(t)-y\| \mathrm{d} \mu(t)+\inf _{B} I_{f}
\end{aligned}
$$

So, the result follows taking the appropriate limits.

### 6.1.3 $\beta$-smooth and proximal subdifferentials

Theorem 6.10 Consider $p \in(1,+\infty)$. Assume that the measure $\mu$ is finite and $x_{0} \in X$ is a p-robust local minimizer of $I_{f}$. Then if $\partial, X$ and $p$ satisfy one of the following conditions:
(i) $\partial=\partial_{\beta}^{-}, X$ is a $\beta$-smooth space,
(ii) $\partial=\partial_{P}, X$ is a Hilbert space and $p \geq 2$,
we have the existence of sequences $y_{n} \in X, x_{n} \in \mathrm{~L}^{p}(T, X), x_{n}^{*} \in \mathrm{~L}_{w^{*}}^{q}\left(T, X^{*}\right)$ (with $1 / p+$ $1 / q=1$ ) such that:
(a) $x_{n}^{*}(t) \in \partial f\left(t, x_{n}(t)\right) a e$,
(d) $\left\|\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)\right\| \rightarrow 0$,
(b) $\left\|x_{0}-y_{n}\right\| \rightarrow 0, \int_{T}\left\|x_{0}-x(t)\right\|^{p} \mathrm{~d} \mu(t) \rightarrow 0$,
(e) $\int_{T}\left|f\left(t, x_{n}(t)\right)-f\left(t, x_{0}\right)\right| \mathrm{d} \mu(t) \rightarrow 0$.
(c) $\left\|x_{n}^{*}(\cdot)\right\|_{q}\left\|x_{n}(\cdot)-y_{n}\right\|_{p} \rightarrow 0$,

Proof. Consider the function $\ell(x)=\psi^{p}(x)$, where in case (i) $\psi$ is a Leduc function and in case (ii) $\psi$ is the norm. When $X$ is a $\beta$-smooth space one can follow the construction given in 69, Lemma 2.5] and derive the existence of a constant $L$ such that; $\|x\| \leq \psi(x) \leq L\|x\|$ and $\|x\|^{p-1} \leq\left\|\nabla_{\beta} \ell(x)\right\| \leq L\|x\|^{p-1}$ for all $x \in X$. Moreover, it is easy to see that $\ell$ is $\beta$-smooth everywhere. When $X$ is a Hilbert space it is well-known that $\ell$ is $C^{2}$ on $X$ and $\ell$ satisfies the same estimates.

Consider $\delta \in(0,1)$ such that $x_{0}$ is a $p$-robust minimizer of $I_{f}$ on $B:=\mathbb{B}\left(x_{0}, \delta\right)$, and fix a family of $\delta_{\mathrm{i}}>0$ such that $\delta_{0}=\delta$ and $\sum_{\mathrm{i}=0}^{+\infty} \delta_{\mathrm{i}}=1$. Now define $\varphi_{n}: \mathrm{L}^{p}(T, X) \times X \rightarrow \overline{\mathbb{R}}$ by

$$
\varphi_{n}(x, y)=\int_{T} f(t, x(t)) \mathrm{d} \mu(t)+n \int_{T} \ell(x(t)-y) \mathrm{d} \mu(t)+\ell\left(y-x_{0}\right)+\delta_{B}(y) .
$$

Then Lemma 6.7 says that

$$
\sup _{n \in \mathbb{N}}^{\substack{w \in \mathrm{~L}^{p}(T, X) \\ u \in X}} \inf _{n}(w, u)=I_{f}\left(x_{0}\right),
$$

and so there exists $\varepsilon_{n} \rightarrow 0^{+}$(with $\varepsilon_{n} \in\left(0, \delta_{0}^{2}\right)$ for large enough $n$ ) such that $\left(x_{0}, x_{0}\right)$ is an $\varepsilon_{n}$-minimum of $\varphi_{n}$. Then we can apply the Borwein-Preiss variational principle (see, e.g. [14, Theorem 2.5.3]) with the type-gauge function $\rho:\left(\mathrm{L}^{p}(T, X) \times X\right)^{2} \rightarrow \mathbb{R}$ given by $\rho\left(\left(w_{1}, u_{1}\right),\left(w_{2}, u_{2}\right)\right):=\int_{T} \ell\left(w_{1}(t)-w_{2}(t)\right) \mathrm{d} \mu(t)+\ell\left(u_{1}-u_{2}\right)$ and find points $\left(x_{\mathrm{i}}^{n}, y_{\mathrm{i}}^{n}\right)_{\mathrm{i} \in \mathbb{N}},\left(x_{\infty}^{n}, y_{\infty}^{n}\right) \in$ $\mathrm{L}^{p}(T, X) \times X$ such that:
(BP.1)

$$
\int_{T} \ell\left(x_{0}-x_{\infty}^{n}(t)\right) \mathrm{d} \mu(t)+\ell\left(x_{0}-y_{\infty}^{n}\right) \leq \frac{\varepsilon_{n}}{\delta_{0}}, \int_{T} \ell\left(x_{\mathrm{i}}^{n}(t)-x_{\infty}^{n}(t)\right) \mathrm{d} \mu(t)+\ell\left(y_{\mathrm{i}}^{n}-y_{\infty}^{n}\right) \leq \frac{\varepsilon_{n}}{2^{\mathrm{i}} \delta_{0}},
$$

(BP.2) $\varphi_{n}\left(x_{\infty}^{n}, y_{\infty}^{n}\right)+\phi_{n}\left(x_{\infty}^{n}, y_{\infty}^{n}\right) \leq \varphi_{n}\left(x_{0}, x_{0}\right)$, and
(BP.3) $\varphi_{n}(w, u)+\phi_{n}(w, u)>\varphi_{n}\left(x_{\infty}^{n}, y_{\infty}^{n}\right)+\phi_{n}\left(x_{\infty}^{n}, y_{\infty}^{n}\right)$ for all $(w, u) \in \mathrm{L}^{p}(T, X) \times X \backslash\left\{\left(x_{\infty}^{n}, y_{\infty}^{n}\right)\right\}$,
where

$$
\begin{aligned}
\phi_{n}(w, u) & =\sum_{\mathrm{i}=1}^{\infty} \delta_{\mathrm{i}}\left(\int_{T} \ell\left(w(t)-x_{\mathrm{i}}^{n}(t)\right) \mathrm{d} \mu(t)\right)+\sum_{\mathrm{i}=1}^{\infty} \delta_{\mathrm{i}} \ell\left(u-y_{\mathrm{i}}^{n}\right) \\
& =\int_{T}\left(\sum_{\mathrm{i}=1}^{\infty} \delta_{\mathrm{i}} \ell\left(w(t)-x_{\mathrm{i}}^{n}(t)\right)\right) \mathrm{d} \mu(t)+\sum_{\mathrm{i}=1}^{\infty} \delta_{\mathrm{i}} \ell\left(u-y_{\mathrm{i}}^{n}\right) .
\end{aligned}
$$

On the one hand, by (BP.2) $\int_{T} h_{n}\left(t, x_{\infty}^{n}(t)\right) \mathrm{d} \mu(t)$ is finite, where $h_{n}(t, v):=f(t, v)+n \ell(v-$ $\left.y_{\infty}^{n}\right)+\sum_{\mathrm{i}=1}^{\infty} \delta_{\mathrm{i}} \ell\left(v-x_{\mathrm{i}}^{n}(t)\right)$ is a normal integrand functional, and by (BP.3) (taking $u=y_{\infty}^{n}$ )

$$
\begin{aligned}
\int_{T} h_{n}\left(t, x_{\infty}^{n}(t)\right) \mathrm{d} \mu(t) & =\inf _{w \in \mathrm{~L}^{p}(T, X)} \int_{T} h_{n}(t, w(t)) \mathrm{d} \mu(t) \\
\text { (by Proposition 5.2 } & =\int_{T} \inf _{u \in X} h_{n}(t, u) \mathrm{d} \mu(t) .
\end{aligned}
$$

Then, by definition in case (i), and by the sum rule for case (ii), we have

$$
\begin{equation*}
0 \in \partial f\left(t, x_{\infty}^{n}(t)\right)+n u_{n}^{*}(t)+v_{n}^{*}(t) a \mathrm{e} \tag{6.4}
\end{equation*}
$$

where $u_{n}^{*}(t):=\nabla_{\beta} \ell\left(x_{\infty}^{n}(t)-y_{\infty}^{n}\right)$ and $v^{*}(t):=\sum_{\mathrm{i}=1}^{\infty} \delta_{\mathrm{i}} \nabla_{\beta} \ell\left(x_{\infty}^{n}(t)-x_{\mathrm{i}}^{n}(t)\right)$. The measurability and differentiability of these functions follow from Lemma 6.6 (notice that this infinite sum can also be seen as an integral functional). The estimate of the gradient of the function $\ell$ gives us $\left\|u_{n}^{*}(t)\right\|^{q} \leq \mathrm{L}^{q}\left\|x_{\infty}^{n}(t)-y_{\infty}^{n}\right\|^{p}$ and $\int_{T}\left\|v_{n}^{*}(t)\right\|^{q} \mathrm{~d} \mu(t) \rightarrow 0$. On the other hand, by (BP.3) $\left(\right.$ taking $\left.w=x_{\infty}^{n}\right)$

$$
\begin{aligned}
& n \int_{T} \ell\left(x_{\infty}^{n}(t)-y_{\infty}^{n}\right) \mathrm{d} \mu(t)+\ell\left(y_{\infty}^{n}-x_{0}\right)+\sum_{\mathrm{i}=1}^{\infty} \delta_{\mathrm{i}} \ell\left(y_{\infty}^{n}-y_{\mathrm{i}}^{n}\right) \\
= & \inf _{u \in X}\left(n \int_{T} \ell\left(x_{\infty}^{n}(t)-u\right) \mathrm{d} \mu(t)+\ell\left(u-x_{0}\right)+\sum_{\mathrm{i}=1}^{\infty} \delta_{\mathrm{i}} \ell\left(y_{\infty}^{n}-y_{\mathrm{i}}^{n}\right)\right) .
\end{aligned}
$$

Hence, again Lemma 6.6 gives us the differentiability of these three functions and simple calculus implies $0=-n \int_{T} u_{n}^{*}(t) \mathrm{d} \mu(t)+w_{n}^{*}$ with $\left\|w_{n}^{*}\right\| \rightarrow 0$. Thus, there exists $x_{n}^{*}:=$ $-n u_{n}^{*}(t)-v_{n}^{*}(t) \in \mathrm{L}^{q}\left(T, X^{*}\right)$ such that $x_{n}^{*}(t) \in \partial f\left(t, x_{\infty}^{n}(t)\right)$ (see equation (6.4)), and the previous computations give us

$$
\left(\int_{T}\left\|x_{n}^{*}(t)\right\|^{q}\right)^{1 / q} \leq n\left(\int_{T}\left\|u_{n}^{*}(t)\right\|^{q}\right)^{1 / q}+\left(\int_{T}\left\|v_{n}^{*}(t)\right\|^{q}\right)^{1 / q}
$$

and $\left\|\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)\right\| \leq\left\|\int_{T} v_{n}^{*}(t) \mathrm{d} \mu(t)\right\|+\left\|w_{n}^{*}\right\| \rightarrow 0$. By (BP.2) we have that $\left(x_{\infty}^{n}, y_{\infty}^{n}\right)$ is an $\varepsilon_{n}$-minimizer of $\varphi_{n}$, and so by Lemma 6.7 we conclude that $n\left(\left\|x_{\infty}^{n}(t)-y_{\infty}^{n}\right\|_{p}\right)^{p} \rightarrow 0$,
$\int_{T}\left|f\left(t, x_{\infty}^{n}(t)\right)-f\left(t, x_{0}\right)\right| \mathrm{d} \mu(t)$. Finally,

$$
\begin{aligned}
\left\|x_{n}^{*}(\cdot)\right\|_{q} \cdot\left\|x_{n}(\cdot)-y_{n}\right\|_{p} & \leq\left(n\left(\int_{T}\left\|u_{n}^{*}(t)\right\|^{q} \mathrm{~d} \mu(t)\right)^{1 / q}+\left(\int_{T}\left\|v_{n}^{*}(t)\right\|^{q} \mathrm{~d} \mu(t)\right)^{1 / q}\right)\left\|x_{n}(\cdot)-y_{n}\right\|_{p} \\
& \leq n L\left(\left\|x_{n}(\cdot)-y_{n}\right\|_{p}\right)^{p / q}\left(\left\|x_{n}(\cdot)-y_{n}\right\|_{p}\right)+\left\|v_{n}^{*}(\cdot)\right\|_{q} \cdot\left\|x_{n}(\cdot)-y_{n}\right\|_{p} \\
= & n L\left(\left\|x_{n}(\cdot)-y_{n}\right\|_{p}\right)^{p}+\left\|v_{n}^{*}(\cdot)\right\|_{q} \cdot\left\|x_{n}(\cdot)-y_{n}\right\|_{p} \rightarrow 0
\end{aligned}
$$

Now we establish the two main results of this section. In order to show how to adopt some of the settings available in the literature to our framework, we consider in the following theorems two normal integrands $f, g$ from $T \times X$ to $\overline{\mathbb{R}}$ satisfying the following properties relying on the smoothness of $X$ :
$\mathcal{P}_{1}$ For all $t \in T$ and all $x \in X, f(t, x) \geq g(t, x)$.
$\mathcal{P}_{2}$ If $X$ is a $\beta$-smooth space, the functions $g_{t}$ are assumed to be $\beta$-smooth on $X$ for all $t \in T$, or if $X$ is a Hilbert space, the functions $g_{t}$ are assumed to be $C^{2}$ on $X$ for all $t \in T$.
$\mathcal{P}_{3}$ If $X$ is a $\beta$-smooth space, the integrand $I_{g}$ is $\beta$-smooth on $X$, or if $X$ is a Hilbert space the integrand $I_{g}$ is $C^{2}$ on $X$.

Some new results about the study of the subdifferential of a convex integral function (i.e. when $f(t, \cdot)$ is convex ae) used the function $g(t, x)=\left\langle a^{*}(t), x\right\rangle+\alpha(t)$ with $a^{*} \in L_{w^{*}}^{p}\left(T, X^{*}\right)$ and $\alpha \in \mathrm{L}^{1}(T, \mathbb{R})$ (see $\left.29,64,80 \mid\right)$.

Theorem 6.11 Let $f, g$ be two normal integrands satisfying $\overline{\mathcal{P}_{1},}, \mathcal{P}_{2}$ and $\overline{\mathcal{P}_{3}}$. Consider $x^{*} \in$ $\partial I_{f}(x)$ and $p, q \in(1,+\infty)$ with $1 / p+1 / q=1$. If $\mu$ is finite, $\sup _{x \in X}\left\|\nabla_{\beta} g(\cdot, x)\right\| \in \mathrm{L}^{q}(T, \mathbb{R})$ and $\partial, X, p$ satisfy one of the following conditions:
(i) $\partial=\partial_{\beta}^{-}, X$ is a $\beta$-smooth space,
(ii) $\partial=\partial_{P}, X$ is a Hilbert space and $p \geq 2$,
then for every $w^{*}$-continuous seminorm $\rho$ in $X^{*}$, there exist sequences $y_{n} \in X, x_{n} \in$ $\mathrm{L}^{p}(T, X), x_{n}^{*} \in \mathrm{~L}_{w^{*}}^{q}\left(T, X^{*}\right)$ such that:
(a) $x_{n}^{*}(t) \in \partial f\left(t, x_{n}(t)\right) a e$.
(d) $\int_{T}\left\langle x_{n}^{*}(t), x_{n}(t)-x\right\rangle \mathrm{d} \mu(t) \rightarrow 0$,
(b) $\left\|x-y_{n}\right\| \rightarrow 0, \int_{T}\left\|x-x_{n}(t)\right\|^{p} \mathrm{~d} \mu(t) \rightarrow 0$,
(e) $\rho\left(\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \rightarrow 0$,
(c) $\left\|x_{n}^{*}(\cdot)\right\|_{q}\left\|x_{n}(\cdot)-y_{n}\right\|_{p} \rightarrow 0$,

$$
\text { (f) } \int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0 .
$$

Moreover, if one of the conditions of Proposition 6.9 holds, then (e) can be changed to $\left\|\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right\| \rightarrow 0$.

Proof. First, assume that $g=0$. Then consider $\varepsilon>0$ and $\left\{\mathrm{e}_{\mathrm{i}}\right\}_{\mathrm{i}=1, \ldots, k}$ a finite family of points such that $\rho(\cdot)=\max \left\{\left\langle\cdot, \mathrm{e}_{\mathrm{i}}\right\rangle: \mathrm{i}=1, . ., k\right\}$, and denote by $L:=\operatorname{span}\left\{x, \mathrm{e}_{\mathrm{i}}\right\}_{\mathrm{i}=1, \ldots, k}$ and $K=L \cap \mathbb{B}(x, 1)$ (if one of the conditions of Proposition 6.9 holds we must proceed taking simply $K=X$ ). Then there are a ball $\mathbb{B}(x, \eta)$ and a Lipschitz, $\beta$-smooth function (a $C^{2}$ function if (ii) holds) $\phi: \mathbb{B}(x, \eta) \rightarrow \mathbb{R}$ such that $\nabla_{\beta} \phi(x)=x^{*}$ and $I_{f}-\phi$ attains a local minimum at $x$.

Now we consider the measure space $(\tilde{T}, \tilde{\mathcal{A}}, \tilde{\mu})$, where $\tilde{T}=T \cup\left\{\omega_{1}, \omega_{2}\right\}, \tilde{\mathcal{A}}=\sigma\left(\mathcal{A},\left\{\omega_{1}\right\},\left\{\omega_{2}\right\}\right)$ and $\tilde{\mu}(A)=\mu\left(A \backslash\left\{\omega_{1}, \omega_{2}\right\}\right)+\mathbb{1}_{A}\left(\omega_{1}\right)+\mathbb{1}_{A}\left(\omega_{2}\right)$, together with the integrand functional $\tilde{f}(t, x)=$ $f(t, x)+\mathbb{1}_{\left\{\omega_{1}\right\}}(t) \phi(x)+\mathbb{1}_{\left\{\omega_{2}\right\}}(t) \delta_{K}(x)$. Then condition (a) of Proposition 6.9 holds, and so $x$ is a $p$-robust minimizer of $I_{\tilde{f}}$ on $\mathbb{B}(x, \eta)$. By Proposition 6.10 there exist sequences $\tilde{y}_{n} \in X$, $\tilde{x} \in \mathrm{~L}^{p}(\tilde{T}, X), \tilde{x}_{n}^{*} \in \mathrm{~L}_{w^{*}}^{q}\left(\tilde{T}, X^{*}\right)($ with $1 / p+1 / q=1)$ such that:

1. $\tilde{x}_{n}^{*}(t) \in \partial \tilde{f}\left(t, \tilde{x}_{n}(t)\right) \mathrm{ae}$,
2. $\left\|x-\tilde{y}_{n}\right\| \rightarrow 0, \int_{T}\left\|x-\tilde{x}_{n}(t)\right\|^{p} \mathrm{~d} \tilde{\mu}(t) \rightarrow 0$,
3. $\left\|\tilde{x}_{n}^{*}(\cdot)\right\|_{q}\left\|\tilde{x}_{n}(\cdot)-\tilde{y}_{n}\right\|_{p} \rightarrow 0$,
4. $\left\|\int_{T} \tilde{x}_{n}^{*}(t) \mathrm{d} \tilde{\mu}(t)\right\| \rightarrow 0$,
5. $\int_{T}\left|f\left(t, \tilde{x}_{n}(t)\right)-f(t, x)\right| \mathrm{d} \tilde{\mu}(t) \rightarrow 0$.

In particular, $\int_{\tilde{T}} \tilde{x}_{n}^{*}(t) \mathrm{d} \tilde{\mu}(t)$ is bounded, and so $\left\langle\int_{\tilde{T}} \tilde{x}_{n}^{*}(t) \mathrm{d} \tilde{\mu}(t), \tilde{y}_{n}-x\right\rangle \rightarrow 0$; hence,

$$
\left|\int_{\tilde{T}}\left\langle\tilde{x}_{n}^{*}(t), \tilde{x}_{n}(t)-x\right\rangle \mathrm{d} \tilde{\mu}(t)\right| \leq\left|\int_{\tilde{T}}\left\langle\tilde{x}_{n}^{*}(t), \tilde{y}_{n}-x\right\rangle \mathrm{d} \tilde{\mu}(t)\right|+\int_{\tilde{T}}\left\|\tilde{x}_{n}^{*}(t)\right\|\left\|\tilde{x}_{n}(t)-\tilde{y}_{n}\right\| \mathrm{d} \tilde{\mu}(t) \rightarrow 0
$$

Next, define $x_{n}(t):=\tilde{x}_{n}(t), x_{n}^{*}(t):=\tilde{x}_{n}^{*}(t)$ with $t \in T$ and $y_{n}=\tilde{y}_{n}$. So, $x_{n} \in \mathrm{~L}^{p}(T, X), x_{n}^{*} \in$ $\mathrm{L}_{w^{*}}^{q}\left(T, X^{*}\right), x_{n}^{*}(t) \in \partial f\left(t, x_{n}(t)\right)$ ae, $\left\|x-y_{n}\right\| \rightarrow 0, \int_{T}\|x-x(t)\|^{p} \mathrm{~d} \mu(t) \rightarrow 0,\left\|x_{n}^{*}(\cdot)\right\|_{q} \| x_{n}(\cdot)-$ $y_{n} \|_{p} \rightarrow 0$ and $\int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$.

Now $\tilde{x}_{n}^{*}\left(\omega_{1}\right)=-\nabla_{\beta} \phi\left(x_{n}\left(\omega_{1}\right)\right) \xrightarrow{w^{*}}-\nabla_{\beta} \phi(x)=-x^{*}$. By the convexity of $K$ we have that for large enough $n, \tilde{x}_{n}^{*}\left(\omega_{2}\right) \in N_{K}\left(\tilde{x}_{n}\left(\omega_{2}\right)\right)=L^{\perp}$. Therefore,

$$
\begin{aligned}
\rho\left(\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) & \leq \rho\left(\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)+\tilde{x}_{n}^{*}\left(\omega_{1}\right)+{\tilde{x^{*}}}_{n}\left(\omega_{2}\right)\right) \\
& +\rho\left(-\tilde{x}_{n}^{*}\left(\omega_{1}\right)-x^{*}\right)+\rho\left(\tilde{x}_{n}^{*}\left(\omega_{2}\right)\right) \\
& \leq\left\|\int_{T} \tilde{x}_{n}^{*}(t) \mathrm{d} \tilde{\mu}(t)\right\|+\rho\left(-\tilde{x}_{n}^{*}\left(\omega_{1}\right)-x^{*}\right)+\rho\left(\tilde{x}_{n}^{*}\left(\omega_{2}\right)\right) \rightarrow 0 .
\end{aligned}
$$

On the one hand, since $\tilde{x}_{n}^{*}\left(\omega_{1}\right)$ is bounded and $x_{n}\left(\omega_{1}\right) \rightarrow x$, we have $\left\langle\tilde{x}_{n}^{*}\left(\omega_{1}\right), x_{n}\left(\omega_{1}\right)-x\right\rangle \rightarrow 0$. On the other hand, since for large enough $n,\left\langle\tilde{x}_{n}^{*}\left(\omega_{2}\right), x_{n}\left(\omega_{2}\right)-x\right\rangle=0$, we get

$$
\begin{aligned}
\left|\int_{T}\left\langle x_{n}^{*}(t), x_{n}(t)-x\right\rangle \mathrm{d} \mu(t)\right| \leq & \left|\int_{\tilde{T}}\left\langle\tilde{x}_{n}^{*}(t), \tilde{x}_{n}(t)-x\right\rangle \mathrm{d} \tilde{\mu}(t)\right|+\left|\left\langle\tilde{x}_{n}^{*}\left(\omega_{1}\right), x_{n}\left(\omega_{1}\right)-x\right\rangle\right| \\
& +\left|\left\langle\tilde{x}_{n}^{*}\left(\omega_{2}\right), x_{n}\left(\omega_{2}\right)-x\right\rangle\right| \rightarrow 0 .
\end{aligned}
$$

At this step, if $g$ is different than zero, we know by Lemma 6.6 that the gradient of $I_{g}$ is given by $\int_{T} \nabla_{\beta} g_{t}(x) \mathrm{d} \mu(t)$. Then we must apply the result to the integrand function $h:=f-g$, with the gradient $y^{*}:=x^{*}-\int_{T} \nabla_{\beta} g_{t}(x) \mathrm{d} \mu(t) \in \partial I_{h}(x)$, and then by making some computations we easily get the result.

The next Theorem corresponds to the uniform convergence of the measurable functions $x_{n}$ given in the previous theorem, which can be seen as the corresponding result when case $p=+\infty$.

Theorem 6.12 Let $f, g$ be two normal integrands satisfying $\widehat{\mathcal{P}_{1}, ~}, \mathcal{P}_{2}$ and $\widehat{\mathcal{P}_{3}}$. Consider $x^{*} \in$ $\partial I_{f}(x)$. We assume that $\sup _{x \in X}\left\|\nabla_{\beta} g(\cdot, x)\right\| \in \mathrm{L}^{1}(T, \mathbb{R})$ and $\partial, X$ satisfy one of the following conditions:
(i) $\partial=\partial_{\beta}^{-}, X$ is a $\beta$-smooth space, (ii) $\partial=\partial_{P}, X$ is a Hilbert space.

Then for every $w^{*}$-continuous seminorm $\rho$ in $X^{*}$, there exist sequences $x_{n} \in \mathrm{~L}^{\infty}(T, X)$, $x_{n}^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right)$ such that
(a) $x_{n}^{*}(t) \in \partial f\left(t, x_{n}(t)\right) a e$.
(d) $\int_{T}\left\langle x_{n}^{*}(t), x_{n}(t)-x\right\rangle \mathrm{d} \mu(t) \rightarrow 0$.
(b) $\left\|x-y_{n}\right\| \rightarrow 0,\left\|x-x_{n}(\cdot)\right\|_{\infty} \rightarrow 0$.
(e) $\rho\left(\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \rightarrow 0$.
(c) $\int_{T}\left\|x_{n}^{*}(t)\right\|\left\|x_{n}(t)-y_{n}\right\| \mathrm{d} \mu(t) \rightarrow 0$.

$$
(f) \int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0
$$

Moreover, if one of the conditions of Proposition 6.9 holds, then (e) can be changed by $\left\|\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right\| \rightarrow 0$.

Proof. Consider $\rho$ and $x^{*} \in \partial I_{f}(x)$ as in the statement. First we assume that $\mu$ is finite and $g=0$, and so we have that $f(t, x) \geq 0$ for all $t \in T$ and all $x \in X$. Let $\varepsilon \in(0,1)$ and define $\tilde{f}\left(t, x^{\prime}\right):=f\left(t, x^{\prime}\right)+\delta_{\mathbb{B}(x, \varepsilon)}\left(x^{\prime}\right)$. It follows that $x^{*} \in \partial I_{\tilde{f}}(x)$. Then by Theorem 6.11 there exist measurable functions $\tilde{x}_{n} \in \mathrm{~L}^{2}(T, X), \tilde{x}_{n}^{*}(t) \in \mathrm{L}_{w^{*}}^{2}\left(T, X^{*}\right)$ such that:

1. $\tilde{x}_{n}^{*}(t) \in \partial \tilde{f}\left(t, \tilde{x}_{n}(t)\right)$ ae,
2. $\left\|x-\tilde{y}_{n}\right\| \rightarrow 0, \int_{T}\left\|x-\tilde{x_{n}}(t)\right\|^{2} \mathrm{~d} \mu(t) \rightarrow 0$,
3. $\left\|\tilde{x}_{n}^{*}(\cdot)\right\|_{2}\left\|\tilde{x}_{n}(\cdot)-\tilde{y}_{n}\right\|_{2}$,
4. $\rho\left(\int_{T} \tilde{x}_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \rightarrow 0$,
5. $\int_{T}\left|f\left(t, \tilde{x}_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$.

It is easy to see that if $\left\|\tilde{x}_{n}(t)-x\right\|<\varepsilon$, then $\tilde{x}_{n}^{*}(t) \in \partial f\left(t, \tilde{x}_{n}(t)\right)$. Let $L=L(X, \beta)$ be as in Lemma 6.8, and define the measurable set $A_{n}:=\left\{t \in T:\left\|\tilde{x}_{n}(t)-x\right\|=\varepsilon\right\}$.

The convergence in $\mathrm{L}^{2}(T, X)$ implies that $\mu\left(A_{n}\right) \rightarrow 0$. Now take $n \in \mathbb{N}$ such that $\| x-$ $\tilde{y}_{n}\left\|\leq \varepsilon / 2, \rho\left(\int_{T} \tilde{x}_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \leq \varepsilon / 3, \int_{T}\right\| \tilde{x}_{n}^{*}(t)\| \| \tilde{y}_{n}-\tilde{x}_{n}(t) \| \mathrm{d} \mu(t) \leq \varepsilon^{2} / 6, \int_{T} \mid f\left(t, \tilde{x}_{n}(t)\right)-$ $f(t, x) \mid \mathrm{d} \tilde{\mu}(t) \leq \varepsilon / 2, \int_{T}\left\langle x_{n}^{*}(t), x_{n}(t)-x\right\rangle \mathrm{d} \mu(t) \leq \varepsilon / 3$ and $\int_{A_{n}} f(t, x) \mathrm{d} \mu(t) \leq \varepsilon^{2} / 6(L+1)$. It follows that

$$
\begin{aligned}
& \frac{\varepsilon^{2}}{6} \geq \int_{T}\left\|\tilde{x}_{n}^{*}(t)\right\|\left\|\tilde{y}_{n}-\tilde{x}_{n}(t)\right\| \mathrm{d} \mu(t) \geq \int_{A_{n}}\left\|\tilde{x}_{n}^{*}(t)\right\|\left\|\tilde{y}_{n}-\tilde{x}_{n}(t)\right\| \mathrm{d} \mu(t) \\
& \quad \geq \int_{A_{n}}\left\|\tilde{x}_{n}^{*}(t)\right\|\left\{\left\|x-\tilde{x}_{n}(t)\right\|-\left\|x-\tilde{y}_{n}\right\|\right\} \mathrm{d} \mu(t) \geq \int_{A_{n}}\left\|\tilde{x}_{n}^{*}(t)\right\|\left\{\varepsilon-\frac{\varepsilon}{2}\right\} \mathrm{d} \mu(t) \geq \frac{\varepsilon}{2} \int_{A_{n}}\left\|\tilde{x}_{n}^{*}(t)\right\| \mathrm{d} \mu(t)
\end{aligned}
$$

Therefore, $\int_{A_{n}}\left\|\tilde{x}_{n}^{*}(t)\right\| \mathrm{d} \mu(t) \leq \frac{\varepsilon}{3}$. Now define $\varepsilon(t):=f(t, x)$. By the nonnegativity of the integrand, we have that $x$ is a $\varepsilon(t)$-minimum of $f(t, \cdot)$ for almost all $t \in A_{n}$. Then by Lemma 6.8 there exist measurable functions $\left(y(t), y^{*}(t)\right) \in X \times X^{*}$ such that for almost all $t \in A_{n}$, $y^{*}(t) \in \partial f(t, y(t)),\|y(t)-x\| \leq \varepsilon / 2,|f(t, y(t))-f(t, x)| \leq \varepsilon(t)$ and $\left\|y^{*}(t)\right\| \leq 2 L \varepsilon(t) / \varepsilon$.

Then we define $x(t):=\tilde{x}_{n}(t) \mathbb{1}_{A_{n}^{c}}(t)+y(t) \mathbb{1}_{A_{n}}$ and $x^{*}(t):=\tilde{x}_{n}^{*}(t) \mathbb{1}_{A_{n}^{c}}(t)+y^{*}(t) \mathbb{1}_{A_{n}}$. Hence, $x^{*}(t) \in \partial f(t, x(t))$ ae, $\|x-x(\cdot)\|_{\infty} \leq \varepsilon$,

$$
\begin{aligned}
\int_{T}\left\|y^{*}(t)\right\| \mathrm{d} \mu(t) & =\int_{A_{n}^{c}}\left\|\tilde{x}_{n}^{*}(t)\right\| \mathrm{d} \mu(t)+\int_{A_{n}}\left\|y^{*}(t)\right\| \mathrm{d} \mu(t) \\
& \leq \mu(T)^{1 / 2}\left\|\tilde{x}_{n}^{*}(\cdot)\right\|_{2}+\varepsilon / 2, \int_{T}|f(t, x(t))-f(t, x)| \mathrm{d} \mu(t) \\
& =\int_{A_{n}^{c}}\left|f\left(t, \tilde{x}_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t)+\int_{A_{n}}|f(t, y(t))-f(t, x)| \mathrm{d} \mu(t) \leq \varepsilon .
\end{aligned}
$$

Furthermore, $\left.\rho\left(\int_{T} x^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \leq \rho\left(\int_{T} \tilde{x}_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right)+\int_{A_{n}}\left\|\tilde{x}_{n}^{*}(t)\right\| \mathrm{d} \mu(t)\right)+\int_{A_{n}}\left\|y^{*}(t)\right\| \mathrm{d} \mu(t) \leq$ $\varepsilon$, so that

$$
\begin{aligned}
\int_{T}\left\|x^{*}(t)\right\|\left\|\tilde{y}_{n}-x(t)\right\| \mathrm{d} \mu(t) & =\int_{A_{n}^{c}}\left\|\tilde{x}^{*}(t)\right\|\left\|\tilde{y}_{n}-\tilde{x}_{n}(t)\right\| \mathrm{d} \mu(t)+\int_{A_{n}}\left\|y^{*}(t)\right\|\left(\left\|\tilde{y}_{n}-x\right\|+\|y(t)-x\|\right) \mathrm{d} \mu(t) \\
& \leq \varepsilon^{2} / 6+\varepsilon^{2} / 6+\varepsilon^{2} / 6 \leq \varepsilon .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
\left|\int_{T}\left\langle x^{*}(t), x(t)-x\right\rangle \mathrm{d} \mu(t)\right| \leq & \left|\int_{A_{n}^{c}}\left\langle\tilde{x}_{n}^{*}(t), \tilde{x}_{n}(t)-x\right\rangle \mathrm{d} \mu(t)+\int_{A_{n}}\left\langle y^{*}(t), y(t)-x\right\rangle \mathrm{d} \mu(t)\right| \\
\leq & \left|\int_{T}\left\langle\tilde{x}_{n}^{*}(t), \tilde{x}_{n}(t)-x\right\rangle \mathrm{d} \mu(t)\right|+\int_{A_{n}}\left\|\tilde{x}_{n}^{*}(t)\right\| \cdot\left\|\tilde{x}_{n}(t)-x\right\| \mathrm{d} \mu(t) \\
& +\int_{A_{n}}\left\|y^{*}(t)\right\| \cdot\|y(t)-x\| \mathrm{d} \mu(t) \leq \varepsilon
\end{aligned}
$$

Now if $\mu$ is $\sigma$-finite, consider $\nu(\cdot)=\int k(t) \mathrm{d} \mu(t)$, where $k>0$ is integrable and consider the integrand $\tilde{f}(t, x)=f(t, x) / k(t)$. So, $I_{\tilde{f}}^{\nu}=I_{f}^{\mu}$, and then by applying the previous Theorem we easily get the result. The general case, when $g$ is not zero, follows the same arguments given in the proof of Theorem 6.11.

Remark 6.13 The reader can easily notice that one can modify the measurable selection $\left\{x_{n}, x_{n}^{*}\right\}$ in Theorem 6.11 for the case $X$ is a Hilbert space, using a similar technique as in the Theorem above. Indeed it is enough to repeat the proof of the Theorem above and use Lemma 6.8 to derive the existence of measurable functions $\left(y(t), y^{*}(t)\right) \in X \times X^{*}$ such that for almost all $t \in A_{n}, y^{*}(t) \in \partial f(t, y(t)),\|y(t)-x\| \leq \varepsilon(t)^{1 / p},|f(t, y(t))-f(t, x)| \leq \varepsilon(t)$ and $\left\|y^{*}(t)\right\| \leq L \varepsilon^{1-1 / p}(t)$. This gives us a function $x(t):=\tilde{x}_{n}(t) \mathbb{1}_{A_{n}^{c}}(t)+y(t) \mathbb{1}_{A_{n}}$ satisfying the conclusion of Theorem 6.12 with an arbitrary $p \in(1,2)$.

In the next result we apply techniques of separable reduction for the case of Fréchet subdifferential of infinite series. For this propose we introduce the concept of a rich family. The symbol $S\left(X \times X^{*}\right)$ denotes the family of set $U \times Y$ where $U$ and $Y$ are (norm-) separable closed linear subspaces of $X$ and $X^{*}$. A set $\mathcal{R} \subseteq S\left(X \times X^{*}\right)$ is called a rich family if for every $U \times Y \in S\left(X \times X^{*}\right)$, there exists $V \times Z \in \mathcal{R}$ such that $U \subseteq V, Y \subseteq Z$ and $\overline{\bigcup_{n \in \mathbb{N}} U_{n}} \times \overline{\bigcup_{n \in \mathbb{N}} Y_{n}} \in \mathcal{R}$ whenever the sequence $\left(U_{n} \times Y_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{R}$ satisfy $U_{n} \subseteq U_{n+1}$ and $Y_{n} \subseteq Y_{n+1}$ (for more details see [36, 37, 47] and the reference therein). In [36, Theorem 3.1] the authors showed that there exist a rich family in (rather non-separable) Asplund space.

Proposition 6.14 Let $(X,\|\cdot\|)$ be an Asplund space and let $f: X \rightarrow \mathbb{R} \cup\{+\infty\}$ be any proper function. Then there exists a rich family $\mathcal{R} \subseteq S\left(X \times X^{*}\right)$ such that $Y_{1} \subseteq Y_{2}$ whenever $V_{1} \times Y_{1}, V_{2} \times Y_{2} \in \mathcal{R}$ and $V_{1} \subseteq V_{2}$, with further properties that for every $V \times Y \in \mathcal{R}$, the assignment $Y \ni x^{*} \rightarrow x_{\left.\right|_{V}}^{*} \in V^{*}$ is a surjective isometry from $Y$ to $V^{*}$, and for every $v \in V$ we have that

$$
\begin{equation*}
\left(\partial_{F} f(v) \cap Y\right)_{\left.\right|_{V}}=\left(\partial_{F} f(v)\right)_{\left.\right|_{V}}=\partial_{F} f_{\mid V}(v) ; \tag{6.5}
\end{equation*}
$$

that is, in more detail, if $v^{*} \in \partial_{F} f_{\left.\right|_{V}}(v)$, there exists a unique $x^{*} \in \partial_{F} f(v) \cap Y$ such that $x_{\left.\right|_{V}}^{*}=v^{*}$ and $\left\|x^{*}\right\|=\left\|v^{*}\right\|$.

Besides, it has been proved that intersection of countably many rich families of a given space is (not only non-empty but even) rich (see [10, Proposition 1.1] or [47, Proposition 1.2]). Then for the case $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$ there must exists a rich family $\mathcal{R}$ for the integrand function $\left(f_{n}\right)$, satisfying the properties of Proposition 6.14 and with 6.5) uniformly for every $n \in \mathbb{N}$, as well as for the integral functional $I_{f}$. Using this family, we can extend all the previous statements to arbitrary Asplund spaces in the case when $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$.

Corollary 6.15 The statement of Theorem 6.11 and 6.12 hold if we assume that $X$ is an Asplund space and $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$.

Proof. Assume that the assumptions on $f, g$ in Theorem 6.11 hold in an Asplund space $X$ (respectively the assumptions in Theorem 6.12). Let $x^{*} \in \partial_{F} I_{f}(x)$ and $\rho$ be a $w^{*}$ continuous seminorm on $X^{*}$; for instance, $\rho=\max _{\mathrm{i}=1, \ldots, p}\left\langle\cdot, \mathrm{e}_{\mathrm{i}}\right\rangle$ with some $\mathrm{e}_{\mathrm{i}} \in X$. Then consider $V \times Y \in \mathcal{R}$ such that $x, \mathrm{e}_{\mathrm{i}} \in V, \mathrm{i}=1, \ldots, p$ and $x^{*} \in Y$. Then $x_{\mid V}^{*}=:\left.y^{*} \in \partial\left(I_{f}\right)\right|_{V}(x)$. Because the space $V$ is separable and $V$ has separable dual $V^{*}$ (because $X$ is and Asplund space), $V$ has a Fréchet smooth renorm. Then $\partial_{F}^{-}=\partial_{F}$ and consequently, applying Theorem 6.11, there exist sequences $y_{n} \in U, x_{n} \in \mathrm{~L}^{p}(T, V), z_{n}^{*} \in \mathrm{~L}_{w^{*}}^{q}\left(T, V^{*}\right)$ such that:
(a) $z_{n}^{*}(t) \in \partial_{F} f_{\left.\right|_{V}}\left(t, x_{n}(t)\right)$ ae.
(d) $\int_{T}\left\langle z_{n}^{*}(t), x_{n}(t)-x\right\rangle \mathrm{d} \mu(t) \rightarrow 0$,
(b) $\left\|x-y_{n}\right\| \rightarrow 0, \int_{T}\left\|x-x_{n}(t)\right\|^{p} \mathrm{~d} \mu(t) \rightarrow 0$,
(e) $\rho\left(\int_{T} z_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \rightarrow 0$,
(c) $\left\|z_{n}^{*}(\cdot)\right\|_{q}\left\|x_{n}(\cdot) \quad-y_{n}\right\|_{p} \quad \rightarrow \quad 0$,
(f) $\int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$.

Then define $x_{n}^{*}(t)$ as the unique element in $\partial f\left(t, x_{n}(t)\right) \cap Y$ such that $\left\|x_{n}^{*}(t)\right\|=\left\|z_{n}^{*}(t)\right\|$ and $\left(x_{n}^{*}(t)\right)_{\left.\right|_{V}}=z_{n}^{*}(t)$. Now $\left\|y_{n}^{*}(\cdot)\right\|_{q}=\left\|x_{n}^{*}(\cdot)\right\|_{q}$, which implies $\left\|x_{n}^{*}(\cdot)\right\|_{q}\left\|x_{n}(\cdot)-y_{n}\right\|_{p} \rightarrow 0$ (respectively $\left.\int_{T}\left\|x_{n}^{*}(t)\right\|\left\|x_{n}(t)-y_{n}\right\| \mathrm{d} \mu(t) \rightarrow 0\right)$ and $x_{n}^{*} \in \mathrm{~L}^{q}\left(T, X^{*}\right)$. From the fact that $x_{n}(t), y_{n}, \mathrm{e}_{\mathrm{i}}, x \in V$ and $\left(x_{n}^{*}(t)\right)_{\left.\right|_{V}}=z_{n}^{*}(t)$ we conclude that $\int_{T}\left\langle x_{n}^{*}(t), x_{n}(t)-x\right\rangle \mathrm{d} \mu(t) \rightarrow 0$ and $\rho\left(\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \rightarrow 0$. Then, the sequences $y_{n}, x_{n}(\cdot)$ and $x_{n}^{*}(\cdot)$ satisfy the required properties.

Finally, if one of the conditions of Proposition 6.9 holds we notice that for each $n$ $\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)=\sum_{k \in \mathbb{N}} x_{n}^{*}(k) \mathrm{d} \mu(k) \in Y^{*}$ (because $Y^{*}$ is linear closed space). Then the norm of $\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)$ must be equal to $\left(\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)\right)_{\left.\right|_{V}}=\int_{T} y_{n}^{*}(t) \mathrm{d} \mu(t)$ and it goes to zero if one of the conditions of Proposition 6.9 holds.

The final result corresponds to an extension of [80, Corollary 1.2.1] to the case $p=+\infty$.
Corollary 6.16 In the setting of Theorem 6.12 assume that $f$ is a convex normal integrand (i.e. $f_{t}$ is convex for all $t \in T$ ). Then one has $x^{*} \in \partial f(x)$ if and only if there are nets $x_{\nu} \in \mathrm{L}^{\infty}(T, X)$ and $x_{\nu}^{*} \in \mathrm{~L}^{1}\left(T, X^{*}\right)$ such that $x_{\nu}^{*}(t) \in \partial f\left(t, x_{\nu}(t)\right)$ ae, $\left\|x-x_{\nu}(\cdot)\right\|_{\infty} \rightarrow 0$, $\int_{T} x_{\nu}^{*}(t) \mathrm{d} \mu(t) \xrightarrow{w^{*}} x^{*}, \int_{T}\left\langle x_{\nu}^{*}(t), x_{\nu}(t)-x\right\rangle \mathrm{d} \mu(t) \rightarrow 0$ and $\int_{T}\left|f\left(t, x_{\nu}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$. If the space $X$ is reflexive we can take sequences instead of nets and the $w^{*}$-convergence of $\int_{T} x_{\nu}^{*}(t) \mathrm{d} \mu(t)$ is in norm topology.

Proof. When $X$ is reflexive, without loss of generality, we can assume that criterion (a) of Proposition 6.9 is satisfied; otherwise, we take $\tilde{f}_{t}:=f_{t}+I_{\mathbb{B}(x, 1)}$. So the construction of the sequence follows similar and classical arguments which we are going to give in the next paragraphs. First assume $x^{*} \in \partial I_{f}(x)$. Then take $\mathcal{N}_{0}$ the neighborhood system of zero for the $w^{*}$-topology and consider the ordered set $\mathbb{A}:=\mathbb{N} \times \mathcal{N}_{0}$ as $\left(n_{1}, U_{1}\right) \leq\left(n_{2}, U_{2}\right)$ if and only if $n_{1} \leq n_{2}$ and $U_{2} \subseteq U_{1}$. Then by Theorem 6.12 for every $\nu=(n, U)$ there must be $x_{\nu} \in \mathrm{L}^{\infty}(T, X)$ and $x_{\nu}^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right)$ such that

1. $x_{\nu}^{*}(t) \in \partial f\left(t, x_{\nu}(t)\right) \mathrm{ae}$,
2. $\left\|x-x_{\nu}(\cdot)\right\|_{\infty} \leq 1 / n$,
3. $\int_{T}\left\langle x_{\nu}^{*}(t), x_{\nu}(t)-x\right\rangle \mathrm{d} \mu(t) \rightarrow 1 / n$,
4. $\int x_{\nu}^{*}(t) \mathrm{d} \mu(t)-x^{*} \in U$,
5. $\int_{T}\left|f\left(t, x_{\nu}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$.

Hence the net $\left(x_{\nu}, x_{\nu}^{*}\right)$ satisfies the required properties. Conversely, assume that the net
$\left(x_{\nu}, x_{\nu}^{*}\right)$ satisfies the above properties. Then for all $y \in X$

$$
\begin{aligned}
\left\langle x^{*}, y-x\right\rangle \leq & \left\langle x^{*}-\int_{T} x_{\nu}^{*}(t) \mathrm{d} \mu(t), y-x\right\rangle+\int_{T}\left\langle x_{\nu}^{*}(t), y-x_{\nu}(t)\right\rangle \mathrm{d} \mu(t) \\
& +\int_{T}\left\langle x_{\nu}^{*}(t), x_{\nu}(t)-x\right\rangle \mathrm{d} \mu(t) \\
\leq & \left\langle x^{*}-\int_{T} x_{\nu}^{*}(t) \mathrm{d} \mu(t), y-x\right\rangle+I_{f}(y)-\int_{T} f\left(t, x_{\nu}(t)\right) \\
& +\int_{T}\left\langle x_{\nu}^{*}(t), x_{\nu}(t)-x\right\rangle \mathrm{d} \mu(t)
\end{aligned}
$$

So, taking the limits we conclude $\left\langle x^{*}, y-x\right\rangle \leq I_{f}(y)-I_{f}(x)$, and from the arbitrarily of $y$ we get the result.

Remark 6.17 It important to notice that all the result above does not required any smoothness if we assume that $f$ is a convex normal integral and $(T, \mathcal{A})=(\mathbb{N}, \mathcal{P}(\mathbb{N}))$. Moreover, in this case one can simplify the proof of Lemma 6.8 and Theorem 6.10 applying Ekeland's variational principle (see, e.g., [45, Theorem 1]) instead of Borwein-Preiss variational principle. Also one can show the result using [47, Theorem 4.1], where the authors claim that for any proper function $g: X \rightarrow \mathbb{R}$ there exists a rich family $\mathcal{R}$ with the property that for every $U \in \mathcal{R}$ and $\bar{x} \in U$ one has $x^{*} \in \partial_{F} g(\bar{x})$ and $\left\|x^{*}\right\| \leq c$ whenever there exists $y^{*} \in \partial\left(f_{\left.\right|_{Y}}\right)(\bar{x})$ and $\left\|y^{*}\right\| \leq c$. Then, the proof follow similar arguments than Corollary 6.15. However, we refused the uses of this family in Corollary 6.15, because it does not give us an comparison between the norm of $\int_{T} z_{n}^{*}(t) \mathrm{d} \mu(t)$ and $\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)$, which is necessary to prove the convergence in norm topology of $\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)$ when one of the conditions of Proposition 6.9 holds.

Remark 6.18 It is worth comparing the results given in 80 , Theorem 1.4.2] with Corollary 6.16, where we have proved similar results to the convex case. The advantage of our approach is that we do not need to use singular elements in the dual of $L^{\infty}(T, X)$ to characterize the subdifferential of $I_{f}$.

### 6.2 Limiting/Mordukhovich, G- and Clarke-Rockafellar subdifferentials

The aim of this section is to establish an upper-estimation for the Mordukhovich, G- and Clarke-Rockafellar subdifferentials at a point $x \in \operatorname{dom} I_{f}$, in terms of the corresponding subdifferential of the data function $f_{t}$ at the same point. For simplicity, we will focus on the case when $X$ is a separable Banach space. For this reason, in the sequel we adopt the following notation: If $X$ is an $F$-smooth space (i.e. when $\left(X^{*},\|\cdot\|\right)$ is also separable) $\partial=\partial_{F}^{-}$, $\partial_{L}=\partial_{M}, \partial_{L}^{\infty}=\partial_{M}^{\infty}$, otherwise $\partial=\partial_{H}^{-}, \partial_{L}=\tilde{\partial}_{G}^{\infty}, \partial_{L}^{\infty}=\tilde{\partial}_{G}^{\infty}$.

Lemma 6.19 Consider $x^{*} \in \partial_{L} I_{f}(x), y^{*} \in \partial_{\mathrm{L}}^{\infty} I_{f}\left(x_{0}\right)$, a finite family of linearly independent points $\left\{\mathrm{e}_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{p}, W:=\operatorname{span}\left\{\mathrm{e}_{\mathrm{i}}\right\}$ and $\rho(\cdot):=\max \left\{\left|\left\langle\cdot, \mathrm{e}_{\mathrm{i}}\right\rangle\right|\right\}$. Then there exist sequences $x_{n}, y_{n} \in$ $\mathrm{L}^{\infty}(T, X), x_{n}^{*}, y_{n}^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right)$ and $\lambda_{n} \rightarrow 0^{+}$such that:
(a) $x_{n}^{*}(t) \in \partial f\left(t, x_{n}(t)\right) a e$,
(b) $\left\|x-x_{n}(\cdot)\right\|_{\infty} \rightarrow 0$,
(c) $\rho\left(\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \rightarrow 0$,
(d) $\lim \int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$,
$\left(a^{\infty}\right) y_{n}^{*}(t) \in \partial f\left(t, y_{n}(t)\right) a e$,
$\left(d^{\infty}\right) \lim \int_{T}\left|f\left(t, y_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$,
$\left(b^{\infty}\right)\left\|x-y_{n}(\cdot)\right\|_{\infty} \rightarrow 0$,
$\left(e^{\infty}\right) y^{*} \in\left(B\left(y_{n}, y_{n}^{*}\right) \cap W\right)^{-}$,
$\left(c^{\infty}\right) \rho\left(\lambda_{n} \cdot \int_{T} y_{n}^{*}(t) \mathrm{d} \mu(t)-y^{*}\right) \rightarrow 0$,
where

$$
B\left(y_{n}, y_{n}^{*}\right):=\left\{\xi \in X: \liminf \int_{T}\left\langle y_{n}^{*}, \xi\right\rangle^{+} \mathrm{d} \mu<+\infty\right\}
$$

Moreover, if there exists a bounded sequence $x_{n}^{*}\left(\right.$ in $\left.\mathrm{L}_{w^{*}}^{1}\left(T, X^{*}\right)\right)$ (or $\lambda_{n} y_{n}^{*}$ respectively) satisfying the above properties, then

$$
\begin{array}{r}
x^{*} \in \int_{T} \partial_{L} f(t, x) \mathrm{d} \mu(t)+C\left(\left(x_{n}, x_{n}^{*}\right)\right)^{-}+F^{\perp}, \\
\left(\text { respectively } y^{*} \in \int_{T} \partial_{\mathrm{L}}^{\infty} f(t, x) \mathrm{d} \mu(t)+C\left(\left(y_{n}, \lambda_{n} y_{n}^{*}\right)\right)^{-}+F^{\perp},\right.
\end{array}
$$

where $C\left(x_{n}, x_{n}^{*}\right):=\left\{\xi \in X:\left(\left\langle x_{n}^{*}(\cdot), \xi\right\rangle^{+}\right)_{n \in \mathbb{N}}\right.$ is uniformly integrable $\}$.

Proof. By definition of $\partial_{L} I_{f}(x)$ and $\partial_{L}^{\infty} I_{f}(x)$ there exist sequences $z_{n}^{*} \in \partial I_{f}\left(z_{n}\right), s_{n}^{*} \in$ $\partial I_{f}\left(s_{n}\right)$ and $\lambda_{n} \rightarrow 0^{+}$such that $z_{n}, s_{n} \xrightarrow{I_{f}} x, z_{n}^{*} \xrightarrow{w^{*}} x^{*}$ and $\lambda_{n} \cdot s_{n}^{*} \xrightarrow{w^{*}} y^{*}$. By Theorem 6.12 (and using a diagonal argument) there exist sequences $x_{n}, y_{n} \in \mathrm{~L}^{\infty}(T, X), x_{n}^{*}, y_{n}^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right)$ such that
(i) $x_{n}^{*}(t) \in \partial f\left(t, x_{n}(t)\right)$ ae,
(iii) $\rho\left(\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \rightarrow 0$,
(ii) $\left\|x-x_{n}(\cdot)\right\|_{\infty} \rightarrow 0$,
(iv) $\int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t) \rightarrow \int_{T} f(t, x) \mathrm{d} \mu(t)$,
$\left(\mathrm{i}^{\infty}\right) y_{n}^{*}(t) \in \partial f\left(t, y_{n}(t)\right) \mathrm{ae}$,
$\left(\right.$ iii $\left.^{\infty}\right) \rho\left(\lambda_{n} \cdot \int_{T} y_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \rightarrow 0$,
$\left(\mathrm{ii}^{\infty}\right)\left\|x-y_{n}(\cdot)\right\|_{\infty} \rightarrow 0$,
$\left(\mathrm{iv}^{\infty}\right) \int_{T} f\left(t, y_{n}(t)\right) \mathrm{d} \mu(t) \rightarrow \int_{T} f(t, x) \mathrm{d} \mu(t)$.

So, by Lemma 6.5 we conclude that $\lim \int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t)=0$ and $\lim \int_{T} \mid f\left(t, y_{n}(t)\right)-$ $f(t, x) \mid \mathrm{d} \mu(t)=0$. Moreover if we take $\xi \in B\left(y_{n}, y_{n}^{*}\right) \cap W$, then $\left\langle y^{*}, \xi\right\rangle=\lim \lambda_{n} \int\left\langle y_{n}^{*}, \xi\right\rangle \mathrm{d} \mu(t) \leq$ $\lim \inf \lambda_{n} \int\left\langle y_{n}^{*}, \xi\right\rangle^{+}=0$; this proves the first part. To prove the second part, consider a continuous projection $P_{W}: X \rightarrow W$, and assume that $\sup _{n} \int_{T}\left\|x_{n}^{*}(t)\right\| \mathrm{d} \mu(t)<\infty$. So, by [4, Corollary
4.1] we have that

$$
\operatorname{Ls}^{w^{*}}\left\{\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)\right\} \subseteq \int_{T} \operatorname{Ls}^{w^{*}}\left\{x_{n}^{*}(t)\right\} \mathrm{d} \mu(t)+C\left(x_{n}, x_{n}^{*}\right)^{-}+F^{\perp}
$$

where $\operatorname{Ls}^{w^{*}}\left\{x_{n}^{*}(t)\right\}$ represents the sequential upper limit of the sequence $\left(x_{n}^{*}(t)\right)$. Moreover, if $\sup _{n} \int_{T}\left\|x_{n}^{*}(t)\right\| \mathrm{d} \mu(t)$ is finite, then (under subsequence) $w_{n}^{*}:=\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t) \rightarrow w_{0}^{*}$. But $w_{n}^{*}=P_{W}^{*}\left(w_{n}^{*}\right)+w_{n}^{*}-P_{W}^{*}\left(w_{n}^{*}\right)$ and by (iii) we get that $P_{W}^{*}\left(w_{n}^{*}\right) \rightarrow P_{W}^{*}\left(x^{*}\right)$. Therefore, $w_{0}^{*}-P_{W}^{*}\left(x^{*}\right) \in W^{\perp}$, and then we conclude that $x^{*}=w_{0}^{*}+P_{W}^{*}\left(x^{*}\right)-w_{0}^{*}+x^{*}-P_{W}^{*}\left(x^{*}\right) \in$ $\int_{T} \operatorname{Ls}^{w^{*}}\left\{x_{n}^{*}(t)\right\} \mathrm{d} \mu(t)+C\left(\left(x_{n}, x_{n}^{*}\right)^{-}+W^{\perp}\right.$. Finally, we have to prove that almost everywhere $\mathrm{Ls}^{w^{*}}\left\{x_{n}^{*}(t)\right\} \subseteq \partial_{L} f(t, x)$. Indeed, from the previous convergence (and under a subsequence, see e.g. 1] Theorem 13.6]) we can take a measurable set $\tilde{T}$ such that $\mu(T \backslash \tilde{T})=0$ and for every $t \in \tilde{T}, x_{n}(t) \rightarrow x_{0}$ and $f\left(t, x_{n}(t)\right) \rightarrow f(t, x)$. Then take an integrable selection $a^{*}(t) \in \operatorname{Ls}^{w^{*}}\left\{x_{n}^{*}(t)\right\}$ and fix $t_{0} \in \tilde{T}$. So, there exists a subsequence $x_{n_{k\left(t_{0}\right)}}^{*}\left(t_{0}\right) \rightarrow a^{*}\left(t_{0}\right)$, and then $x_{n_{k\left(t_{0}\right)}}\left(t_{0}\right) \rightarrow x_{0}$ and $f\left(t_{0}, x_{n_{k\left(t_{0}\right)}}\right) \rightarrow f(t, x)$. Hence, $a^{*}\left(t_{0}\right) \in \partial_{L} f\left(t_{0}, x\right)$. The case for the point $y^{*}$ is similar, and so we omit the proof.

Considering the above result we need to ensure the boundedness of approximate sequences in the subdifferential to establish an exact upper estimate. So, the next part concerns criteria to guarantee this property. For this reason, we introduce the following definitions that allow us to extend the classical results, which consider locally Lipschitz continuity of the integral functional (see for instance [23, Theorem 2.7.2] or [86]).

We adopt the definition of $w^{*}$-compact sole (see [24, Proposition 2.1]) in the integral sense as follows.

Definition 6.20 (Integrable compact sole) Consider a measurable multifunction $C: T \rightrightarrows$ $X^{*}$ with non-empty closed values. We say that $C$ has an integrable compact sole if and only if there exist $\mathrm{e} \in X$ and $\delta>0$ such that for every measurable selection $c^{*}$ of $M$

$$
\delta\left\langle c^{*}(t), \mathrm{e}\right\rangle \geq\left\|c^{*}(t)\right\| a \mathrm{e}
$$

Moreover, we denote $U I(C):=\left\{\xi \in X: \sigma_{C(\cdot)}(\xi)^{+} \in \mathrm{L}^{1}\right\}$.
Theorem 6.21 Let $x \in \operatorname{dom} I_{f}$ and suppose there exist $\delta>0$, a measurable multifunction $C: T \rightrightarrows X^{*}$ which has an integrable compact sole, and an integrable function $K(\cdot)>0$ such that

$$
\begin{equation*}
\partial f\left(t, x^{\prime}\right) \subseteq K(t) \mathbb{B}(0,1)+C(t), \forall x^{\prime} \in \mathbb{B}(x, \delta), \forall t \in T \tag{6.6}
\end{equation*}
$$

Then

$$
\begin{align*}
& \partial_{L} I_{f}(x) \subseteq \bigcap\left\{\int_{T} \partial_{L} f(t, x) \mathrm{d} \mu(t)+U I(C)^{-}+W^{\perp}\right\},  \tag{6.7}\\
& \partial_{L}^{\infty} I_{f}(x) \subseteq \bigcap\left\{\int_{T} \partial_{\mathrm{L}}^{\infty} f(t, x) \mathrm{d} \mu(t)+U I(C)^{-}+W^{\perp}\right\}, \tag{6.8}
\end{align*}
$$

where the intersection is over all finite dimensional subspaces $W \subseteq X$. Consequently,

$$
\partial^{C} I_{f}(x) \subseteq \overline{\mathrm{co}}^{w^{*}}\left\{\int_{T} \partial_{L} f(t, x) \mathrm{d} \mu+\int_{T} \partial_{\mathrm{L}}^{\infty} f(t, x) \mathrm{d} \mu(t)+U I(C)^{-}\right\}
$$

Proof. Let $x^{*} \in \partial_{L} I_{f}(x)$ and $y^{*} \in \partial_{\mathrm{L}}^{\infty} I_{f}(x)$. Consider a finite family of linearly independent points $\left\{\mathrm{e}_{\mathrm{i}}\right\}_{\mathrm{i}=1}^{p}, W:=\operatorname{span}\left\{\mathrm{e}_{\mathrm{i}}\right\}$ and $\rho(\cdot):=\max \left\{\left|\left\langle\cdot, \mathrm{e}_{\mathrm{i}}\right\rangle\right|\right\}$. Then by Lemma 6.19 there exist sequences $x_{n}, y_{n} \in \mathrm{~L}^{\infty}(T, X), x_{n}^{*}, y_{n}^{*} \in \mathrm{~L}_{w^{*}}^{1}\left(T, X^{*}\right)$ and $\lambda_{n} \rightarrow 0^{+}$such that:
(i) $x_{n}^{*}(t) \in \partial f\left(t, x_{n}(t)\right)$ ae,
(iii) $\rho\left(\int_{T} x_{n}^{*}(t) \mathrm{d} \mu(t)-x^{*}\right) \rightarrow 0$,
(ii) $\left\|x-x_{n}(\cdot)\right\|_{\infty} \mathrm{d} \mu(t) \rightarrow 0$,
(iv) $\lim \int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$,
$\left(\mathrm{i}^{\infty}\right) y_{n}^{*}(t) \in \partial f\left(t, y_{n}(t)\right) \mathrm{ae}$,
$\left(\mathrm{iii}^{\infty}\right) \rho\left(\lambda_{n} \cdot \int_{T} y_{n}^{*}(t) \mathrm{d} \mu(t)-y^{*}\right) \rightarrow 0$,
$\left(\mathrm{ii}^{\infty}\right)\left\|x_{0}-y_{n}(\cdot)\right\|_{\infty} \rightarrow 0$,
$\left(\mathrm{iv}^{\infty}\right) \lim \int_{T}\left|f\left(t, y_{n}(t)\right)-f\left(t, x_{0}\right)\right| \mathrm{d} \mu(t) \rightarrow 0$.

Hence, (for large enough $n$ ) relation (6.6) implies that $x_{n}^{*}(t) \in K(t) \mathbb{B}(0,1)+C(t)$ and $y_{n}^{*}(t) \in K(t) \mathbb{B}(0,1)+C(t)$ ae. Therefore, by the measurability of the involved functions in the last inclusion there are measurable selections $h_{n}^{1}(t), h_{n}^{2}(t) \in B(0, K(t))$ and $c_{n}^{1}(t), c_{n}^{2}(t) \in C(t)$ such that $x_{n}^{*}(t)=h_{n}^{1}(t)+c_{n}^{1}(t)$ and $y_{n}^{*}(t)=h_{n}^{2}(t)+c_{n}^{2}(t)$ (see [22, Theorem III.22]). From the fact that $C$ has an integrable compact sole there exist $\mathrm{e} \in X$ and $\delta>0$ such that $\left\|c_{n}^{\mathrm{i}}\right\| \leq \delta\left\langle c_{n}^{\mathrm{i}}, \mathrm{e}\right\rangle$ for $\mathrm{i}=1,2$. Then

$$
\begin{align*}
\int_{T}\left\|x_{n}^{*}\right\| \mathrm{d} \mu & \leq \int_{T} K \mathrm{~d} \mu+\delta \int_{T}\left\langle c_{n}^{1}, \mathrm{e}\right\rangle \mathrm{d} \mu=\int_{T} K \mathrm{~d} \mu+\delta\left(\int_{T}\left\langle x_{n}^{*}, \mathrm{e}\right\rangle \mathrm{d} \mu-\int_{T}\left\langle h_{n}^{1}, \mathrm{e}\right\rangle \mathrm{d} \mu\right)  \tag{6.9}\\
& \leq(1+\|\mathrm{e}\|) \int_{T} K \mathrm{~d} \mu+\delta \int_{T}\left\langle x_{n}^{*}, \mathrm{e}\right\rangle \mathrm{d} \mu \tag{6.10}
\end{align*}
$$

So, assuming that $\mathrm{e} \in W$, we have that the sequence $x_{n}^{*}$ is bounded in $\mathrm{L}_{w^{*}}^{1}\left(T, X^{*}\right)$ and obviously the same holds for the sequence $y_{n}^{*}$. Then, by Lemma 6.19. $x^{*} \in \int_{T} \partial_{L} f(t, x) \mathrm{d} \mu(t)+$ $U I(C)^{-}+W^{\perp}$ and $y^{*} \in \int_{T} \partial_{L}^{\infty} f(t, x) \mathrm{d} \mu(t)+U I(C)^{-}+W^{\perp}$. The final formula follows from [84, Theorem 3.57] or Proposition 1.5 depending on the smoothness of $X$.

The following lemma allows us to understand the definition of integrable $w^{*}$-compact sole in terms of the primal space instead of the dual space, using the polar cone.

Lemma 6.22 Let $C: T \rightrightarrows X$ be a measurable multifunction with non-empty w-closed convex values, let $\mathrm{e} \in X$ and let $\delta>0$. Then the following statement are equivalent:
(a) For every measurable selection $c^{*}$ of $C^{-}(t)\left(:=(C(t))^{-}\right)$one has $\delta^{-1}\left\langle c^{*}(t),-\mathrm{e}\right\rangle \geq\left\|c^{*}(t)\right\|$ $a e$.
(b) The ball in $L^{\infty}(T, X)$ around e with radius $\delta$ is contained in $\left\{x(\cdot) \in \mathrm{L}^{\infty}(T, X): x(t) \in\right.$ $C(t) a e\}$.

Proof. First by Castaing's representation there exist sequences of measurable selections $c_{n}$ and $c_{n}^{*}$ of $C$ and $C^{-}$respectively such that $C(t)=\overline{\left\{c_{n}(t)\right\}}\|\cdot\|$ and $C^{-}(t)=\overline{\left\{c_{n}^{*}(t)\right\}} w^{*}$ (the measurability of $C^{-}$follows from the fact that $\left.C^{-}(t)=\bigcap_{n \in \mathbb{N}}\left\{x^{*} \in X^{*}:\left\langle c_{n}(t), x^{*}\right\rangle \leq 0\right\}\right)$. Assume (a) and consider $h \in \mathrm{~L}^{\infty}(T, X)$ and with $\|h\|_{\infty} \leq 1$. Then $\left\langle\mathrm{e}+\delta h(t), c_{n}^{*}(t)\right\rangle \leq$ $\left\langle\mathrm{e}, c_{n}^{*}(t)\right\rangle+\delta\left\|c_{n}^{*}(t)\right\| \leq 0$ ae. Since the last inequality holds for all $n$ and the measurable selection $c_{n}^{*}(t)$ is dense in $C^{-}(t)$, we conclude that $\mathrm{e}+\delta h(t) \in\left(C^{-}(t)\right)^{-}$ae. Then using the Bipolar theorem (see e.g. [46, Theorem 3.38]), we have $\mathrm{e}+\delta h(t) \in C(t)$ ae. Now assume (b) and consider a measurable selection $c^{*}$ of $C^{-}$and $\varepsilon_{n}>0 \rightarrow 0$ and take a measurable selection $h_{n}(t) \in B(0,1)$ such that $\left\langle h_{n}(t), c^{*}(t)\right\rangle \geq\left\|c^{*}(t)\right\|-\varepsilon_{n}$ ae. So, e $+\delta h(t) \in C(t) \mathrm{ae}$, and hence $\left\langle c^{*}(t), \mathrm{e}+\delta h(t)\right\rangle \leq 0$ ae. Therefore, $\delta^{-1}\left\langle c^{*}(t),-\mathrm{e}\right\rangle \geq\left\|c^{*}(t)\right\|-\varepsilon_{n}$ ae. From the stability of null sets under countable intersections we get $\delta^{-1}\left\langle c^{*}(t),-\mathrm{e}\right\rangle \geq\left\|c^{*}(t)\right\|$.

Remark 6.23 When the measurable function $C$ has cone values, it is easy to see that relation (6.6) implies that for all $t \in T, \partial_{L}^{\infty} f(t, x) \subseteq C(t)$ and $U I(C)=\left\{\xi \in X: \xi \in C^{-}(t)\right.$ ae $\}$. In addition, if the values of $C$ are also $w^{*}$-closed and convex, then the integrable compact sole property can be understood in terms of the negative polar set $C^{-}(t)$ (see Lemma 6.22). Finally, the most simple case is when $C$ is a fixed $w^{*}$-closed convex cone; in this case Lemma 6.22 characterizes the compact sole property as the non-empty interior of the polar cone $C^{-}(\subseteq X)$.

Remark 6.24 It is worth commenting that in Theorem 6.21 one can also admit a dependence on $x$ in the measurable multifunction $K$. Indeed, one can define the Integrable compact sole at $x$ property of a multifunction as: Consider a measurable multifunction $K: T \times X \rightrightarrows X^{*}$ with non-empty closed values, we say that $K$ has an integrable compact sole at $x$ if and only if for every measurable sequence $x_{n}$ such that $\left\|x_{n}-x\right\|_{\infty} \rightarrow 0$ and $\int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$, there exist $\mathrm{e} \in X$ and $\delta>0$ such that $t \rightarrow K\left(t, x_{n}(t)\right)$ is measurable and for any measurable selection $c_{n}^{*}$ of $K\left(\cdot, x_{n}(\cdot)\right)$ one has

$$
\delta\left\langle c^{*}(t), \mathrm{e}\right\rangle \geq\left\|c^{*}(t)\right\| a \mathrm{e} .
$$

Moreover, we denote $U I(K):=\bigcap\left\{\xi \in X: \sigma_{K\left(\cdot, x_{n}(\cdot)\right)}(\xi)^{+} \in \mathrm{L}^{1}\right\}$, where the intersection is over all sequences $x_{n} \in \mathrm{~L}^{\infty}(T, X)$ such that $\left\|x_{n}-x\right\|_{\infty} \rightarrow 0, \int_{T}\left|f\left(t, x_{n}(t)\right)-f(t, x)\right| \mathrm{d} \mu(t) \rightarrow 0$.

Finally, one can construct cones satisfying inclusion (6.6) with dependence on $x$ as follows. Consider $\eta>0$ and a positive integrable function $\ell$. Then, define $C_{\varepsilon}^{\ell}(t, z)=\{h \in X$ : $\left.\mathrm{d}^{-} f_{t}(z ; h) \leq \ell(t)\|h\|\right\}$, where $\mathrm{d}^{-} f_{t}(z ; h)$ refers to the (lower) Dini-Hadamard subderivative. Then it is not difficult to check that for every $t \in T$ and $z \in X$

$$
\partial f(t, z) \subseteq \ell(t) \mathbb{B}(0,1)+\left(C_{\varepsilon}^{\ell}(t, z)\right)^{-}
$$

Remark 6.25 Following the same proof as the above Theorem, one can easily remove the set $U I(C)$ in Equations (6.7) and (6.8) imposing the additional assumption that the point e selected in (6.9) satisfies that the sequence $\left\{\left\langle x_{n}^{*}(t), \mathrm{e}\right\rangle^{+}\right\}$is uniformly integrable.

Corollary 6.26 In the setting of Theorem 6.21 assume that for any sequence of measurable functions $x_{n}^{*}(t) \in \partial f\left(t, x_{n}(t)\right)$ with $\left\|x_{n}(\cdot)-x\right\|_{\infty} \rightarrow 0, \int_{T} f\left(t, x_{n}(t)\right) \mathrm{d} \mu(t) \rightarrow I_{f}(x)$ and $\left\|x_{n}^{*}\right\|$ is bounded in $\mathrm{L}^{1}\left(T, X^{*}\right)$, there exists a constant function e in the interior of $\left\{x(\cdot) \in \mathrm{L}^{\infty}(T, X)\right.$ :
$x(t) \in C(t) a e\}$ such that the sequence $\left\{\left\langle x_{n}^{*}(t), \mathrm{e}\right\rangle^{+}\right\}$is uniformly integrable. Then

$$
\begin{align*}
& \partial_{L} I_{f}(x) \subseteq \bigcap_{\substack{F \subseteq X \\
\operatorname{dim}(F)<+\infty}}\left\{\int_{T} \partial_{L} f(t, x) \mathrm{d} \mu(t)+F^{\perp}\right\},  \tag{6.11}\\
& \partial_{L}^{\infty} I_{f}(x) \subseteq \bigcap_{\substack{F \subseteq X \\
\operatorname{dim}(F)<+\infty}}\left\{\int_{T} \partial_{\mathrm{L}}^{\infty} f(t, x) \mathrm{d} \mu(t)+F^{\perp}\right\}, \tag{6.12}
\end{align*}
$$

and consequently,

$$
\partial^{C} I_{f}(x) \subseteq \overline{\mathrm{co}} w^{w^{*}}\left\{\int_{T} \partial_{L} f(t, x) \mathrm{d} \mu+\int_{T} \partial_{\mathrm{L}}^{\infty} f(t, x) \mathrm{d} \mu(t)\right\}
$$

Corollary 6.27 In the setting of Theorem 6.21 assume that the multifunction $C$ is a constant cone. Then

$$
\partial_{L} I_{f}\left(x_{0}\right) \subseteq \bigcap\left\{\int_{T} \partial_{L} f(t, x) \mathrm{d} \mu(t)+C+W^{\perp}\right\} ; \quad \text { and } \partial_{L}^{\infty} I_{f}\left(x_{0}\right) \subseteq C
$$

where the intersection is over all finite dimensional subspaces $W \subseteq X$. Consequently,

$$
\partial_{C} I_{f}\left(x_{0}\right) \subseteq \overline{\mathrm{co}}^{w^{*}}\left\{\int_{T} \partial_{L} f(t, x) \mathrm{d} \mu+C\right\}
$$

Remark 6.28 The motivation for using boundedness condition 6.6 comes from an application to stochastic programming; more precisely, applications to probability constraints (see [122], [123]), where the authors impose boundedness conditions over the gradients of the involved functions to guarantee the interchange between the sign of the integral and the subdifferential.

The following examples show the importance of $C$ in Theorem 6.21 and Corollary 6.27 .
Example 6.29 Consider the integrand $f:] 0,1] \times \mathbb{R} \rightarrow[0,+\infty)$ given by

$$
f(t, x)=\left\{\begin{array}{ccc}
x^{3 / 2} t^{-1+x} & \text { if } \quad x>0 \\
0 & \text { if } & \text { not }
\end{array}\right.
$$

It is easy to check that $f$ is continuously differentiable with respect to $x$ and

$$
I_{f}(x)=\left\{\begin{array}{ccc}
\sqrt{x} & \text { if } & x>0 \\
0 & \text { if } & \text { not }
\end{array}\right.
$$

Then we easily get $\partial_{M} I_{f}(0)=[0,+\infty), \partial_{F} f(t, x)=\left\{\begin{array}{cl}\frac{3}{2} x^{1 / 2} t^{-1+x}+x^{3 / 2} \ln (t) t^{-1+x} & \text { if } x>0, \\ 0 & \text { if not, }\end{array}\right.$ and $\partial_{M} f(t, x)=\{0\}$. Then we can consider $C=[0,+\infty)$, so that $\partial I_{f}(0)=\int_{j 0,1]} \partial_{M} f_{t}(0) \mathrm{d} \mu(t)+$ $C=\{0\}+[0,+\infty)$. The same example can be modified as

$$
f(t, x)=\left\{\begin{array}{ccc}
x^{2} t^{-1+x} & \text { if } \quad x>0 \\
0 & \text { if } & \text { not }
\end{array}\right.
$$

Then one has

$$
I_{f}(x)=\left\{\begin{array}{ccc}
x & \text { if } & x>0 \\
0 & \text { if } & \text { not }
\end{array}\right.
$$

So, the integral functional $I_{f}$ is Lipschitz continuous, but it is not true that $\partial_{M} I_{f}(0)=\{0,1\}$ is included in $\int_{30,1]} \partial_{M} f(t, 0) \mathrm{d} \mu(t)=\{0\}$, as in classical results (see [85, Lemma 6.18] and also [86] for an extension of this result). However, Corollary 6.27 guarantees the inclusion $\partial_{M} I_{f}(0) \subseteq \int_{j 0,1]} \partial_{M} f(t, 0) \mathrm{d} \mu(t)+[0,+\infty)$.

Remark 6.30 As a final comment we recall that in the finite dimensional setting two lsc functions $f_{1}, f_{2}$ satisfy the sum rule inclusion $\partial_{L}\left(f_{1}+f_{2}\right)(x) \subseteq \partial^{L} f_{1}(x)+\partial^{L} f(x)$ at a point $x$ provided that the asymptotic qualification condition $\partial_{M}^{\infty} f_{1}(x) \cap \partial_{M}^{\infty} f_{2}(x)=\{0\}$ holds. However, the reader can notice that in the above example the integrand is continuously differentiable, then the singular subdifferential $\partial_{M}^{\infty} f_{t}(0)=\{0\}$ for all $t \in T$. In other words, it is not possible to recover similar criteria, as in the finite sum, in terms of the singular subdifferentials, to get an inclusion of the form $\partial I_{f}(x)=\int_{T} \partial_{M} f_{t}(x) \mathrm{d} \mu(t)$.

Corollary 6.31 In the setting of Theorem 6.27 assume that the multifunction $C=\{0\}$. Then $I_{f}$ is locally Lipschitz around $x$. In addition, if $X$ is finite dimensional and $\partial_{L} f\left(t, x^{\prime}\right)$ is single valued ae for all $x^{\prime}$ in a neighborhood of $x$, then $I_{f}$ is continuous differentiable differentiable at $x$.

Proof. By Theorem 6.27, the Clarke subdifferential $\partial_{C} I_{f}$ is bounded by $M:=\int K \mathrm{~d} \mu$ in a neighborhood of $x$. Then a straightforward application of Zagrodny's Mean Value Theorem (see [130, Theorem 4.3]) shows that $I_{f}$ is Locally Lipschitz around $x$. Furthermore, if $X$ is finite dimensional and $\partial_{l} f\left(t, x^{\prime}\right)$ is single valued ae for all $x^{\prime}$ in a neighborhood of $x$, then $\partial_{C} I_{f}$ single valued for all $x^{\prime}$ in a neighborhood of $x$, and so 23 , Proposition 2.2.4 and its Corollary] implies the result.

## Chapter 7

## Subdifferential characterization of probability functions under Gaussian distribution

### 7.1 Introduction

The aim of this paper is to investigate subdifferential properties of Gaussian probability functions induced by nonnecessarily smooth initial data. This topic combines aspects of stochastic programming with arguments from variational analysis, two areas which have been crucially influenced by the fundamental work of Prof. Roger J-B Wets (see, e.g., 106], 129] and many other references). The motivation to study analytical properties of probability functions comes from their importance in the context of engineering problems affected by random parameters. They are at the core of probabilistic programming (i.e., optimization problems subject to probabilistic constraints) (e.g., 95 , 110 ) or of reliability maximization (e.g., 44).

A probability function assigns to a control or decision variable the probability that a certain random inequality system induced by this decision variable be satisfied (see (7.1) below). Since such functions are typical constituents of optimization problems under uncertainty, it is natural to ask for their analytical properties, first of all differentiability. Roughly speaking, this can be guaranteed under three assumptions: the differentiability of the input data, an appropriate constraint qualification for the given random inequality system and the compactness of the set of realizations of the random vector for the fixed decision vector (e.g., [74], [93, [120]). While the first two assumptions are quite natural, the last one appears to be restrictive in problems involving random vectors with unbounded support. Failure of the compactness condition, however, may result in general in nonsmoothness of the probability function despite the fact that all input data are smooth and a standard constraint qualification is satisfied (see [55, Prop. 2.2]). In order to keep the differentiability while doing without the compactness assumption, one may restrict to special distributions such as Gaussian or Gaussian-like as in 555, 123. The working horse for deriving differentiability
and gradient formulae in these cases is the so-called spheric-radial decomposition of Gaussian random vectors [49, p. 29]. The resulting formulae for the gradient of the probability function are represented - similar to the formulae for the probability values themselves - as integrals over the unit sphere with respect to the uniform measure. The latter can be efficiently approximated by QMC methods tailored to this specific measure (e.g., [18]). Such approach, by exploiting special properties of the distribution, promises more efficiency in the solution of probabilistic programs than general gradient formulae in terms of possibly complicated surface or volume integrals. Successful applications of this methodology in the context of probabilistic programming in gas network optimization is demonstrated in [52,53].

The aim of this paper is to substantially extend the earlier results in [55], [123] in two directions: first, decisions will be allowed to be infinite-dimensional and second, the random inequality may be just locally Lipschitzian rather than smooth. As the resulting probability function can be expected to be continuous only (rather than locally Lipschitzian or even smooth), appropriate tools (subdifferentials) from variational analysis will be employed for an analytic characterization.

We consider a probability function $\varphi: X \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\varphi(x):=\mathbb{P}(g(x, \xi) \leq 0), \tag{7.1}
\end{equation*}
$$

where $X$ is a Banach space, $g: X \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ is a function depending on the realizations of an $m$-dimensional random vector $\xi$. Such probability functions are important in many optimization problems dealing with reliability maximization or probabilistic constraints. The latter one refers to an inequality $\varphi(x) \geq p$ constraining the set of feasible decisions in an optimization problem, in order to guarantee that the underlying random inequality $g(x, \xi) \leq$ 0 is satisfied under decision $x$ with probability at least $p \in(0,1]$, referred to as a a probability level (or safety level). Since we allow in our paper the function $g$ to be locally Lipschitzian, there is no loss of generality in considering a single random inequality only because in a finite system of such inequalities one could pass to the maximum of components.

Throughout the paper, we shall make the following basic assumptions on the data of (7.1):

1. $X$ is a reflexive and separable Banach space.
2. Function $g$ is locally Lipschitzian as a function of both arguments simultaneously, and convex as a function of the second argument.
3. The random vector $\xi$ is Gaussian of type $\xi \sim \mathcal{N}(0, A)$, where $A$ is a correlation matrix.

A brief discussion of these assumptions is in order here: reflexivity of $X$ is imposed in order to work with the limiting (Mordukhovich) subdifferential (actually, one could consider the more general case of Asplund spaces, or simply separable Banach space considering the $G$-subdifferential). The separability of $X$ is needed in order to make use of an interchange formula for the limiting subdifferential and integration sign (see Chapter 6). For the same reason, $g$ is required to be locally Lipschitzian. As already mentioned above, considering just one inequality rather than a system is no more restriction then. In particular, the single inequality $g(x, z) \leq 0$ could represent a finite or (compactly indexed) infinite system of smooth inequalities. Considering a Gaussian random vector $\xi$ allows one to pass to a
whole class of Gaussian-like multivariate distributions (e.g., Student, Log-normal, truncated Gaussian, $\chi^{2}$ etc.) upon shifting their nonlinear transformations to a Gaussian one into a modified function $\tilde{g}$ satisfying the same assumptions as required for $g$ here (e.g. [55, Section 4.3]). Moreover, assuming a centered Gaussian distribution with unit variances isn't a restriction either, because in the general case $\xi \sim \mathcal{N}(\mu, \Sigma)$, we may pass to the standardized vector $\tilde{\xi}:=D(\xi-\mu)$, where D is the diagonal matrix with elements $D_{\mathrm{ii}}:=1 / \sqrt{\Sigma_{\mathrm{ii}}}$. Then, as required above, $\tilde{\xi} \sim \mathcal{N}(0, A)$, with $A$ being the correlation matrix associated with $\Sigma$ and so

$$
\varphi(x)=\mathbb{P}(g(x, \xi) \leq 0)=\mathbb{P}(\tilde{g}(x, \tilde{\xi}) \leq 0) ; \quad \tilde{g}(x, z):=g\left(x, D^{-1} z+\mu\right)
$$

Clearly, $\tilde{g}$ is locally Lipschitzian and is convex in the second argument if $g$ is so. Hence, there is no loss of generality in assuming that $\xi \sim \mathcal{N}(0, A)$ from the very beginning.

Our first observation is that our basic assumptions above do not guarantee the continuity of $\varphi$ even if $g$ is continuously differentiable. A simple two-dimensional example is given by $g(r, s):=r \cdot s$ (which is convex in the second argument) and $\xi \sim \mathcal{N}(0,1)$. Then, $\varphi(r)=0.5$ for $r \neq 0$ and $\varphi(0)=1$. Since we want to have the continuity as a minimum initial property of $\varphi$ in our analysis, we will add the additional assumption that $g(\bar{x}, 0)<0$ holds true at a point of interest $\bar{x}$ (at which a subdifferential of $\varphi$ is computed). In other words, given the convexity of $g$ in the second argument, zero is a Slater point for the inequality $g(x, z) \leq 0, z \in \mathbb{R}^{m}$. As shown in [55, Proposition 3.11], the opposite case would entail that $\varphi(\bar{x}) \leq 0.5$. Since one deals in typical applications like probabilistic programming or reliability maximization with probabilities close to one, it follows that the assumption $g(\bar{x}, 0)<0$ can be made without any practical loss of generality.

The paper is organized as follows: In Section 3 and 4, we provide all the auxiliary results (continuity and partial subdifferential of the radial probability function) which are needed for the derivation of the main subdifferential formula presented in Section 5. This main result which is valid for general continuous probability functions will be specified then by adding additional hypotheses to the locally Lipschitzian and differentiable case. An application to probability functions induced by a finite system of smooth inequalities is given in Subsection 7.5.4.

### 7.2 Spheric-radial decomposition of Gaussian random vectors

We recall the fact that any Gaussian random vector $\xi \sim \mathcal{N}(0, A)$ has a so-called sphericradial decomposition, which means that the probability of $\xi$ taking values in an arbitrary Borel subset $M$ of $\mathbb{R}^{m}$ can be represented as (e.g., [38, p. 105])

$$
\mathbb{P}(\xi \in M)=\int_{v \in \mathbb{S}^{m-1}} \mu_{\eta}(\{r \geq 0 \mid r L v \in M\}) \mathrm{d} \mu_{\zeta}(v)
$$

where $\mathbb{S}^{m-1}:=\left\{v \in \mathbb{R}^{m} \mid\|v\|^{2}=1\right\}$ denotes the unit sphere in $\mathbb{R}^{m}, \mu_{\eta}$ is the one-dimensional Chi-distribution with $m$ degrees of freedom, and $\mu_{\zeta}$ refers to the uniform distribution on $\mathbb{S}^{m-1}$.

Moreover, the (non-singular) matrix $L$ is supposed to be a factor in a decomposition $A=L L^{T}$ of the positive definite correlation matrix $A$ (e.g. Cholesky decomposition).

The spheric-radial decomposition allows us to rewrite the probability function (7.1) in the form

$$
\begin{equation*}
\varphi(x)=\int_{\mathbb{S}^{m-1}} \mathrm{e}(v, x) \mathrm{d} \mu_{\zeta}(v) \quad \forall x \in X \tag{7.2}
\end{equation*}
$$

where e : $\mathbb{S}^{m-1} \times X \rightarrow \mathbb{R}$ refers to the radial probability function defined by

$$
\begin{equation*}
\mathrm{e}(v, x):=\mu_{\eta}(\{r \geq 0 \mid g(x, r L v) \leq 0\}) \tag{7.3}
\end{equation*}
$$

With any $x \in X$ satisfying $g(x, 0)<0$, we will associate the finite and infinite directions defined respectively as

$$
\begin{aligned}
F(x) & :=\left\{v \in \mathbb{S}^{m-1} \mid \exists r \geq 0: g(x, r L v)=0\right\} \\
I(x) & :=\left\{v \in \mathbb{S}^{m-1} \mid \forall r \geq 0: g(x, r L v)<0\right\} .
\end{aligned}
$$

It is easily observed that $F(x) \cap I(x)=\emptyset$ and that $F(x) \cup I(x)=\mathbb{S}^{m-1}$ by continuity of $g$. Moreover, the number $r \geq 0$ satisfying $g(x, r L v)=0$ in the case of $v \in F(x)$ is uniquely defined, due to the convexity of $g$ in the second argument. This leads us to define the following radius function for any $x$ with $g(x, 0)<0$ and any $v \in \mathbb{S}^{m-1}$ :

$$
\rho(v, x):= \begin{cases}r \text { such that } g(x, r L v)=0 & \text { if } v \in F(x)  \tag{7.4}\\ +\infty & \text { if } v \in I(x) .\end{cases}
$$

This definition allows us to rewrite the radial probability function e from (7.3) in the form

$$
\begin{equation*}
\mathrm{e}(v, x)=\mu_{\eta}([0, \rho(v, x)])=F_{\eta}(\rho(v, x)) \tag{7.5}
\end{equation*}
$$

whenever $g(x, 0)<0$. Here, $F_{\eta}$ refers to the distribution function of the Chi-distribution with $m$ degrees of freedom, so that $F_{\eta}^{\prime}(t)=\chi(t)$, where $\chi$ is the corresponding density:

$$
\begin{equation*}
\chi(t):=K t^{m-1} \mathrm{e}^{-t^{2} / 2} \quad \forall t \geq 0 \tag{7.6}
\end{equation*}
$$

The second equation in 7.5 follows from $F_{\eta}(0)=0$. We formally put $F_{\eta}(\infty):=1$ which translates the limiting property $F_{\eta}(t) \rightarrow_{t \rightarrow+\infty} 1$ of cumulative distribution functions.

To avoid misunderstandings for the function $g(x, z)$ of two variables, we will refer to its partial subdifferentials at a point $(\bar{x}, \bar{z})$ with a superindex as following

$$
\partial_{x}^{F / M / C} g(\bar{x}, \bar{z}):=\partial_{F / M / C} g(\cdot, \bar{z})(\bar{x}) ; \quad \partial_{z}^{F / M / C} g(\bar{x}, \bar{z}):=\partial_{F / M / C} g(\bar{x}, \cdot)(\bar{z}),
$$

for the Fréchet, Limiting/Mordukhovich and Clarke subdifferential respectively. For the functions e and $\rho$, the notations $\partial_{F / M / C} \mathrm{e}(v, x)$ and $\partial_{F / M / C} \rho(v, x)$ will be consider as in the previous two chapters, that is, the subdifferential is taken with respect to the variable in $x \in X$ and not with respect to the integration variable $v \in \mathbb{S}^{m-1}$.

### 7.3 Continuity properties

In this section, we investigate continuous properties of the radial probability and the radius functions, defined respectively in $(7.3)$ and $(7.4)$, which are the basis for deriving in Section 7.5 subdifferential formulae for probability function (7.1).

For all the following results, the basic assumption (H) formulated in the Introduction is tacitly required to hold; namely, function $g$ is locally Lipschitzian as a function of both arguments simultaneously, and convex as a function of the second argument.

Lemma 7.1 Define $U:=\{x \in X \mid g(x, 0)<0\}$.

1. The radius function $\rho$ is continuous at $(v, x)$ for any $x \in U$ and any $v \in F(x)$.
2. For $x \in U$ and $v \in I(x)$ it holds that $\lim _{k \rightarrow \infty} \rho\left(v_{k}, x_{k}\right)=\infty$ for any sequence $\left(x_{k}, v_{k}\right) \rightarrow$ $(v, x)$ such that $v_{k} \in F\left(x_{k}\right)$.

Proof. Observe first, that $\rho$ is defined (possibly extended-valued) on $U \times \mathbb{S}^{m-1}$. To verify 1., consider any sequence $\left(x_{k}, v_{k}\right) \rightarrow_{k}(v, x)$ with $v_{k} \in \mathbb{S}^{m-1}$. We show first that the sequence $\rho\left(x_{k}, v_{k}\right)$ is bounded. Indeed, otherwise there would exist a subsequence with $\rho\left(v_{k_{l}}, x_{k_{l}}\right) \rightarrow_{l}$ $\infty$. Clearly $g\left(x_{k_{l}}, 0\right)<0$ for $l$ large enough, because of $g(x, 0)<0$. Fix an arbitrary $r \geq 0$. Then $\rho\left(x_{k_{l}}, v_{k_{l}}\right)>r$. We claim that $g\left(x_{k_{l}}, r L v_{k_{l}}\right)<0$ for these l's. This is obvious in case that $v_{k_{l}} \in I\left(x_{k_{l}}\right)$. If $v_{k_{l}} \in F\left(x_{k_{l}}\right)$, then the relations

$$
g\left(x_{k_{l}}, 0\right)<0, \quad g\left(x_{k_{l}}, \rho\left(v_{k_{l}}, x_{k_{l}}\right) L v_{k_{l}}\right)=0, \quad \rho\left(v_{k_{l}}, x_{k_{l}}\right)>r,
$$

and

$$
g\left(x_{k_{l}}, r L v_{k_{l}}\right) \geq 0
$$

would contradict the convexity of $g$ in the second argument. Hence, for $l$ sufficiently large,

$$
g\left(x_{k_{l}}, r L v_{k_{l}}\right)<0
$$

and passing to the limit yields that $g(x, r L v) \leq 0$, which holds true for all $r \geq 0$ because the latter was chosen arbitrary. But then, $g(x, r L v)<0$ for all $r \geq 0$, because otherwise once more a contradiction with convexity of $g$ in the second argument would arise from $g(x, 0)<0$. This, however, amounts to $v \in I(x)$ contradicting our assumption $v \in F(x)$. Summarizing, we have shown that $\rho\left(v_{k}, x_{k}\right)$ is bounded and, in particular, $v_{k} \in F\left(x_{k}\right)$ for all $k$. Let $\rho\left(v_{k_{l}}, x_{k_{l}}\right) \rightarrow_{l} r_{0}$ be an arbitrary convergent subsequence. Then, we may pass to the limit in the relation $g\left(x_{k_{l}}, \rho\left(v_{k_{l}}, x_{k_{l}}\right) L v_{k_{l}}\right)=0$ in order to derive that $g\left(x, r_{0} L v\right)=0$, which in turn implies that $r_{0}=\rho(v, x)$. Hence, all convergent subsequences of $\rho\left(v_{k}, x_{k}\right)$ have the same limit $\rho(v, x)$. This implies that $\rho\left(v_{k}, x_{k}\right) \rightarrow_{k} \rho(v, x)$ and altogether that $\rho$ is continuous at $(x, v)$.

As for 2 ., observe that if $\rho\left(v_{k}, x_{k}\right)$ would not tend to infinity, then there would exist a converging subsequence $\rho\left(x_{k_{l}}, v_{k_{l}}\right) \rightarrow_{l} r_{1}$ for some $r_{1} \geq 0$. Since $\rho\left(v_{k_{l}}, x_{k_{l}}\right)<\infty$ and $g\left(x_{k_{l}}, 0\right)<0$ for $l$ large enough, we infer that $v_{k_{l}} \in F\left(x_{k_{l}}\right)$ and, hence, $g\left(x_{k_{l}}, \rho\left(v_{k_{l}}, x_{k_{l}}\right) L v_{k_{l}}\right)=$ 0 for all these $l$ 's. Now, passing to the limit yields that $g\left(x, r_{1} L v\right)=0$, whence $v \in F(x)$, a contradiction.

Lemma 7.2 If $g(x, 0)<0$ and $v \in F(x)$, then there exist neighborhoods $U$ and $V$ of $x$ and $v$, respectively, such that $v^{\prime} \in F\left(x^{\prime}\right)$ for all $x^{\prime} \in U$ and $v^{\prime} \in V \cap \mathbb{S}^{m-1}$.

Proof. If the statement wasn't true, then there existed a sequence $\left(v_{k}, x_{k}\right) \rightarrow(v, x)$ with $g\left(x_{k}, 0\right)<0, v_{k} \in \mathbb{S}^{m-1}$ and $v_{k} \in I\left(x_{k}\right)$. Hence, $\rho\left(v_{k}, x_{k}\right)=\infty$ and so $\rho(v, x)=\infty$ by 1 . in Lemma 7.1. This yields the contradiction $v \in I(x)$.

Lemma 7.3 Let $x \in X$ and $r \geq 0$ be such that $g(x, 0)<0$ and $g(x, r L v)=0$. Then

$$
\left\langle z^{*}, L v\right\rangle \geq-\frac{g(x, 0)}{r}>0 \quad \forall z^{*} \in \partial_{z} g(x, r L v)
$$

Proof. By convexity of $g$ in the second variable and by definition of the convex subdifferential, one has that

$$
\begin{aligned}
-\frac{r}{2}\left\langle z^{*}, L v\right\rangle & =\left\langle z^{*}, \frac{r}{2} L v-r L v\right\rangle \leq g\left(x, \frac{r}{2} L v\right)-g(x, r L v) \\
& =g\left(x, \frac{r}{2} L v\right) \leq \frac{1}{2} g(x, 0)+\frac{1}{2} g(x, r L v)=\frac{1}{2} g(x, 0)
\end{aligned}
$$

Since our assumptions imply that $r>0$, the assertion follows.

We get in the following proposition the desired continuity of the radial probability function e defined in 7.3).

Proposition 7.4 The radial probability function is continuous at any $(v, x) \in \mathbb{S}^{m-1} \times X$ with $g(x, 0)<0$.

Proof. Fix a point $(v, x) \in \mathbb{S}^{m-1} \times X$ with $g(x, 0)<0$. Consider any sequence $\left(v_{k}, x_{k}\right) \rightarrow$ $(v, x)$ with $v_{k} \in \mathbb{S}^{m-1}$ and assume first that $v \in F(x)$. Then, $\rho\left(v_{k}, x_{k}\right) \rightarrow_{k} \rho(v, x)$ by 1 . in Lemma 7.1, and $v_{k} \in F\left(x_{k}\right)$ for $k$ large, by Lemma 7.2. Hence, by 7.5) it follows that

$$
\mathrm{e}\left(v_{k}, x_{k}\right)=F_{\eta}\left(\rho\left(v_{k}, x_{k}\right)\right) \rightarrow_{k} F_{\eta}(\rho(v, x))=\mathrm{e}(v, x),
$$

where the convergence follows from the continuity of the Chi-distribution function $F_{\eta}$.
If in contrast $v \in I(x)$, then, by $(7.3)$, e $(v, x)=\mu_{\eta}\left(\mathbb{R}_{+}\right)=1$. We'll be done if we can show that $\mathrm{e}\left(v_{k}, x_{k}\right) \rightarrow_{k}$. If this did not hold true, then there would exist a subsequence and some $\varepsilon>0$ such that

$$
\begin{equation*}
\left|\mathrm{e}\left(v_{k_{l}}, x_{k_{l}}\right)-1\right|>\varepsilon \quad \forall l . \tag{7.7}
\end{equation*}
$$

Since $v_{k_{l}} \in I\left(x_{k_{l}}\right)$ would imply as above that $\mathrm{e}\left(v_{k_{l}}, x_{k_{l}}\right)=\mu_{\eta}\left(\mathbb{R}_{+}\right)=1$, a contradiction, we conclude that $v_{k_{l}} \in F\left(x_{k_{l}}\right)$ for all $l$. Now, 2. in Lemma 7.1 guarantees that $\rho\left(v_{k_{l}}, x_{k_{l}}\right) \rightarrow_{l} \infty$. Then, by (7.5), we arrive at the convergence

$$
\mathrm{e}\left(v_{k_{l}}, x_{k_{l}}\right)=F_{\eta}\left(\rho\left(v_{k_{l}}, x_{k_{l}}\right)\right) \rightarrow_{l} 1,
$$

where we exploited the property $\lim _{t \rightarrow \infty} F_{\eta}(t)=1$, following from $F_{\eta}$ being a cumulative distribution function. This is a contradiction with (7.7), and the desired conclusion follows.

Consequently, we obtain the continuity of the probability function $\varphi$, defined in (7.1).
Theorem 7.5 The probability function is continuous at any point $x \in X$ with $g(x, 0)<0$.

Proof. For any sequence $x_{n} \rightarrow x$ one has by Proposition 7.4 that

$$
\mathrm{e}\left(v, x_{n}\right) \rightarrow_{n} \mathrm{e}(v, x) \leq 1 \quad \forall v \in \mathbb{S}^{m-1}
$$

where the inequality follows from e being a probability. Since the constant function 1 is integrable on $\mathbb{S}^{m-1}$, the assertion follows from Lebesgue's dominated convergence theorem.

### 7.4 Subdifferential of the radial probability function

In this section, we provide characterizations of the Fréchet subdifferential of the radial probability function $\mathrm{e}(\cdot, v)$, defined in (7.3), for arbitrarily fixed directions $v \in \mathbb{S}^{m-1}$. As before, we also consider in this section our standard assumption (H).

We need first to estimate the set $\partial_{F} \rho(v, x)$ :
Proposition 7.6 Let $x \in X$ with $g(x, 0)<0$ and $v \in F(x)$ be arbitrary. Then, for every $y^{*} \in$ $\partial_{F} \rho(v, x)$ and every $w \in X$, there exist $x^{*} \in \partial_{C} g(x, \rho(v, x) L v)$ and $z^{*} \in \partial_{z} g(x, \rho(v, x) L v)$ such that $\left\langle z^{*}, L v\right\rangle>0$ and

$$
\left\langle y^{*}, w\right\rangle \leq \frac{-1}{\left\langle z^{*}, L v\right\rangle}\left\langle x^{*}, w\right\rangle .
$$

Proof. Fix $y^{*} \in \partial_{F} \rho(v, x)$ and $w \in X$; hence, $\rho(v, x)<\infty$ (because by assumption $v \in F(x)$ ). Let $M>0$ be a Lipschitz constant of $g$ at $(x, \rho(v, x) L v)$. Then, there exists a neighborhood $U$ of $x$ such that the function $g(\cdot, \rho(v, x) L v)$ is locally Lipschitzian with Lipschitz constant $M$ at each $x^{\prime} \in U$, and such that the functions $g\left(x^{\prime}, \cdot\right), x^{\prime} \in U$, are locally Lipschitzian with the same Lipschitz constant $M$ at $\rho(v, x) L v$. As a consequence of [23, Proposition 2.1.2], for all $x^{\prime} \in U$ one has that

$$
\begin{equation*}
\left\|x^{*}\right\|,\left\|z^{*}\right\| \leq M \quad \forall x^{*} \in \partial_{x}^{C} g\left(x^{\prime}, \rho(v, x) L v\right), \forall z^{*} \in \partial_{z} g\left(x^{\prime}, \rho(v, x) L v\right) \tag{7.8}
\end{equation*}
$$

Consider an arbitrary sequence $t_{n} \downarrow 0$ so that, by Lemma 7.2 , we may assume $v \in F\left(x+t_{n} w\right)$ for all $n$. By convexity and continuity of the function $g$ with respect to the second variable, the set $\partial g\left(x+t_{n} w, \cdot\right)(\rho(v, x) L v)$ is nonempty for all $n$, and so we may select a sequence

$$
\begin{equation*}
z_{n}^{*} \in \partial_{z} g\left(x+t_{n} w, \cdot\right)(\rho(v, x) L v) \tag{7.9}
\end{equation*}
$$

hence, taking into account, from the definition of function $\rho$, that $g\left(x+t_{n} w, \rho\left(x+t_{n} w, v\right) L v\right)=$

0 and $g(x, \rho(v, x) L v)=0$,

$$
\begin{align*}
\left(\rho\left(x+t_{n} w, v\right)-\rho(v, x)\right)\left\langle z_{n}^{*}, L v\right\rangle & =\left\langle z_{n}^{*}, \rho\left(x+t_{n} w, v\right) L v-\rho(v, x) L v\right\rangle \\
\leq & g\left(x+t_{n} w, \rho\left(x+t_{n} w, v\right) L v\right) \\
& \quad-g\left(x+t_{n} w, \rho(v, x) L v\right) \\
& =-g\left(x+t_{n} w, \rho(v, x) L v\right) \\
& =g(x, \rho(v, x) L v)-g\left(x+t_{n} w, \rho(v, x) L v\right) . \tag{7.10}
\end{align*}
$$

Next, Lebourg's mean value Theorem for Clarke's subdifferential [23, Theorem 2.3.7] yields some $\tau_{n} \in[0,1]$ and

$$
\begin{equation*}
x_{n}^{*} \in \partial_{x}^{C} g\left(x+\tau_{n} t_{n} w, \rho(v, x) L v\right) \tag{7.11}
\end{equation*}
$$

such that

$$
\begin{equation*}
g(x, \rho(v, x) L v)-g\left(x+t_{n} w, \rho(v, x) L v\right) \leq-t_{n}\left\langle x_{n}^{*}, w\right\rangle \tag{7.12}
\end{equation*}
$$

and, consequently, from (7.10),

$$
\begin{equation*}
\left(\rho\left(x+t_{n} w, v\right)-\rho(v, x)\right)\left\langle z_{n}^{*}, L v\right\rangle \leq-t_{n}\left\langle x_{n}^{*}, w\right\rangle . \tag{7.13}
\end{equation*}
$$

Since $X$ is reflexive and $\left\|z_{n}^{*}\right\|,\left\|x_{n}^{*}\right\| \leq M$, by (7.8), there exists a subsequence $\left(x_{n_{k}}^{*}, z_{n_{k}}^{*}\right)$ and some $\left(x^{*}, z^{*}\right) \in X \times \mathbb{R}^{m}$ such that $x_{n_{k}}^{*} \rightharpoonup x^{*}$ and $z_{n_{k}}^{*} \rightarrow z^{*}$. The weak*-closedness of the graph of Clarke's subdifferential [23, Proposition 2.1.5] along with (7.11) and (7.9) implies that

$$
\begin{equation*}
x^{*} \in \partial_{x}^{C} g(x, \rho(v, x) L v), z^{*} \in \partial_{z} g(x, \rho(v, x) L v) . \tag{7.14}
\end{equation*}
$$

Now, Lemma 7.3 implies that

$$
\left\langle z^{*}, L v\right\rangle \geq \frac{-g(x, 0)}{\rho(v, x)}>0
$$

and, so, by passing to the (inferior) limit in 7.13), we arrive at

$$
\begin{equation*}
\left\langle z^{*}, L v\right\rangle \liminf _{n \rightarrow \infty} t_{n}^{-1}\left(\rho\left(x+t_{n} w, v\right)-\rho(v, x)\right) \leq-\left\langle x^{*}, w\right\rangle . \tag{7.15}
\end{equation*}
$$

Therefore, since $y^{*} \in \partial_{F} \rho(v, x)$,

$$
\left\langle y^{*}, w\right\rangle \leq \liminf _{n \rightarrow \infty} t_{n}^{-1}\left(\rho\left(x+t_{n} w, v\right)-\rho(v, x)\right) \leq \frac{-1}{\left\langle z^{*}, L v\right\rangle}\left\langle x^{*}, w\right\rangle
$$

as we wanted to prove.

Next, we give the desired estimate of the set $\partial_{F} \mathrm{e}(v, x)$. Recall that $\chi$ is the density of the one-dimensional Chi-distribution with $m$ degrees of freedom (see (7.6).

Theorem 7.7 Let $x \in X$ with $g(x, 0)<0$ and $v \in F(x)$ be arbitrary. Then, for every $y^{*} \in$ $\partial_{F} \mathrm{e}(v, x)$ and every $w \in X$, there exist $x^{*} \in \partial_{x}^{C} g(x, \rho(v, x) L v)$ and $z^{*} \in \partial_{z} g(x, \rho(v, x) L v)$ such that

$$
\left\langle y^{*}, w\right\rangle \leq \frac{-\chi(\rho(v, x))}{\left\langle z^{*}, L v\right\rangle}\left\langle x^{*}, w\right\rangle .
$$

Consequently, if $M_{x, v}$ denotes a Lipschitz constant of $g(\cdot, \rho(v, x) L v)$ at x, then

$$
\left\|y^{*}\right\| \leq \frac{\rho(v, x) \cdot \chi(\rho(v, x))}{|g(x, 0)|} M_{x, v} \quad \forall y^{*} \in \partial_{F} \mathrm{e}(v, x) .
$$

Proof. By (7.5), for all $y$ close to $x$ we may write e $(v, y)=F_{\eta}(\rho(v, y))$, with $\rho(v, y)<\infty$, as a consequence of Lemma 7.2 . Since $F_{\eta}$ is continuously differentiable and nondecreasing (as a distribution function), $F_{\eta}^{\prime}(t) \geq 0$ for all $t \in \mathbb{R}$ and, from the calculus of Fréchet subdifferentials (e.g., [76, Corollary 1.14.1 and Proposition 1.11]), we obtain that

$$
\begin{aligned}
\partial_{F} \mathrm{e}(v, x) & =\partial_{F}\left(F_{\eta}^{\prime}(\rho(v, x)) \rho(\cdot, v)\right)(x) \\
& =F_{\eta}^{\prime}(\rho(v, x)) \partial_{F} \rho(\cdot, v)(x)=\chi(\rho(v, x)) \partial_{F} \rho(v, x) .
\end{aligned}
$$

Combination with Proposition 7.6 yields the first assertion.
To prove the second assertion, from the first part of the proposition we choose elements $x^{*} \in \partial_{x}^{C} g(x, \rho(v, x) L v)$ and $z^{*} \in \partial_{z} g(x, \rho(v, x) L v)$ such that

$$
\left\langle y^{*}, w\right\rangle \leq\left|\frac{-\chi(\rho(v, x))}{\left\langle z^{*}, L v\right\rangle}\right|\left\|x^{*}\right\|\|w\|,
$$

and so, since $\left\langle z^{*}, L v\right\rangle \geq \frac{-g(x, 0)}{\rho(v, x)}>0$ by Lemma 7.3 .

$$
\left\langle y^{*}, w\right\rangle \leq \frac{\rho(v, x) \cdot \chi(\rho(v, x))}{|g(x, 0)|} M_{x, v}\|w\|,
$$

yielding the desired conclusion.

We shall also need the following result.
Corollary 7.8 (i) For every $x_{0} \in X$ with $g\left(x_{0}, 0\right)<0$ and every $v_{0} \in F\left(x_{0}\right)$ there exist neighborhoods $\tilde{U}$ of $x_{0}$ and $\tilde{V}$ of $v_{0}$ as well as some $\alpha>0$ such that

$$
\begin{equation*}
\partial_{F} \mathrm{e}(v, x) \subseteq \mathbb{B}(0, \alpha) \quad \forall(v, x) \in\left(\tilde{V} \cap \mathbb{S}^{m-1}\right) \times \tilde{U} \tag{7.16}
\end{equation*}
$$

(ii) For all $x \in X$ with $g(x, 0)<0$ and for all $v \in I(x)$ one has that $\partial_{F} \mathrm{e}(v, x) \subseteq\{0\}$.

Proof. (i) Let $M>0$ and define open neighborhoods $\tilde{U}$ of $x_{0}$ and $\tilde{V}$ of $v_{0}$ such that $M$ is a Lipschitz constant of $g$ on $\tilde{U} \times \tilde{V}$ and, for all $(v, x) \in\left(\tilde{V} \cap \mathbb{S}^{m-1}\right) \times \tilde{U}$ (recall Lemma 7.2,

$$
g(x, 0)<0, \rho(v, x)<\infty
$$

Hence, by Theorem 7.7,

$$
\partial_{F} \mathrm{e}(v, x) \subseteq \mathbb{B}(0, \alpha(v, x)),
$$

where

$$
\alpha(v, x):=\frac{\rho(v, x) \cdot \chi(\rho(v, x))}{|g(x, 0)|} M_{x, v} .
$$

Taking into account the continuity of $\rho$ (see Lemma 7.1), we may suppose for all $(v, x) \in$ $\left(\tilde{V} \cap \mathbb{S}^{m-1}\right) \times \tilde{U}$ that $M$ is a Lipschitz constant for $g(\cdot, \rho(v, x) L v)$ at the point $x(\in \tilde{U})$. Thus, we can replace $M_{x, v}$ by $M$ in the definition of $\alpha$ above. Moreover, since $g$ is continuous (also by

Lemma 7.1, as well as the Chi-density $\chi$, we deduce that $\alpha$ is continuous on $\left(\tilde{V} \cap \mathbb{S}^{m-1}\right) \times \tilde{U}$. Then, after shrinking $\tilde{V} \times \tilde{U}$ if necessary, we may assume that for some $\alpha>0$

$$
\alpha(v, x) \leq \alpha \quad \forall(v, x) \in\left(\tilde{V} \cap \mathbb{S}^{m-1}\right) \times \tilde{U} .
$$

This proves (7.16).
(ii) As already observed in the proof of Proposition $7.4, v \in I(x)$ implies that $\mathrm{e}(v, x)=1$. Consequently, the function $\mathrm{e}(v, \cdot)$ (as the value of a probability) reaches a global maximum at $x$. Let $x^{*} \in \partial_{F} \mathrm{e}(v, x)$ and $u \in X \backslash\{0\}$ be arbitrary. Then,

$$
\begin{aligned}
-\left\langle x^{*}, \frac{u}{\|u\|}\right\rangle & =\liminf _{n \rightarrow \infty}-\frac{\left\langle x^{*}, n^{-1} u\right\rangle}{\left\|n^{-1} u\right\|} \\
& \geq \liminf _{n \rightarrow \infty} \frac{\mathrm{e}\left(x+n^{-1} u, v\right)-\mathrm{e}(v, x)-\left\langle x^{*}, n^{-1} u\right\rangle}{\left\|n^{-1} u\right\|} \\
& \geq \liminf _{h \rightarrow 0} \frac{\mathrm{e}(x+h, v)-\mathrm{e}(v, x)-\left\langle x^{*}, h\right\rangle}{\|h\|} \geq 0 .
\end{aligned}
$$

Hence $\left\langle x^{*}, u\right\rangle \leq 0$ for all $u \in X$, and so $x^{*}=0$ as desired.
Definition 7.9 For $x \in X$ and $l>0$, we call

$$
C_{l}(x):=\left\{h \in X \left\lvert\, g^{\circ}(\cdot, z)(y ; h) \leq l\|z\|^{-m} \mathrm{e}^{\frac{\|z\| \|^{2}}{2\| \|^{2}}}\|h\| \forall y \in \mathbb{B}(x, 1 / l)\right.,\|z\| \geq l\right\}
$$

the l-cone of nice directions at $x \in X$. We denote the polar cone to $C_{l}(x)$ as $C_{l}^{-}(x)$.
Note that, by positive homogeneity of Clarke's directional derivative, $\left\{C_{l}\right\}_{l \in \mathbb{N}}$ defines a nondecreasing sequence of closed cones.

We give in the following theorem another estimate for $\partial_{F} \mathrm{e}(v, x)$, which will be useful in the sequel.

Theorem 7.10 Fix $x_{0} \in X$ such that $g\left(x_{0}, 0\right)<0$. Then, for every $l>0$, there exists some neighborhood $U$ of $x_{0}$ and some $R>0$ such that

$$
\partial_{F} \mathrm{e}(v, x) \subseteq \mathbb{B}(0, R)-C_{l}^{-}\left(x_{0}\right) \quad \forall x \in U, v \in \mathbb{S}^{m-1}
$$

Proof. Let $l>0$ be arbitrarily fixed. It will be sufficient to show that for every $v_{0} \in \mathbb{S}^{m-1}$ there are neighborhoods $\bar{U}$ of $x_{0}$ and $\bar{V}$ of $v_{0}$ and some $R>0$ such that

$$
\begin{equation*}
\partial_{F} \mathrm{e}(v, x) \subseteq \mathbb{B}(0, R)-C_{l}^{-}\left(x_{0}\right) \quad \forall(v, x) \in\left(\bar{V} \cap \mathbb{S}^{m-1}\right) \times \bar{U} . \tag{7.17}
\end{equation*}
$$

If this holds true, then the global inclusion in the statement of this proposition will follow from the local ones above by a standard compactness argument with respect to $\mathbb{S}^{m-1}$.

In order to prove (7.17), fix an arbitrary $v_{0} \in \mathbb{S}^{m-1}$. Assume first that $v_{0} \in I\left(x_{0}\right)$. Then, define open neighborhoods $U^{*}$ of $x_{0}$ and $V^{*}$ of $v_{0}$ such that $U^{*} \subseteq \mathbb{B}\left(x_{0}, 1 / l\right)$ (with $l>0$ as fixed above) and, for all $x \in U^{*}$ and $v \in V^{*} \cap F(x)$,

$$
g(x, 0) \leq \frac{1}{2} g\left(x_{0}, 0\right)<0, \rho(v, x)\|L v\| \geq l
$$

Note, that the last inequality is possible by virtue of 2 . in Lemma 7.1 and by $L$ being nonsingular and $\mathbb{S}^{m-1}$ being compact (therefore $\|L v\| \geq \delta$ for all $v \in \mathbb{S}^{m-1}$ and some $\delta>0$ ). From Corollary 7.8(ii) we derive that

$$
\begin{equation*}
\partial_{F} \mathrm{e}(v, x) \subseteq\{0\} \quad \forall x \in U^{*}, v \in I(x) \tag{7.18}
\end{equation*}
$$

Now, consider an arbitrary $(v, x) \in V^{*} \times U^{*}$ such that $v \in F(x)$. Let also $y^{*} \in \partial_{F} \mathrm{e}(v, x)$ and $h \in-C_{l}\left(x_{0}\right)$ be arbitrarily given. Then, by Theorem 7.7, there exist $x^{*} \in \partial_{x}^{C} g(x, \rho(v, x) L v)$ and $z^{*} \in \partial_{z} g(x, \rho(v, x) L v)$ such that

$$
\begin{equation*}
\left\langle y^{*}, h\right\rangle \leq \frac{\chi(\rho(v, x))}{\left\langle z^{*}, L v\right\rangle}\left\langle x^{*},-h\right\rangle \leq \frac{\chi(\rho(v, x))}{\left\langle z^{*}, L v\right\rangle} g^{\circ}(\cdot, \rho(v, x) L v)(x ;-h), \tag{7.19}
\end{equation*}
$$

where the last inequality relies on (1.1) and on the fact that both the density function $\chi$ and $\left\langle z^{*}, L v\right\rangle$ are positive (see Lemma 7.3). Since $-h \in C_{l}\left(x_{0}\right)$, our conditions on the neighborhoods $U^{*}$ and $V^{*}$ stated above guarantee that

$$
\begin{aligned}
g^{\circ}(\cdot, \rho(v, x) L v)(x ;-h) & \leq l\|\rho(v, x) L v\|^{-m} \mathrm{e}^{\frac{\|\rho(v, x) L v\|^{2}}{2\|L\|^{2}}}\|h\| \\
& \leq l\|\rho(v, x) L v\|^{-m} \mathrm{e}^{\frac{\rho(v, x)^{2}}{2}}\|h\|,
\end{aligned}
$$

where we used the triangle inequality. This allows us to continue 7.19 as

$$
\begin{aligned}
\left\langle y^{*}, h\right\rangle & \leq \frac{\chi(\rho(v, x)) \rho(v, x) l}{|g(x, 0)|}\|\rho(v, x) L v\|^{-m} \mathrm{e}^{\frac{\rho(v, x)^{2}}{2}}\|h\| \\
& =\frac{l K}{|g(x, 0)|}\|L v\|^{-m}\|h\|
\end{aligned}
$$

where we used Lemma 7.3 and the definition of the Chi-density with $m$ degrees of freedom (see (7.6). Owing to $g(x, 0) \leq \frac{1}{2} g\left(x_{0}, 0\right)<0$, we may continue as

$$
\begin{equation*}
\left\langle y^{*}, h\right\rangle \leq \frac{2 l K K^{*}}{\left|g\left(x_{0}, 0\right)\right|}\|h\| \tag{7.20}
\end{equation*}
$$

where (recall that $L$ is nonsingular)

$$
K^{*}:=\max _{v \in \mathbb{S}^{m-1}}\|L v\|^{-m} \in \mathbb{R}_{+}
$$

Consequently, we have shown that for some $\tilde{K}>0$, which is independent of $x$ and $v$,

$$
\left\langle y^{*}, h\right\rangle \leq \tilde{K}\|h\| \quad \forall y^{*} \in \partial_{F} \mathrm{e}(v, x), h \in-C_{l}\left(x_{0}\right) .
$$

Using indicator and support functions, respectively, this relation is rewritten as, for all $h \in X$,

$$
\begin{aligned}
\left\langle y^{*}, h\right\rangle & \leq \tilde{K}\|h\|+\delta_{-\overline{\operatorname{co}} C_{l}\left(x_{0}\right)}(h) \\
& =\sigma_{\mathbb{B}_{\tilde{K}}(0)}(h)+\sigma_{-C_{l}^{-}\left(x_{0}\right)}(h) \\
& =\sigma_{\left(\mathbb{B}_{\tilde{K}}(0)-C_{l}^{-}\left(x_{0}\right)\right)}(h) .
\end{aligned}
$$

Consequently, we get

$$
\sigma_{\partial_{F}(v, x)}(h) \leq \sigma_{\left(\mathbb{B}_{\tilde{K}}^{*}(0)-C_{l}^{-}\left(x_{0}\right)\right)}(h) \quad \forall h \in X,
$$

which entails the inclusion

$$
\partial_{F} \mathrm{e}(v, x) \subseteq \mathbb{B}_{\tilde{K}}(0)-C_{l}^{-}\left(x_{0}\right)
$$

Since $(v, x) \in V^{*} \times U^{*}$ with $v \in F(x)$ were chosen arbitrarily, we may combine this with (7.18) to derive that

$$
\partial_{F} \mathrm{e}(v, x) \subseteq \mathbb{B}_{\tilde{K}}(0)-C_{l}^{-}\left(x_{0}\right) \quad \forall(v, x) \in\left(V^{*} \cap \mathbb{S}^{m-1}\right) \times U^{*}
$$

Now, we suppose that $v_{0} \in F\left(x_{0}\right)$. Then Corollary 7.8(i) guarantees the existence of neighborhoods $\tilde{U}$ of $x_{0}$ and $\tilde{V}$ of $v_{0}$ as well as some $\alpha>0$ such that relation 7.16 holds true.

Corollary 7.11 Fix $x_{0} \in X$ such that $g\left(x_{0}, 0\right)<0$, and assume one of the following alternative conditions:

$$
\begin{equation*}
\left\{z \in \mathbb{R}^{m} \mid g\left(x_{0}, z\right) \leq 0\right\} \text { is a bounded set, } \tag{7.21}
\end{equation*}
$$

or

$$
\begin{equation*}
\exists l>0 \text { such that } C_{l}\left(x_{0}\right)=X \tag{7.22}
\end{equation*}
$$

Then the partial radial probability functions $\mathrm{e}(v, \cdot), v \in \mathbb{S}^{m-1}$, are uniformly locally Lipschitzian around $x_{0}$ with some common Lipschitz constant independent of $v$.

Proof. In the case of (7.21, one has that $I\left(x_{0}\right)=\emptyset$, whence $F\left(x_{0}\right)=\mathbb{S}^{m-1}$. Then, by Corollary 7.8(i), for every $v_{0} \in \mathbb{S}^{m-1}$ there exist neighborhoods $\tilde{U}_{v_{0}}$ of $x_{0}$ and $\tilde{V}_{v_{0}}$ of $v_{0}$ as well as some $\alpha_{v_{0}}>0$ such that

$$
\partial_{F} \mathrm{e}(v, x) \subseteq \mathbb{B}\left(0, \alpha_{v_{0}}\right) \quad \forall(v, x) \in\left(\tilde{V}_{v_{0}} \cap \mathbb{S}^{m-1}\right) \times \tilde{U}_{v_{0}}
$$

Then, by the evident compactness argument with respect to the sphere $\mathbb{S}^{m-1}$ already alluded to in the beginning of the proof of Theorem 7.10 , we derive the existence of a neighborhood $\tilde{U}$ of $x_{0}$ and of some $\alpha>0$ such that

$$
\partial_{F} \mathrm{e}(v, x) \subseteq \mathbb{B}(0, \alpha) \quad \forall(v, x) \in \mathbb{S}^{m-1} \times \tilde{U}
$$

In the case of 7.22 , the same relation (with $\alpha:=R$ ) is a direct consequence of Theorem 7.10 upon taking into account that $C_{l}\left(x_{0}\right)=X$ entails that $-C_{l}^{-}\left(x_{0}\right)=\{0\}$. Now, the claimed statement on uniform Lipschitz continuity follows from [84, Theorem 3.5.2].

### 7.5 Subdifferential of the Gaussian probability function

$$
\varphi
$$

In this section, we provide the required formulae for the Fréchet, the Mordukhovich, and the Clarke subdifferentials of the Gaussian probability function $\varphi$, defined in (7.1). These results are next illustrated in Example 7.15, and in Subsection 7.5.3 to discuss the Lipschitz continuity and differentiability of $\varphi$. Finally, we study in this section, Subsection 7.5.4, the special and interesting setting of probability functions given by means of finite systems of smooth inequalities. In this case, formulae of the subdifferentials of $\varphi$ are expressed in terms of the initial data in (7.1), i.e., in terms of the function $g$. All this is done under our standard assumption (H).

### 7.5.1 Main Result

Now, we are in a position to prove the main result of our paper.
Theorem 7.12 Let $x_{0} \in X$ be such that $g\left(x_{0}, 0\right)<0$. Assume that the cone $C_{l}\left(x_{0}\right)$ has a non-empty interior for some $l>0$. Then,
(i) $\partial_{M} \varphi\left(x_{0}\right) \subseteq \mathrm{cl}^{*}\left\{\int_{\mathbb{S}^{m-1}} \partial_{M} \mathrm{e}\left(v, x_{0}\right) \mathrm{d} \mu_{\zeta}(v)-C_{l}^{-}\left(x_{0}\right)\right\}$.
(ii) Provided that $X$ is finite-dimensional,

$$
\partial_{M} \varphi\left(x_{0}\right) \subseteq \int_{\mathbb{S}^{m-1}} \partial_{M} \mathrm{e}\left(v, x_{0}\right) \mathrm{d} \mu_{\zeta}(v)-C_{l}^{-}\left(x_{0}\right)
$$

(iii) $\partial^{\infty} \varphi\left(x_{0}\right) \subseteq-C_{l}^{-}\left(x_{0}\right)$.
(vi) $\partial_{C} \varphi\left(x_{0}\right) \subseteq \overline{\mathrm{co}}\left\{\int_{\mathbb{S}^{m-1}} \partial_{M} \mathrm{e}\left(v, x_{0}\right) \mathrm{d} \mu_{\zeta}(v)-C_{l}^{-}\left(x_{0}\right)\right\}$.

Proof. We apply Proposition 6.27 by putting

$$
f(\omega, x):=\mathrm{e}(\omega, x), C:=-C_{l}^{-}\left(x_{0}\right),
$$

and using the measurable space $\left(\mathbb{S}^{m-1}, \mathcal{A}, \mu_{\zeta}\right)$, with $\mathcal{A}$ being the $\sigma$-Algebra of measurable sets with respect to $\mu_{\zeta}$. It is known that $\mu_{\zeta}$ is $\sigma$-finite and complete. The measurability property of $f$ and the lower semicontinuity of $f(\omega, \cdot)$ are consequences of the continuity of e (see Proposition 7.4). The cone $C^{-}=\overline{\mathrm{co}} C_{l}\left(x_{0}\right)$ has a non-empty interior, by the current assumption. Condition (6.6) is a consequence of Theorem 7.10 upon defining $\mathcal{K}(\omega):=R$ for all $\omega \in \Omega=\mathbb{S}^{m-1}$, and observing that $\mathcal{K} \in \mathrm{L}^{1}\left(\mathbb{S}^{m-1}, \mathbb{R}\right)$, due to $\mathbb{S}^{m-1}$ having finite $\left(\mu_{\zeta}{ }^{-}\right)$ measure. Now, the claimed result follows from Proposition 6.27 by taking into account that $I_{f}=\varphi$ thanks to (7.2).

Our main result motivates some investigation about the impact of the parameter $l>0$ in the definition of the cones $C_{l}^{-}\left(x_{0}\right), x_{0} \in X$. From Definition 7.9, it follows immediately that $\left(C_{l}\left(x_{0}\right)\right)_{l \geq 0}$ forms a non-decreasing family of closed cones, and hence

$$
\begin{equation*}
C_{k}\left(x_{0}\right) \subseteq C_{k+1}\left(x_{0}\right) ; \quad C_{k}^{*}\left(x_{0}\right) \supseteqq C_{k+1}^{*}\left(x_{0}\right) \quad \forall k \in \mathbb{N} . \tag{7.23}
\end{equation*}
$$

Moreover, $C_{k}\left(x_{0}\right)$ having a non-empty interior as required in Theorem 7.12, implies that $C_{k+1}\left(x_{0}\right)$ does so too. This means that the upper estimates in the results of Theorem 7.12 become increasingly precise for $k \rightarrow \infty$. This immediately raises the question if we may pass to the limit in this result. Let us then introduce the limiting cone of nice directions

$$
\begin{gathered}
C_{\infty}\left(x_{0}\right):=\bigcup_{k \in \mathbb{N}} C_{k}\left(x_{0}\right)= \\
\left\{h \in X \mid \exists k \in \mathbb{N}: g^{\circ}(\cdot, z)(y ; h) \leq k\|z\|^{-m} \exp \left(\frac{\|z\|^{2}}{2\|L\|^{2}}\right)\|h\|, \forall y \in \mathbb{B}\left(x, \frac{1}{k}\right),\|z\| \geq k\right\} .
\end{gathered}
$$

The reader can simply notice (through Baire's Theorem) the non-emptiness of the interior of $C_{\infty}\left(x_{0}\right)$ is equivalent to the non-emptiness of the interior of $C_{l}\left(x_{0}\right)$ for some $l>0$. As far as the singular subdifferential is concerned, we may immediately pass to the limit:

Proposition 7.13 Fix $x_{0} \in X$ with $g\left(x_{0}, 0\right)<0$, and assume that $C_{l}\left(x_{0}\right)$ has a non-empty interior for some $l>0$. Then $\partial^{\infty} \varphi\left(x_{0}\right) \subseteq-C_{\infty}^{*}\left(x_{0}\right)$.

Proof. By Theorem 7.12 (iii) we have that $\partial^{\infty} \varphi\left(x_{0}\right) \subseteq-C_{l}^{-}\left(x_{0}\right)$. Since along with $C_{l}\left(x_{0}\right)$ the larger cones $C_{k}\left(x_{0}\right)$ for $k \in \mathbb{N}, k \geq l$, have non-empty interiors too, it follows that

$$
\partial^{\infty} \varphi\left(x_{0}\right) \subseteq \bigcap_{k \in \mathbb{N}, k \geq l}-C_{k}^{*}\left(x_{0}\right)=-\left(\bigcup_{k \in \mathbb{N}} C_{k}\left(x_{0}\right)\right)^{*}=-C_{\infty}^{*}\left(x_{0}\right),
$$

where the first equality relies on (7.23).

In order to formulate a corresponding result for the Mordukhovich and Clarke subdifferentials, we need an additional boundedness assumption:

Proposition 7.14 Fix $x_{0} \in X$ with $g\left(x_{0}, 0\right)<0$, and assume that $C_{l}\left(x_{0}\right)$ has a non-empty interior for some $l>0$. Moreover, suppose that $\partial_{M} \mathrm{e}\left(v, x_{0}\right)$ is integrably bounded; i.e., there exists some function $\varrho: \mathbb{S}^{m-1} \rightarrow \mathbb{R}_{+}$with $\int_{\mathbb{S}^{m-1}} \varrho(v) \mathrm{d} \mu_{\zeta}(v)<\infty$ such that

$$
\partial^{M} \mathrm{e}\left(v, x_{0}\right) \subseteq \mathbb{B}(0, \varrho(v)) \quad \mu_{\zeta}-a . \text { e. } v \in \mathbb{S}^{m-1}
$$

Then

$$
\partial_{M} \varphi\left(x_{0}\right) \subseteq \partial_{C} \varphi\left(x_{0}\right) \subseteq \mathrm{cl}\left\{\int_{\mathbb{S}^{m-1}} \partial_{M} \mathrm{e}\left(v, x_{0}\right) \mathrm{d} \mu_{\zeta}(v)\right\}-C_{\infty}^{*}\left(x_{0}\right)
$$

Proof. For the purpose of abbreviation, put

$$
\mathcal{I}:=\int_{\mathbb{S}^{m-1}} \partial_{M} \mathrm{e}\left(v, x_{0}\right) \mathrm{d} \mu_{\zeta}(v)
$$

From our assumption on $\mathbb{B e}\left(v, x_{0}\right)$, being integrably bounded, it follows that $\mathcal{I}$ is bounded too. Consequently, $\mathrm{cl}^{*} \mathcal{I}$ is $w^{*}$-compact. With $C_{l}\left(x_{0}\right)$ having a non-empty interior, for all $k \in \mathbb{N}$ with $k \geq l$, from Theorem 7.12 (i) it follows that

$$
\partial_{M} \varphi\left(x_{0}\right) \subseteq \operatorname{cl}^{*}\left\{\mathcal{I}-C_{k}^{*}\left(x_{0}\right)\right\}=\operatorname{cl}^{*} \mathcal{I}-C_{k}^{*}\left(x_{0}\right) \quad \forall k \geq l
$$

Due to (7.23), we may continue as

$$
\begin{equation*}
\partial_{M} \varphi\left(x_{0}\right) \subseteq \bigcap_{k \in \mathbb{N}}\left\{\mathrm{cl}^{*} \mathcal{I}-C_{k}^{*}\left(x_{0}\right)\right\} \tag{7.24}
\end{equation*}
$$

which in turn, using again the $w^{*}$-compacity of $\mathrm{cl}^{*} \mathcal{I}$, gives us

$$
\partial_{M} \varphi\left(x_{0}\right) \subseteq \operatorname{cl}^{*} \mathcal{I}-\bigcap_{k \in \mathbb{N}} C_{k}^{*}\left(x_{0}\right)=\mathrm{cl}^{*} \mathcal{I}-\left(\bigcup_{k \in \mathbb{N}} C_{k}\left(x_{0}\right)\right)^{*}=\mathrm{cl}^{*} \mathcal{I}-C_{\infty}^{*}\left(x_{0}\right)
$$

Now, by [84, Theorem 3.57], by Proposition 7.13, and by convexity of $C_{\infty}^{*}\left(x_{0}\right)$, we arrive at

$$
\begin{aligned}
\partial_{C} \varphi\left(x_{0}\right) & =\overline{\mathrm{co}}\left\{\partial_{M} \varphi\left(x_{0}\right)+\partial_{M}^{\infty} \varphi\left(x_{0}\right)\right\} \\
& \subseteq \overline{\mathrm{co}}\left\{\mathrm{cl}^{*} \mathcal{I}-C_{\infty}^{*}\left(x_{0}\right)-C_{\infty}^{*}\left(x_{0}\right)\right\} \\
& =\overline{\mathrm{co}}\left\{\mathrm{cl}^{*} \mathcal{I}-C_{\infty}^{*}\left(x_{0}\right)\right\}
\end{aligned}
$$

Now, as a consequence of [96, Theorem 3.1], the strong closure $\mathrm{cl} \mathcal{I}$ is convex (the measure $\mu_{\zeta}$ being nonatomic), so that $\mathrm{cl}^{*} \mathcal{I}=\operatorname{cl} \mathcal{I}$ is convex, and the last inclusion above reads

$$
\partial_{C} \varphi\left(x_{0}\right) \subseteq \mathrm{clI}-C_{\infty}^{*}\left(x_{0}\right)
$$

This finishes the proof of our proposition.

### 7.5.2 Two illustrating examples

In the following, we provide two example which, on the one hand, serves as an illustration of our main result Theorem 7.12 and, on the other hand, shows that even for a continuously differentiable inequality $g(x, \xi) \leq 0$, satisfying a basic constraint qualification, the associated probability function $\varphi$ may fail to be differentiable, actually even to be locally Lipschitzian (though it is continuous due to the constraint qualification; see Theorem 7.5).

Example 7.15 Define the function $g: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
g\left(x, z_{1}, z_{2}\right):=\alpha(x) \mathrm{e}^{h\left(z_{1}\right)}+z_{2}-1
$$

where

$$
\begin{gathered}
\alpha(x):= \begin{cases}x^{2} & x \geq 0 \\
0 & x<0\end{cases} \\
h(t):=-1-4 \log (1-\Phi(t)) ; \quad \Phi(t):=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{t} \mathrm{e}^{-\tau^{2} / 2} \mathrm{~d} \tau
\end{gathered}
$$

i.e., $\Phi$ is the distribution function of the one-dimensional standard normal distribution. Moreover, let $\xi$ have a bivariate standard normal distribution, i.e.,

$$
\xi=\left(\xi_{1}, \xi_{2}\right) \sim \mathcal{N}\left((0,0),\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right)
$$

The following properties are shown in the Appendix:

1. $g$ is continuously differentiable.
2. $g$ is convex in $\left(z_{1}, z_{2}\right)$.
3. $g(0,0,0)<0$.
4. $C_{1}(0)=(-\infty, 0]$.
5. $\int_{\mathbb{S}^{1}} \partial_{M} \mathrm{e}(v, 0) \mathrm{d} \mu_{\zeta}(v) \subseteq(-\infty, 0]$.
6. $\varphi$ fails to be locally Lipschitzian in 0 .

Observe that, by 1. and 2., $g$ satisfies our basic data assumptions, (H), and that 3 . forces the probability function $\varphi$ to be continuous. On the other hand, by $6 ., \varphi$ is not locally Lipschitzian -much less differentiable - in 0 despite the continuous differentiability of $g$ and the satisfaction of Slater's condition. Now, Theorem 7.12(ii), along with 4. and 5. provides that

$$
\partial_{M} \varphi(0) \subseteq(-\infty, 0]-[0, \infty)=(-\infty, 0], \quad \partial^{\infty} \varphi(0) \subseteq(-\infty, 0]
$$

On the other hand, analytical verification along with the formula for $\varphi$ provided in the Appendix (or alternatively visual inspection of the graph of $\varphi$ ) yields that $\partial_{M} \varphi(0)=\{0\}$ and $\partial^{\infty} \varphi(0)=(-\infty, 0]$, so that the upper estimate for the singular subdifferential is strict, while the one for the basic subdifferential is not (nevertheless this upper estimate is nontrivial due to being smaller than the whole space).

The second example shows a probability function which not satisfies the exponential growth condition at $x_{0}$ imposed in [122, 123, which is,

$$
\begin{equation*}
\exists l>0:\left\|\nabla_{x} g(x, z)\right\| \leq l \mathrm{e}^{\|z\|} \quad \forall x \in \mathbb{B}\left(x_{0}, 1 / l\right),\|z\| \geq l \tag{7.25}
\end{equation*}
$$

However using our results one can prove that the probability function is continuously differentiable.

Example 7.16 Define the function $g: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
g\left(x, z_{1}, z_{2}\right):=\alpha(x) \frac{\exp \left(z_{1}^{2} / 2\right)}{z_{1}^{2}+4}+z_{2}-1
$$

where

$$
\alpha(x):= \begin{cases}x^{2} & x \geq 0 \\ 0 & x<0\end{cases}
$$

Moreover, let $\xi$ have a bivariate standard normal distribution, i.e.,

$$
\xi=\left(\xi_{1}, \xi_{2}\right) \sim \mathcal{N}\left((0,0),\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right)
$$

The following properties are shown in the Appendix:

1. $g$ is continuously differentiable.
2. $g$ is convex in $\left(z_{1}, z_{2}\right)$.
3. $g(0,0,0)<0$.
4. $C_{1}(0)=\mathbb{R}$.
5. $g$ does not satisfy the exponential growth condition at $x_{0}=0$.
6. $\varphi$ is continuously differentiable at 0 .

### 7.5.3 Lipschitz continuity and differentiability of $\varphi$

The following result on Lipschitz continuity of the probability function $\varphi$ is an immediate consequence of Clarke's Theorem on interchanging subdifferentiation and integration 23 , Theorem 2.7.2] and of Corollary 7.11, but also it can be obtained from Corollary 6.27 considering $C=\{0\}$ :

Theorem 7.17 Fix $x \in X$ such that $g(x, 0)<0$. Under one of the alternative conditions (7.21) or (7.22), the probability function $\varphi$ is locally Lipschitz near $x$ and the following estimate holds true:

$$
\begin{equation*}
\partial_{C} \varphi(x) \subseteq \int_{\mathbb{S}^{m-1}} \partial_{M} \mathrm{e}(v, x) \mathrm{d} \mu_{\zeta}(v) \tag{7.26}
\end{equation*}
$$

The next result provides conditions for differentiability of the probability function $\varphi$; recall that $\# A$ denotes the cardinal of a set $A$.

Proposition 7.18 In addition to the assumptions of Theorem 7.17, assume that

$$
\begin{equation*}
\# \partial_{M} \mathrm{e}(v, x)=1 \quad \mu_{\zeta^{-}} \text {a.e. } v \in \mathbb{S}^{m-1} \tag{7.27}
\end{equation*}
$$

Then $\varphi$ is strictly differentiable at $x$ and

$$
\nabla \varphi(x)=\int_{v \in \mathbb{S}^{m-1}} \nabla \mathrm{e}(v, x) \mathrm{d} \mu_{\zeta}(v)
$$

Consequently, if $X$ is finite-dimensional and (7.27) holds true in some neighborhood of $x$, then $\varphi$ is even continuously differentiable at $x$.

Proof. From the assumptions one can apply directly Corollary 6.31 and thus one gets the conclusions.

### 7.5.4 Application to a finite system of smooth inequalities

In order to benefit from Theorem 7.12 , one has to be able to express the integrand $\mathbb{B e}\left(v, x_{0}\right)$ in terms of the initial data in 7.1), i.e., in terms of the function $g$. We will illustrate this for
the case of a probability function defined over a finite system of continuously differentiable inequalities which are convex in their second argument:

$$
\begin{equation*}
\varphi(x):=\mathbb{P}\left(g_{\mathrm{i}}(x, \xi) \leq 0, \mathrm{i}=1, \ldots, p\right), x \in X . \tag{7.28}
\end{equation*}
$$

Clearly, this can be recast in the form of (7.1) upon defining

$$
\begin{equation*}
g:=\max _{\mathrm{i}=1, \ldots, p} g_{\mathrm{i}}, \tag{7.29}
\end{equation*}
$$

where $g$ is locally Lipschitz as required and convex in the second argument because the $g_{\mathrm{i}}$ 's are supposed to be so. Since $g(x, 0)<0$ implies that $g_{\mathrm{i}}(x, 0)<0$ for all $\mathrm{i}=1, \ldots, p$, we may associate with each component a function $\rho_{\mathrm{i}}$ satisfying the relation $g_{\mathrm{i}}\left(x, \rho_{\mathrm{i}}(v, x) L v\right)=0$, as we did in (7.4). The relation between $\rho$ associated via (7.4) with $g$ in (7.29) is, clearly,

$$
\begin{equation*}
\rho(v, x)=\min _{\mathrm{i}=1, \ldots, p} \rho_{\mathrm{i}}(v, x) \quad \forall x: g(x, 0)<0, \forall v \in F(x) . \tag{7.30}
\end{equation*}
$$

Note, however, that unlike $\rho$, the functions $\rho_{\mathrm{i}}$ are continuously differentiable because the $g_{\mathrm{i}}$ 's are so. This is a consequence of the Implicit Function Theorem (see [55, Lemma 3.2]), which moreover yields the gradient formulae, for all $x$ with $g(x, 0)<0$ and all $v \in F(x)$,

$$
\nabla_{x} \rho_{\mathrm{i}}(v, x)=-\frac{1}{\left\langle\nabla_{z} g_{\mathrm{i}}(x, \rho(v, x) L v), L v\right\rangle} \nabla_{x} g_{\mathrm{i}}(x, \rho(v, x) L v), \mathrm{i}=1, \ldots, p
$$

In the following proposition, we provide an explicit upper estimate of the subdifferential set $\mathbb{B e}\left(v, x_{0}\right)$ in terms of the initial data, which can be used in the formula of Theorem 7.12 to get an upper estimate for the subdifferential of the probability function (7.28):

Proposition 7.19 Fix $x \in X$ such that $g_{\mathrm{i}}(x, 0)<0$ for $\mathrm{i}=1, \ldots, p$. Then, for every $l>0$, there exists some $R>0$ such that the radial probability function associated with $g$ in 7.29 via (7.3) satisfies

$$
\partial_{M} \mathrm{e}(v, x) \subseteq \begin{cases}-\bigcup_{\mathrm{i} \in T(v)}\left\{\frac{\chi(\rho(x, v))}{\left\langle\nabla_{z} g_{\mathrm{i}}(x, \rho(x, v) L v), L v\right\rangle} \nabla_{x} g_{\mathrm{i}}(x, \rho(v, x) L v)\right\} & v \in F(x) \\ \mathbb{B}(0, R)-C_{l}^{-}(x) & v \in I(x)\end{cases}
$$

Here, $T(v):=\left\{\mathrm{i} \in\{1, \ldots, p\} \mid \rho_{\mathrm{i}}(x, v)=\rho(v, x)\right\}$.

Proof. Fix an arbitrary $v \in \mathbb{S}^{m-1}$. Given the continuity of e, we exploit the following representation [84, Theorem 2.34] of the Mordukhovich subdifferential in terms of the Fréchet subdifferential, which holds true in Asplund spaces (hence, in particular for reflexive Banach spaces)

$$
x^{*} \in \mathbb{B e}(v, x) \Longleftrightarrow \exists x_{n} \rightarrow_{n} x \text { and } \exists x_{n}^{*} \rightharpoonup_{n} x^{*}: x_{n}^{*} \in \partial_{F} \mathrm{e}\left(v, x_{n}\right) .
$$

Then, the inclusion $\mathbb{B e}(v, x) \subseteq \mathbb{B}(0, R)-C_{l}^{-}(x)$ follows from Theorem 7.10, since $\mathbb{B}(0, R)$ is weak ${ }^{*}$-compact and $C_{l}^{-}(x)$ is weak ${ }^{*}$-closed, entailing that $\mathbb{B}(0, R)-C_{l}^{-}(x)$ is weak*-closed. This yields the desired estimate of $\mathbb{B e}(v, x)$ when $v \in I(x)$.

Suppose now in addition that $v \in F(x)$, and, according to Lemma 7.2, let $U$ be a neighborhood of $x$ such that, for all $y \in U$,

$$
g(y, 0)<0, v \in F(y) .
$$

From the proof of Theorem 7.7 we have seen that

$$
\partial_{F} \mathrm{e}(v, y)=\chi(\rho(v, y)) \partial_{x}^{F} \rho(v, y), \quad \forall y \in U,
$$

which, by continuity of $\chi$ and by 1 . in Lemma 7.1, immediately entails that

$$
\partial_{M} \mathrm{e}(v, x)=\chi(\rho(v, x)) \partial_{x}^{M} \rho(v, x)
$$

From (7.30) and the calculus rule for minimum functions [84, Proposition 1.113] we conclude that

$$
\partial_{M} \rho(v, x) \subseteq \bigcup_{\mathrm{i} \in T(v)} \nabla_{x} \rho_{\mathrm{i}}(v, x) .
$$

with $T(v)$ being defined as in the statement of the Proposition. Now, the assertion follows from (7.31).

We provide next a concrete characterization for the local Lipschitz continuity/differentiability of the probability function $\varphi$, defined in (7.28), along with an explicit subdifferential/gradient formula:

Theorem 7.20 Fix $x_{0} \in X$ with $g\left(x_{0}, 0\right)<0$, and assume that for some $l>0$ it holds, for $\mathrm{i}=1, \ldots, p$,

$$
\begin{equation*}
\left\|\nabla_{x} g_{\mathrm{i}}(x, z)\right\| \leq l\|z\|^{-m} \mathrm{e}^{\frac{\|z\|^{2}}{\|L\|^{2}}} \quad \forall x \in \mathbb{B}\left(x_{0}, 1 / l\right),\|z\| \geq l . \tag{7.31}
\end{equation*}
$$

Then the probability function (7.28) is locally Lipschitz near $x_{0}$ and there exists a nonnegative number $R \leq \sup \left\{\left\|x^{*}\right\| \mid x^{*} \in \partial_{x}^{M} \mathrm{e}\left(x_{0}, v\right)\right.$ and $\left.v \in I\left(x_{0}\right)\right\}$ such that

$$
\begin{aligned}
\partial^{C} \varphi\left(x_{0}\right) \subseteq & -\int_{v \in F\left(x_{0}\right)} \mathrm{co}\left\{\bigcup_{\mathrm{i} \in T(v)} \frac{\chi\left(\rho\left(x_{0}, v\right)\right) \nabla_{x} g_{\mathrm{i}}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right)}{\left\langle\nabla_{z} g_{\mathrm{i}}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right), L v\right\rangle}\right\} \mathrm{d} \mu_{\zeta}(v) \\
& +\mu_{\zeta}\left(I\left(x_{0}\right)\right) \mathbb{B}^{*}(0, R)
\end{aligned}
$$

Proof. As a maximum of finitely many smooth functions, $g$ is Clarke-regular, so that Clarke's directional derivative of $g$ coincides with its usual directional derivative. Hence, by Danskin's Theorem and by (7.31), we get the following estimate, for all $h \in X, x \in \mathbb{B}_{1 / l}\left(x_{0}\right)$ and $\|z\| \geq l$,

$$
\begin{aligned}
g^{\circ}(\cdot, z)(x ; h) & =\left\langle\nabla_{x} g(x, z), h\right\rangle \\
& =\max \left\{\left\langle\nabla_{x} g_{\mathrm{i}}(x, z), h\right\rangle \mid g_{\mathrm{i}}(x, z)=g(x, z)\right\} \\
& \leq \max _{\mathrm{i}=1, \ldots, p}\left\langle\nabla_{x} g_{\mathrm{i}}(x, z), h\right\rangle \leq l\|z\|^{-m} \mathrm{e}^{\frac{\|z\|^{2}}{2\|L\|^{2}}}\|h\| .
\end{aligned}
$$

Hence, $C_{l}\left(x_{0}\right)=X$ and, so, Theorem 7.17 guarantees that $\varphi$ in 7.28 is locally Lipschitz near $x_{0}$ and that

$$
\begin{equation*}
\partial_{C} \varphi\left(x_{0}\right) \subseteq \int_{F\left(x_{0}\right)} \partial_{C} \mathrm{e}\left(v, x_{0}\right) \mathrm{d} \mu_{\zeta}(v)+\int_{I\left(x_{0}\right)} \partial_{C} \mathrm{e}\left(v, x_{0}\right) \mathrm{d} \mu_{\zeta}(v) \tag{7.32}
\end{equation*}
$$

Since e $(\cdot, v)$ is locally Lipschitzian for all $v \in \mathbb{S}^{m-1}$, it follows from [84, Theorem 3.57] and from Proposition 7.19 that

$$
\begin{aligned}
\partial_{C} \mathrm{e}\left(v, x_{0}\right) & =\overline{\operatorname{co}}\left\{\partial_{M} \mathrm{e}\left(v, x_{0}\right)\right\} \\
& =-\mathrm{co}\left\{\bigcup_{\mathrm{i} \in T(v)} \frac{\chi\left(\rho\left(x_{0}, v\right)\right) \nabla_{x} g_{\mathrm{i}}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right)}{\left\langle\nabla_{z} g_{\mathrm{i}}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right), L v\right\rangle}\right\} .
\end{aligned}
$$

Hence, the first term on the right-hand side of (7.32) coincides with the integral term in the asserted formula above. As for the second term, observe that $\partial_{x}^{C} \mathrm{e}\left(v, x_{0}\right) \subseteq \mathbb{B}(0, R)$ for some $R>0$ by Theorem 7.10, which yields the second term in the upper estimate of this theorem.

From Theorem 7.20 and Proposition 7.18 , we immediately derive the following:
Corollary 7.21 If in the setting of Theorem 7.20 one has that $\mu_{\zeta}\left(I\left(x_{0}\right)\right)=0$ (in particular, under assumption (7.21), or the constant $R$ in Theorem 7.20 is zero, then

$$
\partial_{C} \varphi\left(x_{0}\right) \subseteq-\int_{\mathbb{S}^{m-1}} \operatorname{co}\left\{\bigcup_{i \in T(v)} \frac{\chi\left(\rho\left(x_{0}, v\right)\right) \nabla_{x} g_{\mathrm{i}}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right)}{\left\langle\nabla_{z} g_{\mathrm{i}}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right), L v\right\rangle}\right\} \mathrm{d} \mu_{\zeta}(v)
$$

If, in addition, for $\mu_{\zeta^{-}}$a.e. $v \in \mathbb{S}^{m-1}$ we have that $\# T(v)=1$ (say: $T(v)=\left\{\mathrm{i}^{*}(v)\right\}$ ), then the probability function 7.28 is strictly differentiable with gradient

$$
\nabla \varphi\left(x_{0}\right)=-\int_{v \in \mathbb{S}^{m-1}} \frac{\chi\left(\rho\left(x_{0}, v\right)\right) \nabla_{x} g_{\mathrm{i}^{*}(v)}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right)}{\left\langle\nabla_{z} g_{\mathrm{i}^{*}(v)}\left(x_{0}, \rho\left(x_{0}, v\right) L v\right), L v\right\rangle} \mathrm{d} \mu_{\zeta}(v) .
$$

Consequently, if $X$ is finite-dimensional and $\# T(v)=1$ holds true in some neighborhood of $x$, then $\varphi$ is even continuously differentiable at $x$.

Remark 7.22 It is worth mentioning that under the strengthened (compared with (7.31)) growth condition

$$
\exists l>0:\left\|\nabla_{x} g_{\mathrm{i}}(x, z)\right\| \leq l \mathrm{e}^{\|z\|} \quad \forall x \in \mathbb{B}\left(x_{0}, 1 / l\right),\|z\| \geq l, \mathrm{i}=1, \ldots, p
$$

the constant $R$ in Theorem 7.20 and Corollary above is zero, as it can be seen in 7.20 ) (see also [123, Theorem 3.6 and Theorem 4.1]).

### 7.6 Appendix

### 7.6.1 Example 7.15

We verify in this Appendix properties 1.-6. in Example 7.15 .
The continuous differentiability of $g$ stated in 1 . is obvious from the corresponding property of $\alpha$ and $h$. For $h$, this relies on the smoothness of the distribution function of the one-dimensional standard normal distribution $\Phi$ and on the fact that the argument $1-\Phi(t)$ of the logarithm is always strictly positive.

By nonnegativity of $\alpha$ it is sufficient to check that $\mathrm{e}^{h(t)}$ is convex in order to verify 2 . To do so, it is sufficient to show that $h$ itself is convex, which by definition would follow from the concavity of $\log (1-\Phi(t))$. This, however, is a consequence of $\log \Phi$ being concave, which in turn implies that $\log (1-\Phi)$ is concave (see [95, Theorem 4.2.4]).

Statement 3. follows immediately from the definition of the functions.
As for 4., observe first that, by continuous differentiability of $g$,

$$
g^{\circ}(\cdot, z)(x ;-1)=\nabla_{x} g\left(x, z_{1}, z_{2}\right) \cdot(-1)=-\alpha^{\prime}(x) \mathrm{e}^{h\left(z_{1}\right)} \leq 0 \quad \forall x, z_{1}, z_{2} \in \mathbb{R}
$$

whence $-1 \in C_{1}(0)$ by Definition 7.9. On the other hand, putting $x:=1$ and $z:=(1,0)$, we have that $x \in \mathbb{B}_{1}(0),\|z\|=1$ and

$$
g^{\circ}(\cdot, z)(x ; 1)=\nabla_{x} g(1,1,0) \cdot 1=\alpha^{\prime}(1) \mathrm{e}^{h(1)}=2 \mathrm{e}^{h(1)} \approx 1161,
$$

whereas, due to $m=2$ in this example,

$$
\|z\|^{-m} \mathrm{e}^{\frac{\|z\|^{2}}{2\|L\|^{2}}}=\sqrt{\mathrm{e}} \approx 1.65
$$

Therefore, by Definition 7.9, $1 \notin C_{1}(0)$. Since $C_{1}(0)$ is a closed cone, this together with $-1 \in C_{1}(0)$ yields $C_{1}(0)=(-\infty, 0]$.

For proving 5., it is sufficient to show that

$$
\begin{equation*}
\mathbb{B e}(v, 0) \subseteq(-\infty, 0] \quad \forall v \in \mathbb{S}^{1} \tag{7.33}
\end{equation*}
$$

In order to calculate $\mathbb{B e}(v, 0)$ for an arbitrarily fixed $v \in \mathbb{S}^{1}$, we have to compute first the partial Fréchet subdifferentials $\partial_{F} \mathrm{e}(v, x)$ for $x$ in a neighborhood $U$ of 0 . Define $U$ such that $g(x, 0,0)<0$ for all $x \in U$ (as a consequence of the already shown relation $g(0,0,0)<0)$. If $x<0$, then, by definition of e and $g$,

$$
\mathrm{e}(v, x)=\mu_{\eta}(\{r \geq 0 \mid g(x, r L v) \leq 0\})=\mu_{\eta}\left(\left\{r \geq 0 \mid r L v_{2} \leq 1\right\}\right)
$$

Hence, for $x<0, \mathrm{e}(v, x)$ does not depend on its first argument locally around $x$. Therefore, $\partial_{F} \mathrm{e}(v, x)=\{0\}$ for all $x<0$. Now, consider some $x \in U$ with $x \geq 0$ and $x^{*} \in \partial_{x}^{F} \mathrm{e}(v, x)$. If $v \in I(x)$, then $\partial_{F} \mathrm{e}(v, x) \subseteq\{0\}$ (see Corollary 7.8 (ii)). If, in contrast, $v \in F(x)$, then, by

Theorem 7.7 (putting $w:= \pm 1$ there and observing that, by continuous differentiability of $g$, the partial Clarke subdifferentials reduce to partial gradients),

$$
x^{*}=\frac{-\chi(\rho(v, x)) \nabla_{x} g(x, \rho(v, x) L v)}{\left\langle\nabla_{z} g(x, \rho(v, x) L v), L v\right\rangle}=\frac{-2 x \mathrm{e}^{h\left(\rho(v, x) v_{1}\right)} \chi(\rho(v, x))}{\left\langle\nabla_{z} g(x, \rho(v, x) L v), L v\right\rangle} \leq 0 .
$$

Here, the inequality relies on $x \geq 0$, on $\chi$ being positive as a density and on

$$
\left\langle\nabla_{z} g(x, \rho(v, x) L v), L v\right\rangle \geq \frac{-g(x, 0,0)}{\rho(v, x)}>0
$$

by Lemma 7.3. Altogether, we have shown that $\partial_{F} \mathrm{e}(v, x) \subseteq(-\infty, 0]$ for all $x \in U$. This entails that also $\mathbb{B e}(x, 0) \subseteq(-\infty, 0]$. Since $v \in \mathbb{S}^{1}$ has been fixed arbitrarily, the desired relation (7.33) follows.

In order to show 6. we provide first a formula for the probability function $\varphi$. If $t \leq 0$, then, by definition of $g$,

$$
\varphi(t)=\mathbb{P}\left(g\left(x, \xi_{1}, \xi_{2}\right) \leq 0\right)=\mathbb{P}\left(\xi_{2} \leq 1\right)=\Phi(1)
$$

because $\xi_{2} \sim \mathcal{N}(0,1)$ by the distribution assumption on $\xi$ in Example 7.15. If $t>0$, then, again by the assumed distribution of $\xi$,

$$
\begin{aligned}
\varphi(t) & =\mathbb{P}\left(\xi_{2} \leq 1-t^{2} \mathrm{e}^{h\left(\xi_{1}\right)}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(\int_{-\infty}^{1-t^{2} \mathrm{e}^{h\left(z_{1}\right)}} \mathrm{e}^{-\left(z_{1}^{2}+z_{2}^{2}\right) / 2} \mathrm{~d} z_{2}\right) \mathrm{d} z_{1} \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \mathrm{e}^{-z_{1}^{2} / 2} \cdot \frac{1}{\sqrt{2 \pi}}\left(\int_{-\infty}^{1-t^{2} \mathrm{e}^{h\left(z_{1}\right)}} \mathrm{e}^{-z_{2}^{2} / 2} \mathrm{~d} z_{2}\right) \mathrm{d} z_{1} \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \mathrm{e}^{-s^{2} / 2} \cdot \Phi\left(1-t^{2} \mathrm{e}^{h(s)}\right) \mathrm{d} s
\end{aligned}
$$

Now, we are going to show that $\varphi$ fails to be locally Lipschitz around 0 . Observe first that, since $\Phi$ is increasing as a distribution function, $h$ is increasing too by its definition. Then, for any $s, t$ satisfying $s \geq \Phi^{-1}(1-\sqrt{t})$ (recall that $\Phi$ is strictly increasing and so its inverse exists) it holds that

$$
h(s) \geq h\left(\Phi^{-1}(1-\sqrt{t})\right)=-1-\log t^{2}
$$

Therefore, $t^{2} \mathrm{e}^{h(s)} \geq \mathrm{e}^{-1}$. Thus, we have shown that

$$
\Phi(1)-\Phi\left(1-t^{2} \mathrm{e}^{h(s)}\right) \geq \Phi(1)-\Phi\left(1-\mathrm{e}^{-1}\right)=: \varepsilon \quad \forall s, t: s \geq \Phi^{-1}(1-\sqrt{t}) .
$$

With $\Phi$ being strictly increasing, we have that $\varepsilon>0$. Now, for any $t>0$, we calculate

$$
\begin{aligned}
\varphi(0)-\varphi(t) & =\Phi(1)-\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \mathrm{e}^{-s^{2} / 2} \cdot \Phi\left(1-t^{2} \mathrm{e}^{h(s)}\right) \mathrm{d} s \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \mathrm{e}^{-s^{2} / 2} \cdot\left(\Phi(1)-\Phi\left(1-t^{2} \mathrm{e}^{h(s)}\right)\right) \mathrm{d} s \\
& \geq \varepsilon \frac{1}{\sqrt{2 \pi}} \int_{\Phi^{-1}(1-\sqrt{t})}^{\infty} \mathrm{e}^{-s^{2} / 2} \mathrm{~d} s=\varepsilon\left(1-\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\Phi^{-1}(1-\sqrt{t})} \mathrm{e}^{-s^{2} / 2} \mathrm{~d} s\right) \\
& =\varepsilon\left(1-\Phi\left(\Phi^{-1}(1-\sqrt{t})\right)\right)=\varepsilon \sqrt{t}
\end{aligned}
$$

Since $\varepsilon>0, \varphi$ fails to be locally Lipschitz around 0 , which finally shows 6 .

### 7.6.2 Example 7.16

We verify in this Appendix properties 1.-6. in Example 7.16. The continuous differentiability of $g$ stated in 1 . is obvious. By nonnegativity of $\alpha$ it is sufficient to check that $h(t):=\frac{\exp \left(t^{2} / 2\right)}{t^{2}+4}$ is convex in order to verify 2 ., it is enough to compute the second derivative of the function $h$, then one gets $h^{\prime \prime}(t)=\frac{\mathrm{e}^{t^{2} / 2}\left(t^{6}+5 t^{4}+14 t^{2}+8\right)}{\left(t^{2}+4\right)^{3}}>0$ for every $t \in \mathbb{R}$ and it implies the convexity of $h$. Statement 3., 4. and 5 . follow directly from the definition of $g$. In order to prove 6. we have to verify the hypotheses of Corollary 7.21, more precisely, we check that the constant $R$ must be zero and condition (7.27) holds true in some neighborhood of $x=0$.

Indeed, using the calculus with the same estimate of Proposition 7.19, one gets

$$
\partial_{F} \mathrm{e}(x, v) \begin{cases}=\{0\} & \text { if } x<0 \\ \subseteq\{0\} & \text { if } v \in I(x) \\ \left.=\frac{-\chi(\rho(x, v))}{\left\langle\nabla_{z} g(x, \rho(x, v) v), v\right\rangle} \nabla_{x} g(x, \rho(x, v) v)\right) & \text { if } v \in F(x)\end{cases}
$$

where

$$
\begin{aligned}
& \nabla_{x} g(x, z)=\left\{\begin{array}{cl}
2 x \frac{\exp \left(z_{1}^{2} / 2\right)}{z_{1}^{2}+4} & \text { if } x \geq 0, \\
0 & \text { if } x<0,
\end{array}\right. \\
& \nabla_{z} g(x, z)=\left(\alpha(x) \frac{\left.\exp \left(z_{1}^{2} / 2\right) z_{1}\left(z_{1}^{2}+2\right)\right)}{\left(z_{1}^{2}+4\right)^{2}}, 1\right) .
\end{aligned}
$$

Then (7.27) holds true for every $x \neq 0$. We are going to prove that $\partial_{M} \mathrm{e}(0, v)=\{0\}$ for almost all $v \in \mathbb{S}^{1}$; the previous is trivial for $v \in F(0)$. Now consider $v=\left(v_{1}, v_{2}\right) \in I(0)$; it is enough to verify that for any sequence $x_{n}>0$ with $x_{n} \rightarrow 0$ and $v \in F\left(x_{n}\right)$ one has

$$
\left.\lim _{n \rightarrow+\infty} \frac{-\chi\left(\rho\left(x_{n}, v\right)\right)}{\left\langle\nabla_{z} g\left(x_{n}, \rho\left(x_{n}, v\right) v\right), v\right\rangle} \nabla_{x} g\left(x_{n}, \rho(x, v) v\right)\right)=0 .
$$

Define

$$
\begin{equation*}
\left.x_{n}^{*}:=\frac{-\chi\left(\rho\left(x_{n}, v\right)\right)}{\left\langle\nabla_{z} g\left(x_{n}, \rho\left(x_{n}, v\right) v\right), v\right\rangle} \nabla_{x} g\left(x_{n}, \rho(x, v) v\right)\right) . \tag{7.34}
\end{equation*}
$$

From Lemma $7.3 \frac{-1}{\left\langle\nabla_{z} g\left(x_{n}, \rho\left(x_{n}, v\right) v\right), v\right\rangle} \geq \frac{\rho\left(x_{n}, v\right.}{g\left(x_{n}, 0\right)}$ and from equation $g\left(x_{n}, \rho\left(x_{n}, v\right) L v\right)=0$ we obtain $x_{n}=\sqrt{\frac{1-v_{2} \rho\left(x_{n}, v\right)}{h\left(v_{1} \rho\left(x_{n}, v\right)\right)}}$. Thus, replacing in 7.34

$$
0 \geq x_{n}^{*} \geq \frac{2}{x_{n} / 2-1} \rho\left(x_{n}, v\right) \exp \left(\left(-1+v_{1}^{2}\right) \rho^{2}\left(x_{n}, v\right) / 2\right) \sqrt{\frac{\left(1-v_{2} \rho\left(x_{n}, v\right)\right)\left(v_{1}^{2} \rho\left(x_{n}, v\right)^{2}+4\right)}{\exp \left(v_{1}^{2} \rho^{2}\left(x_{n}, v\right) / 2\right)}}
$$

Since $\rho\left(x_{n}, v\right) \rightarrow \infty$ (see Lemma 7.1) the right side of the above equation goes to zero, because for every $\left(v_{1}, v_{2}\right) \in \mathbb{S}^{1}$

$$
\lim _{r \rightarrow \infty} r^{2}\left(1-v_{2}\right)\left(v_{1}^{2} r^{2}+4\right) \exp \left(\left(-1+v_{1}^{2} / 2\right) r^{2}\right)=0
$$

## Conclusions

In what follows we give the main achievements of this thesis:

1. In this work we have provided a generalization of the variational characterization of convexity given in [107, Theorem 10]. This characterization relies on the epi-pointedness property and techniques of convex analysis. Our generalization corresponds to Theorem 2.5 and it is a relation between the closed convex hull of the function and the infconvolution of the function and the support function of the domain of its conjugate. Particularly, this relation gives us the convexity of the function provided that the domain of the conjugate function is dense (see Corollary 2.8).
2. We have shown that the class of convex proper and lower-semicontinuous epi-pointed convex functions satisfies useful variational properties in any locally convex space. More precisely, we have shown that this class of functions enjoys many important properties similar to the ones of convex and lower semicontinuous functions in Banach spaces. In this part of the thesis we have proved that the class of epi-pointed lower-semicontinuous convex functions, defined on any locally convex space, satisfy the Brøndsted-Rockafellar theorem. We also obtain other important results in the same spirit, Theorem 3.10 for the maximal monotonicity of the subdifferential, Theorems 3.12 and 3.14 for the subdifferential limiting calculus rules for functions defined in locally convex spaces, and others.
3. We have introduce the definition of a family of subdifferential(see Definition 4.1), which allows us to extend to locally convex spaces some important results in the theory of subdifferentials for non-convex functions defined in Banach spaces. The main result of this investigation is a generalization of Zagrodny's Mean Value Theorem (see Theorem 4.9). Using this result we extend theorems of integration of subdifferentials (see Theorem 4.13) and a characterization of the convexity in terms of the monotonicity of the subdifferential (see Theorem 4.20).
4. We have investigated the subdifferential of some class of convex integral functionals. We have established a general formula (see Theorem5.9), which is valid in any arbitrary locally convex space. This formula bypass the use of techniques of measurable selections, which are principally given in separable spaces. We have used this result to generalize many well-known formulas in the literature, for example Corollary 5.21 and Corollary 5.23.
5. We have studied the subdifferential of non-convex integral functionals. In this scenario
we have generalized the sequential formulas given in [64, Theorem 1 and 2] and 80 . Posteriorly, using this sequential formulas we investigated Limiting/Mordukhovich subdifferential, the $G$-subdifferential and the Clarke subdifferential. We introduce the notion of the Integrable compact sole property (see Definition 6.20). This property allows us to establish Theorem 6.21, which generalizes the classical result about the interchange between the Clarke subdifferential and the sign of integral (see e.g. [23, Theorem 2.7.2]).
6. We have applied our result to the calculus of the subdifferential of Gaussian probability functions. We have calculated a general upper-estimate for the Limiting/Murdokhovich of Gaussian probability functions (see Theorem 7.12). Later, this result has been applied to a finite system of smooth inequalities. In this setting we generalize the result of 123 about the Clarke subdifferential of probability functions.

## Future works:

We propose to continue the present research in the framework of the following problems:
(i) Optimality conditions, duality theory and stability aspects of stochastic optimization problems.
(ii) Approximate subdifferential theory of convex and nonconvex integral functions outside separable Banach spaces. I will explore techniques based on separable reductions.
(iii) Variational properties of probability functions, involving possibly infinite smooth and nonsmooth inequalities.
(iv) Real-world applications, including models of eco-industrial parks.
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## Index of Notation

$(T, \mathcal{A}, \mu)$ : complete $\sigma$-finite measure
space, 33
$A^{-}$: negative polar set of $A, 25$
$A^{o}$ : polar set of $A, 25$
$A_{\infty}$ : recesion cone of $A, 26$
$B^{A}$ : space of all function from $A$ to $B, 35$
$C_{\infty}(x)$ : limiting cone of nice directions at $x, 138$
$C_{l}(x): l$-cone of nice directions at $x, 135$
$F$ : Fréchet bornology, 27
$F$ : Hadamard bornology, 27
$[a, b[] a, b$,$] : semi-open Interval between a$ and $b, 25$
$[a, b]$ : closed interval between $a$ and $b, 25$
$\mathbb{1}_{A}$ : characteristic, or indicator function of $A$ in the sense of measure theory, 34
$\Gamma_{0}(X)$ : the class of proper lsc convex functions, 25
rge $M$ : range of the multifunction $M, 26$
$\mathbb{N}$ : natural numbers, 24
$\mathbb{Q}$ : rational numbers, 24
$\mathbb{R}$ : real numbers, 24
$\overline{\mathbb{R}}$ : the extended real numbers, 24
$\mathbb{Z}$ : interger numbers, 24
$\operatorname{aff}(A)$ : affine subspace generated by $A, 25$
$\beta\left(X^{*}, X\right)$ : strong topology on $X^{*}, 24$
$\overline{\text { co }} f$ : closed convex hull of $f, 25$
$\overline{\mathrm{co}}(A)$ : closed convex hull of $A, 25$
$\overline{\mathrm{co}}_{F} f$ : the function such that $\operatorname{epi}\left(\overline{\mathrm{co}}_{F} f\right)=\overline{\mathrm{co}}($ epi $f \cap(F \times \mathbb{R}))$, 25
$\operatorname{co}(A)$ : convex hull of $A, 25$
$\delta_{A}$ : indicator function, 25
dom $M$ : domain of the multifunction $M$, 26
$\operatorname{dom} f$ : effective domain, 25
$N_{A}(x)$ : normal cone of $A$ at $x, 26$
gph $M$ : graph of the multifunction $M, 26$
$\hat{I}^{\mu, L}$ : integral functional defined on $L, 35$
$\hat{I}^{\mu, p}$ : integral functional defined on $\mathrm{L}^{p}(T, X), 35$
$\hat{I}_{f}$ : abbreviation for $\hat{I}_{f}^{\mu, p}, 36$
$\int_{E} f \mathrm{~d} \mu, \int_{E} f(t) \mathrm{d} \mu(t)$ : integral of $f$ over $E$, 35
$\operatorname{int}(A)$ : topological interior of $A, 25$
$\langle\cdot, \cdot\rangle$ : bilinear inner product, 24
$\tilde{\partial}_{G}^{\infty}$ : core of the singular $G$-subdfifferential, 29
$\tilde{\partial}_{G}$ : core of the $G$-subdfifferential, 29
$\mathbb{B}(x, r), \mathbb{B}_{X}(x, r)$ : closed ball with radious $r$ around $x$ in $X, 24$
$\mathbb{B}_{\rho}(x, r)$ : closed ball with radious $r$ around $x$ with respect to the seminorm $\rho$, 24
$\mathcal{B}(X, \tau), \mathcal{B}(X): \sigma$-algebra generated by $\tau$, 33
$\mathcal{L}\left(Y, \tau_{Y}, Z, \tau_{z}\right), \mathcal{L}(Y, Z)$ : linear continuous function from $Y$ to $Z, 26$
$\mathcal{L}_{w^{*}}^{1}\left(T, X^{*}\right), 34$
$\mathcal{L}_{w}^{1}(T, X), 34$
$\mathcal{N}_{x}\left(\tau_{X}\right), \mathcal{N}_{x}$ : neighborhood system of $x$ with respect to the topology $\tau_{X}$, 24
$\mathcal{N}_{x^{*}}\left(\tau_{X^{*}}\right), \mathcal{N}_{x}$ : neighborhood system of $x^{*}$ with respect to the topology $\tau_{X^{*}}$, 24
$\mathcal{P}(A)$ : the set of all subsets of $A, 24$
$\bar{A}, \mathrm{cl} A$ : topological closure of $A, 25$
$\partial_{M}^{\infty} f(x)$ : singular limiting/Mordukhovich subdifferential of $f$ at $x$., 28
$\partial_{M} f(x)$ : limiting/Mordukhovich
subdifferential of $f$ at $x$., 28
$\partial_{\varepsilon} f(x): \varepsilon$-subdifferential of $f$ at $x, 26$
$\partial f(x)$ : convex subdifferential of $f$ at $x, 26$
$\partial_{F} f(x)$ :Fréchet subdifferential of $f$ at $x$, 27
$\partial_{P} f(x)$ : proximal subdifferential of $f$ at $x$, 27
$\operatorname{ri}_{F}(A)$ : relative interior of $A$ with respect to $F, 25$
$\sigma_{A}$ : Support function, 25
$\partial_{G}^{\infty} f(x)$ : singular $G$-subdifferential of $f$ at x, 28
$\partial_{\beta}^{-} f(x)$ : (viscosity) $\beta$-subdifferential of $f$ at $x, 28$
$\partial_{C} f(x)$ : Clarke subdifferential of $f$ at $x$, 28
$\partial_{G} f(x): G$-subdifferential of $f$ at $x, 28$
$\tau\left(X^{*}, X\right)$ : Mackey topology, 24
$\mathrm{L}^{1}(T, M)$ : set of all integrable function from $T$ to $M, 33$
$\mathrm{L}^{1}(T, X)$ : quotient space of $\mathcal{L}^{1}(T, X), 34$
$\mathrm{L}^{1}\left(T, X^{*}\right)$ : quotient space of $\mathcal{L}^{1}\left(T, X^{*}\right), 34$
$\mathrm{L}^{\infty}(T, X), 35$
$\mathrm{L}^{\infty}(T, X)$ : space of all measurable
essentially bounded function from $T$ to $X, 35$
$\mathrm{L}^{\text {sing }}(T, X)$ : space of all singular functionals, 35
$\mathrm{L}_{w^{*}}^{p}\left(T, X^{*}\right)$ : space of all $w^{*}$-measurable function with norm $p$-integrable, 35
$\mathrm{L}_{w^{*}}^{p}\left(T, X^{*}\right)$ : space of all measurable
function with norm $p$-integrable, 35
$\mathrm{L}_{w^{*}}^{1}\left(T, X^{*}\right)$ : quotient space of $\mathcal{L}_{w^{*}}^{1}\left(T, X^{a} s t\right), 34$
$\mathrm{L}_{w^{*}}^{\infty}\left(T, X^{*}\right)$ : space of all weakly* measurable essentially bounded function from $T$ to $X, 35$
$\mathrm{L}_{w^{*}}^{\infty}(T, X)$ : space of all $w^{*}$-measurable essentially bounded function from $T$ to $X, 35$
$\mathrm{L}_{w}^{1}(T, X)$ : quotient space of $\mathcal{L}_{w}^{1}(T, X), 34$
$\operatorname{lin}(A)$ : linear subspace generated by $A, 25$
$] a, b[$ : open interval between $a$ and $b, 25$
$\mathrm{d}_{C}^{\rho}(x)$ :distance from $x$ to $C$ with respect to $\rho, 24$
$f^{\prime}(x ; u)$ :directional derivative of a convex lsc function $f$ at $x, 25$
$f \square g$ : inf-convolution of $f$ and $g, 25$
$f^{*}$ : the conjugate of $f, 25$
$f^{* *}$ : biconjugate of $f, 25$
$f^{\circ}(x ; \cdot)$ : Clarke's directional derivative of $f$ at $x, 28$
$f_{t}$ : shorter notation for the function

$$
f(t, \cdot), 36
$$

$f, F$ : restriction of $f$ to $F 25$
$w\left(X^{*}, X\right), w^{*}$ : weak ${ }^{*}$-topology on $X^{*}, 24$
$x_{k} \xrightarrow{C} x: x_{k} \in C$ and $x_{k} \rightarrow x, 26$
$x_{k} \xrightarrow{f} x: x_{k} \rightarrow x$ and $f\left(x_{k}\right) \rightarrow f(x), 26$
$I_{f}$ : Integral functional defined on $X, 36$
$N_{A}^{\varepsilon}(x): \varepsilon$-normal set of $A$ at $x, 26$

## Index of Topics

$G$-subdifferential, 28
$\varepsilon$-subdifferential, 26
$l$-cone of nice directions, 135
Asplund space, 28
Aumman integral, 36
Biconjugate of a function, 25
Bilinear inner product, 24
Bochner integral, 34
Bornology, 27
Clarke subdifferential, 28
Clarke's directional derivative, 28
Cofinal set, 24
Conjugate of a function, 25
Convex normal integrand, 36
Convex subdifferential, 26
Decomposable space, 72
Effective domain, 25
Epi-pointed function, 31
Indicator function, 25
Inf-compact function, 25
Inf-convolution, 25
Integral functional, 35
limiting cone of nice directions, 138
Limiting/Mordukhovich subdifferential, 28
Lower semicontinuous function (lsc), 25

Mackey topology, 24
Multifunction, 26
Normal integrand, 36
Polish space, 34
Preorder set, 24
Proper function, 25
Proximal subdifferential, 27
Recession cone, 26
Seminorm, 24
Sequentially $\tau$-inf-compactness, 25
Set-valued mapping, 26
Simple function, 34
Singular $G$-subdifferential, 28
Singular limiting/Mordukhovich
subdifferential, 28
Strong topology, 24
Strongly integrable function, 34
Strongly measurable function, 34
Support function, 25
Suslin space, 34
Uniform integrable, 35
Upper integral, 34
Viscosity $\beta$-subdifferential, 28
Weak*-topology, 24
Weakly integrable function, 34
Weakly measurable function, 34


[^0]:    ${ }^{1}$ Also called for some authors the Fenchel subdifferential or the Moreau-Rockafellar subdifferential.

[^1]:    ${ }^{2}$ Some authors call Clarke subdifferential, the original definition of Clarke given only for locally Lipschitz functions and they give the name Clarke-Rockafellar subdifferential to the extension presented in this Thesis.

[^2]:    ${ }^{1}$ The arguments used in the proof of this result (Theorem 3.10 follows the suggestion made by one of the referees.

