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## SOURCE TIME REVERSAL METHODS FOR ACOUSTIC AND ELASTIC WAVES

Esta tesis estudia la detección y reconstrucción del término espacial de una fuente de variables separables en problemas de onda acústica y elástica. Para esto, estudiamos el método time-reversal mirror, el cual explota una invariancia intrínseca de la física a nivel microscópico que se observa también a nivel macroscópico en las ecuaciones de ondas. Esto significa que es posible recuperar la condición inicial de una ecuación de ondas homogénea revirtiendo la onda a través del tiempo. Para localizar y reconstruir el término espacial de la fuente, desarrollamos un método llamado source time reversal.

La aplicación subyacente aquí es la detección de fuentes sísmicas en la minería. Es sabido que la actividad minera induce temblores dentro de las minas [50. Esto se vuelve bastante peligroso si no se toman las precauciones adecuadas. Conocer sobre el origen de las actividades sísmicas puede ser utilizado para reducir el peligro de derrumbes y mejorar la seguridad dentro de las minas.

Este trabajo se divide en tres capítulos; cada uno de ellos constituye un documento autocontenido para ser presentado como artículo. El primer capítulo aborda el problema de reconstrucción de fuente para ondas acústicas. Para esto introducimos el método source time reversal, la cual reconstruye el término espacial de una fuente de la forma $f(\boldsymbol{x}) g(t)$, donde $f(\boldsymbol{x})$ entrega la forma y $g(t)$ representa la distribución en tiempo de la fuente. Además, presentamos una estimación del error de la reconstrucción para el caso cuando $f$ es una función de cuadrado integrable. Aquí, proponemos un método de regularización para implementar la reconstrucción de la fuente numéricamente. Adicionalmente, analizamos las principales características y limitaciones del método propuesto cuando se aplica a ondas acústicas.

El capítulo dos estudia el problema de reconstrucción de fuente para ondas elásticas. Extendemos el método source time reversal para problemas elásticos. Además, introducimos un nuevo método de regularización para implementar la reconstrucción del término espacial de la fuente numéricamente para grandes volúmenes de datos. El nuevo método de regularización elimina las altas frecuencias presentes en la señal procesada, lo que permite utilizar mallas numéricas más gruesas y reduce el costo computacional. Finalmente, este capítulo presenta diversos experimentos numéricos para probar que el método es válido en el caso elástico.

El último capítulo analiza un problema de reconstrucción de fuente diferente. Aquí consideramos una fuente compuesta por una suma finita de funciones de variable separable, donde cada término temporal de la fuente es una función delta de Dirac actuando a un tiempo diferente. Basado en una propiedad de tiempo reverso, la fuente puede ser localizada observando el desplazamiento y la velocidad de desplazamiento en el problema reverso 31 . Nosotros extendemos esta idea a sistemas de ondas elásticas. Adicionalmente, proponemos un algoritmo para la implementación numérica.
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## SOURCE TIME REVERSAL METHODS FOR ACOUSTIC AND ELASTIC WAVES

This dissertation studies the detection and reconstruction of the space term for a variable separable source in acoustic and elastic wave problems. To do this, we study the time-reversal mirror method, which exploits an intrinsic invariance of physics at microscopic level that is also observed at macroscopic level for wave equations. This means that it is possible to recover the initial condition of a homogeneous wave equation by reversing the wave through time. To locate and reconstruct the space term of the source, we develop a method called source time reversal.

The underlying application here is the seismic source detection in mining. It is known that mining activity induces tremors inside mines 50. This become very dangerous if the adequate precautions are not considered. Knowing the origin of the seismic activities could be used to reduce the collapse hazard and improve the safety inside mines.

This work is divided into three chapters; each of them constitutes a self-contained document to be presented as an article. The first chapter deals with the problem of source reconstruction for acoustic waves. To do this, we introduce the source time reversal method, which reconstructs the space term of a source of the form $f(\boldsymbol{x}) g(t)$, where $f(\boldsymbol{x})$ gives the shape and $g(t)$ represents the time distribution of the source. We also present an error estimate for the reconstruction for the case when $f$ is a square-integrable function. Here, we propose a regularization method to implement the source reconstruction numerically. Additionally, we analyze numerically the main features and limitations of the proposed method when applied to acoustic waves.

Chapter two studies the problem of source reconstruction for elastic waves. We thus extend the source time reversal method to elastic problems. We also introduce a new regularization method to implement the space-source term reconstruction numerically for a large datasets. The new regularization method eliminates the high frequencies present in the processed signals, which allows coarser numerical meshes and reduces the computational cost. Finally, this chapter presents several numerical experiments to prove that the method is valid in the elastic case.

The last chapter analyzes different source reconstruction problem. Here we consider a source composed by a finite sum of variable separable functions, where each time-source term is a Dirac delta function acting at a different time. Based on a time reversal property, the source can be located by observing the displacement and the displacement velocity of the reversed problem [31]. We extend this idea to systems of elastic waves. Additionally, we propose an algorithm for its numerical implementation.
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## Introduction

In Chile (and in several others countries) mining activity is significant for the country development. Unfortunately, this activity is not risk-free. Mining activity produces seismic movements due to all the work inside mines (e.g., underground explosions and fluid injections) that pre-stresses the rocks. Eventually, this stress concentration is released as seismic activity [72]. The overall stability of a mine depends on several factors as the composition and nature of the orebody and the surrounding host rock, the in situ stresses and the geometry and excavation sequence of the stopes [58]. The seismic activity inside an unstable mine could be hazardous for the miners. Usually, the lack of safety ends in accidents ranging from minor injuries to death of miners. Big disasters can be avoided by developing methods to know the place where a seism began. A dynamic map of the mine with major seismic areas helps with the planning of the tunnels reinforcement (e.g., rockbolts [16, 80]) and the design of new tunnels inside the mine. Tunnel reinforcement is a key element for improving and conserving the overall rock mass properties from within the rock mass, and it has been widely used to stabilize underground excavations [39]. Then, the study of this kind of seismic activity helps to prevent mining accidents by improving the knowledge about the zones inside mines with highest seismic hazard.

Here, we are interested in the identification and shape reconstruction of the origin of tremors in mining, mathematically characterized by an external source in a hyperbolic equation. To do this, we consider a variable separable function as the external source that generates the tremor. Then, this dissertation will be focused on the reconstruction of the space-source term for acoustic and elastic wave systems. Specifically, we focus on the study of source detection for seismicity induced by mining problems. The primary tools considered in this work are the time-reversal mirror and the Duhamel's principle. The physic problem of the seismic event is modeled by a non-homogeneous second-order hyperbolic equation. Here, we consider the acoustic and elastic equations. Broadly speaking, we use this principle to relate the solution to the partial differential equation with source and null initial condition (physic problems) with the solution to a partial differential equation without source and non-null initial conditions (auxiliary problem). Then, using the time-reversal process, which is based on the reversibility on time of the wave equations, we reverse the waves to its initial position. This method allows us to recover the space-source term. We named this process as Source Time Reversal (STR), and it works for acoustic and elastic system of waves. We also consider a different type of source that simulates several seismic events occurring close in space and time. To do this, we consider a discrete-in-time source composed of a sum of variable separable functions, where the time-source terms are Dirac delta functions. The problem of source reconstruction is classified as an inverse problem.

In 52, V. B. Glasko introduces an inverse problem as an object inaccessible to direct study and where its properties must be estimated indirectly, for example, the bowels of the Earth. Here, we will consider the direct (or forward) problem as the solution to a system where the model input parameters are known. The inverse (or backward) problem consists of the inference of one (or more) input parameter, given by some measurement of the solution to the system [107. An example of a direct problem in wave propagation theory is to compute the wavefront from a given initial condition or source. Then an inverse problem is given by the determination of the initial condition or source from measurements of the wavefront in a determined subset of the domain. For a more detailed description of inverse problems, see [11, 15, 65, 68, 71 .

A pioneer contribution that enabled several mathematical developments in inverse problems was the work of A. Calderón in 1980 [21]. This work entitled "On an inverse boundary value problem" (and its reprint in $2006[22]$ ) studies the problem of Electrical Impedance Tomography. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with smooth boundary. Under the assumption of no sources or sinks of current in $\Omega$, a voltage potential $f$ at the boundary induces a voltage potential $u$. This problem is modeled by the Dirichlet problem

$$
\left\{\begin{aligned}
\nabla \cdot(\gamma \nabla u)=0, & \text { in } \Omega, \\
u=f, & \text { on } \partial \Omega,
\end{aligned}\right.
$$

where $\gamma$ is a bounded positive function that represents the conductivity. Let us note that since $\gamma$ is positive, then there is a unique weak solution $u \in H^{1}(\Omega)$ for any $f \in H^{1 / 2}(\partial \Omega)$ [97]. The inverse problem is given by determining the conductivity of a body by measuring current and voltage on the boundary of the body. The current is giving by

$$
\Lambda_{\gamma}(f):=\left.\left(\gamma \frac{\partial u}{\partial \nu}\right)\right|_{\partial \Omega}
$$

Mathematically, the inverse problem is to determine $\gamma$ by knowing $\Lambda_{\gamma}$. In other words, we want to study the properties of the map $\gamma \rightarrow \Lambda_{\gamma}$. Let us note that $\Lambda_{\gamma}: H^{1 / 2}(\partial \Omega) \rightarrow$ $H^{-1 / 2}(\partial \Omega)$ is bounded [109]. This problem can be divided into four parts.

- If $\Lambda_{\gamma_{1}}=\Lambda_{\gamma_{2}}$, prove that $\gamma_{1}=\gamma_{2}$ (uniqueness).
- If $\Lambda_{\gamma_{1}}$ and $\Lambda_{\gamma_{2}}$ are close, prove that $\gamma_{1}$ and $\gamma_{2}$ are close in some sense (stability).
- Find a theoretical formula to recover $\gamma$ from $\Lambda_{\gamma}$. (reconstruction)
- Given some boundary measurements $\Lambda_{\gamma}$, find an numerical algorithm to reconstruct $\gamma$ (numerical reconstruction).

For more detailed explanation about the Calderón problem and its main results see: for a general survey [97, 110], for uniqueness results [106, 86, 67, 55], for uniqueness with partial data [70, 62], for a stability result [3], for reconstruction [85], and for reconstruction with partial data [87].

We recall that J. Hadamard postulated three requirements for problems in mathematical physics: the existence of a solution, the uniqueness of the solution, and the continuous dependence on the data (stability). A problem accomplishing the three previous requirements is called well-posed problem, whereas if it does not satisfy any of the requirements, it is called
ill-posed problem [28]. Inverse problems typically lead to ill-posed mathematical models. A common problems is that their solution is unstable under data perturbations. Numerical methods that deal with this kind of problems are called regularization methods. Let us consider the following example form [36]: let $f \in C^{1}[0,1]$ be any function, $n \geq 2$ be an integer, $\delta \ll 1$ be a positive real, and

$$
f_{\delta, n}(x):=f(x)+\delta \sin \left(\frac{n x}{\delta}\right)
$$

If, we compute the derivative of the functions and their difference in the uniform norm, we obtain

$$
f_{\delta, n}^{\prime}(x):=f^{\prime}(x)+n \cos \left(\frac{n x}{\delta}\right)
$$

and

$$
\left\|f-f_{\delta, n}\right\|=\delta, \quad\left\|f^{\prime}-f_{\delta, n}^{\prime}\right\|=n
$$

Considering $f$ as the exact data and $f_{\delta, n}$ as the perturbed one, we obtain that for an arbitrarily small error $\delta$, the error in the result can be as large as $n$. Then, the derivative does not depend continuously on the data with respect to the uniform norm.

Now, let us consider the following problem

$$
(K h)(x):=\int_{0}^{x} h(s) d s=f(x)-f(0)
$$

which it has solution in $C[0,1]$ for $f \in C^{1}[0,1]$. The direct problem would be to find $f$ from $h$, which is a stable process for continuous functions. The inverse problem would be to compute $h$ from $f$, where small error can create large oscillations in the solution. In this dissertation, we deal with a stability problem present in an first kind integral equation for the reconstruction of the source term.

Several techniques employed in this dissertation come from thermoacoustic tomography (TAT), which is a medical imaging technique where the object of interest is exposed to an electromagnetic pulse [108]. The underlying inverse problem is to reconstruct the object of interest. Based on wave propagation, this technique detects cancerous masses due to its different behavior with respect to healthy tissue as response to radio frequency pulses. The standard mathematical model for TAT is given by

$$
\left\{\begin{aligned}
\partial_{t}^{2} p(\boldsymbol{x}, t)-c^{2} \Delta p(\boldsymbol{x}, t) & =0, \quad \text { in } \mathbb{R}^{3} \times(0, \infty) \\
p(\boldsymbol{x}, 0) & =\varphi(\boldsymbol{x}) \\
\partial_{t} p(\boldsymbol{x}, 0) & =0
\end{aligned}\right.
$$

where $p(\boldsymbol{x}, t)$ is the value of the pressure in $\boldsymbol{x}$ at the time $t$ and $c(\boldsymbol{x})$ is the speed of the ultrasound propagation in the position $\boldsymbol{x}$ of the tissue [61] (TAT can be also considered in elastic media [108]). Let $\Omega \subset \mathbb{R}^{3}$ contains the object of interest. Then, the inverse problem can be formulated as follow: given $c(\boldsymbol{x})$ and $\{m(\boldsymbol{y}, t):=p(\boldsymbol{y}, t):(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)\}$ find $\varphi(\boldsymbol{x})$. From a mathematical point of view, there exist three methods commonly used in TAT to recover $\varphi(\boldsymbol{x})$ : the filtered backprojection [88], the eigenfunctions expansion method [73], and the time-reversal method [14]. In [61, [108], we encounter two surveys about these methods where they discuss their advantages and limitations. For a more complete mathematical
description about TAT and its results, see [1, 20, 60, 115, 114]. From the methods mentioned above, the time reversal is the less restrictive and can be easily implemented. Several of the TAT techniques have also been applied to seismicity. As we mentioned above, we employ the time reversal method known as Time-Reversal Mirror (TRM) for this work. We refer to Section 1.3 and 3.2 for a better explanation of TRM from a mathematical point of view.

The idea of going back in time has been present in humans for many years. Although it is still impossible to travel in time, there exist some systems where it is feasible to reverse the time. This concept has been exploited in waves for years. In the 60 's, A. Parvulescu developed the Matched Equivalent-Space Signal (M.E.S.S.) technique, in which a complicate signal is designed such it is recombined by the medium into a pulse in the receiver device [93]. During the 70's, the Phase Conjugate Optics (PCO) [118] was developed, which allows reversing in time quasi-monochromatic electromagnetic waves [9]. In 1989, M. Fink et al. developed the first TRM working in a pulse-echo mode that overcomes the monochromatic restriction [46]. Here, they focused an acoustic wave through a heterogeneous medium. The experiment was designed by using a large array of transducers, devices that work as receiver and emitters at the same time, to record and re-emit a signal and backpropagate it to its initial state. The transducers act as special mirrors sending back first the last recorded signal and at the end the first recorded one. This process is known under the acronym LIFO last in, first out [47].

The foundations of the TRM lie on the time reversal symmetry. Until the 20th century, symmetries played a small role in theoretical physics. In 1905, Einstein recognized the symmetry implicit in Maxwell's equations, which puts the symmetry principle as the primary feature of nature that constrains the allowable dynamical laws [54. In physics, many fundamental symmetries have been discovered during the history. For example, geometric symmetries, space-time symmetries, gauge symmetries, dynamical symmetries, permutation symmetries, and duality symmetries [105]. The time reversal symmetry consists of an invariance under the transformation $t \rightarrow-t$. This symmetry valid at the microscopic level (either in the quantum or classical description) does not hold at macroscopic level due to the arrow of time described by the second law of thermodynamics [57]. M. Fink shows this symmetry holds for acoustic and elastic wave equations in non-dissipative heterogeneous media [44]. TRM has been studied for many years. The first time-reversal experiment was performed by M. Fink with ultrasonic waves in 1989 [46]. After that, it was generalized to acoustic [40, 43], elastic [33], electromagnetic [79], and water waves [25, 24]. Also, TRM has been employed for applications in medicine, underwater acoustics, geophysics, and non-destructive testing among others. Here, we are interested in TRM for acoustic and elastic waves.

This dissertation is divided into three chapters, followed by the main achievements and conclusions. In Chapter 1, we offer an extended version of the published work entitled "A source time reversal method for seismicity induced by mining" [17] published on Inverse Problems and Imaging. Here, we present the source time reversal method to reconstruct the space term of a source with the form $f(\boldsymbol{x}) g(t)$ for acoustic wave problems. That is

$$
\left\{\begin{aligned}
\partial_{t}^{2} u(\boldsymbol{x}, t)-c^{2}(\boldsymbol{x}) \Delta u(\boldsymbol{x}, t) & =f(\boldsymbol{x}) g(t), \quad \text { in } \mathbb{R}^{n} \times(0, T), \\
u(\boldsymbol{x}, 0) & =0, \\
\partial_{t} u(\boldsymbol{x}, 0) & =0,
\end{aligned}\right.
$$

where $n \in\{2,3\}$. Here, we propose a regularization method to obtain a stable reconstruction of the space-source term $f(\boldsymbol{x})$ via adding a regularization constant denoted by $c_{0}$ into a deconvolution expression. We also present a detailed proof of an estimate to bound the error in the reconstruction. Additionally, we include section with several numerical results to test the methodology with mathematical meaning examples and with seismicity induced by mining examples. In the numerical simulations, we study the influence of the smoothness of space- and time-terms on the reconstruction. We analyze the reconstruction behavior when we $g(t)$ is unknown. We also study the influence of the regularization constant $c_{0}$. And we perform numerical simulations with parameters and configurations employed in seismicity.

Chapter 2 shows the work submitted for publication entitled "Source time reversal (STR) method for linear elasticity" [18]. This chapter consists of an extension of the STR methodology to linear elasticity

$$
\left\{\begin{aligned}
\rho \partial_{t}^{2} \boldsymbol{u}(\boldsymbol{x}, t)-L_{\mu, \lambda} \boldsymbol{u}(\boldsymbol{x}, t) & =\boldsymbol{f}(\boldsymbol{x}) g(t), \quad \text { in } \mathbb{R}^{n} \times(0, T), \\
\boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0}, \\
\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0}
\end{aligned}\right.
$$

where $L_{\mu, \lambda} \boldsymbol{u}=\mu \Delta \boldsymbol{u}+(\mu+\lambda) \nabla(\nabla \cdot \boldsymbol{u})$ and $n \in\{2,3\}$. The aim is to reconstruct the space term of a variable separable source with the form $\boldsymbol{f}(\boldsymbol{x}) g(t)$. Here, we present a proof of a local decay result needed to implement STR methodology for elastic systems. We also propose an alternative regularization method with a low computational cost. Finally, we dedicate two sections for presenting the numerical results. Here, we show 2D and 3D numerical experiments. We present numerical experiments to validate and compare the STR method. We perform source reconstructions with partial boundary data. We study the decay of relative error numerically. We compare the traditional and the alternative regularization methods. And we present numerical experiments with parameters and configuration of seismic events.

Chapter 3introduces my current work on source reconstruction for linear elasticity

$$
\left\{\begin{aligned}
\rho \partial_{t}^{2} \boldsymbol{u}(\boldsymbol{x}, t)-L_{\mu, \lambda} \boldsymbol{u}(\boldsymbol{x}, t) & =\sum_{j=i}^{J} \boldsymbol{f}_{j}(\boldsymbol{x}) \delta\left(t-t_{j}\right), \quad \text { in } \mathbb{R}^{n} \times(0, \infty), \\
\boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0} \\
\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0}
\end{aligned}\right.
$$

In here, we consider sources $\sum_{j=1}^{J} \boldsymbol{f}(\boldsymbol{x}) \delta\left(t-t_{j}\right)$ composed of a sum of variable separable functions, where each component on time of the functions is Dirac delta function. This type of source simulates a sequence of seismic events striking close in time and space. Here, we present a reconstruction algorithm which identifies the times of occurrence and reconstructs the shape of the sources in the seismic sequence. We also include a section with numerical experiments for the 2D acoustic case, the 2D elastic case, and the 3D elastic case. Here, we show the time identification and the shape reconstruction under different configurations.

## Chapter 1

## A source time reversal method for seismicity induced by mining

In this chapter, we present a modified time-reversal mirror method, called source time reversal, to find the spatial distribution of a seismic source induced by mining activity. This methodology is based on a known full description of the temporal dependence of the source, the Duhamel's principle, and the time-reverse property of the wave equation. We also provide an error estimate of the reconstruction when the measurements are acquired over the entire boundary, and we show experimentally the influence of measuring on a subdomain of the boundary. Numerical results indicate that the proposed method recovers continuous and discontinuous sources, and it remains stable for partial boundary measurements.

### 1.1 Introduction

As mining is a very important activity around the world and also one of the principal economic activities in several countries such as Chile, Peru, South Africa, and China, and it is expected to continue for a long time. In this dangerous labor, many precautions are considered in order to prevent mining accidents. In several cases, the lack of safety ends on accidents ranging from minor injuries to death of miners. For example, India had, in the 90 's, around 1.100 serious accidents and 230 fatal accidents per year [82]; in Spain 70.000 fatal and non-fatal accidents occurred between 2003 and 2012 [98]; and 28.868 accidents with 47.875 deaths took place on coal mines in China between 2001 and 2011 [26]. Also, numerous studies have been performed to measure and try to prevent accidents, e.g. [66, 26, 29, 113]. Rock failures (or rockbursts) are the principal cause of those accidents in mines [50].

Mining is a labor that for its nature induces seismic activity. Due to the work inside mines, the rocks are stressed, often producing tremors or microseisms (in reference to its magnitude), a process that is known as block caving. This type of seismic activity is named induced seismicity. Knowing the sources of induced microseisms and studying the hazard in those zones is useful to improve the miners' safety inside mines. In this work, we focus on the characterization of sources in induced seismicity.

There are no systematic differences between seismicity and induced seismicity 50. Thus, it is possible to use the same mathematical model for describing a seism and an induced seism. As models for seismicity and induced seismicity are the same, it is natural to apply seismicity source location techniques also to the case of induced seismicity.

A widely employed technique to determine source locations in traditional seismic methods is a time-reversal method introduced by M. Fink [46]. This method takes advantage of the time symmetries of waves, and it was introduced in 2006 for source location at the global scale with the work of C. Larmat et al. [77. In this work, they reversed seismogram measurements of the Sumatra Earthquake on time, refocusing the seismic wave energy on the earthquake source location.

On the other hand, the problem of locating the tremor source in induced seismicity is often studied in a simplified form as: to find simultaneously the time when the tremor began (origin time $t_{0}$ ) and the position where it started (hypocenter $\boldsymbol{x}_{0}$, where it is also often assumed that $\left.\boldsymbol{f}(\boldsymbol{x})=\boldsymbol{\delta}\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right)\right)$. To do that, we look for an estimate of the wave travel time at each measurement station (travel time). More precisely, we only know the time at which the wave arrives at a measurement station (arrival time). Then, we have the following identity for the $i$-th station:

$$
\operatorname{arrival~}_{\text {time }}^{i}=\text { origin time }+ \text { travel time }{ }_{i} .
$$

In 1912, L. Geiger [49] developed one of the most classical methods for locating sources in mining, based on an accurate propagation velocity map of the mine's structure and a leastsquare technique. This method is able to estimate the hypocenter location using the arrival time to measurement stations. Depending on the geometric distribution of the stations, this method could present problems of accuracy or unicity. Later, in the 80s, W. Spence [102] modified Geiger's least-square method to consider the P-wave arrival time difference data, which allowed to eliminate anomalies produced by velocity heterogeneities. In 1984, M. Matsu'ura [84] proposed a method for locating the space-dependence of the source with a Bayesian approach using prior spatial information. In addition, the origin time is eliminated of the problem via integration on a density function over the whole origin time range. In another work, F. Du et al. [34] considered the wave propagation velocity as a random variable into the minimization method for undersea mining microseismicity. Additionally, these authors divided the space of the mine into three areas based on the tremor occurrence probability to predict possible future hazard. As we can see, the methods for finding the source in seismicity induced by mining are more focused on finding the origin time by estimating the travel times and then obtaining the spatial position.

The main difference between seismicity and induced seismicity for mining is the scale. In the former, scales are in the order of tens or hundreds of kilometers, while in the latter, scales are of one hundred meters or below. Related to the scale and the tremor duration, in seismicity, the source could be considered as a Dirac delta source, while in induced seismicity it is convenient to include the source duration effect in the mathematical model. More precisely, in mathematical terms, in seismicity is often assumed that the source $\boldsymbol{s}(\boldsymbol{x}, t)$ is of the form $\boldsymbol{s}(\boldsymbol{x}, t)=\boldsymbol{f}(\boldsymbol{x}) \delta\left(t-t_{0}\right)$, where $t_{0}$ is the time when the seismic movement starts. In induced seismicity, the form of the time-dependence of the source may significantly affect the models. For this reason, in here we only assume that source $\boldsymbol{s}(\boldsymbol{x}, t)$ can be described using separation of variables as $\boldsymbol{s}(\boldsymbol{x}, t)=\boldsymbol{f}(\boldsymbol{x}) g(t)$, but we do not make any further assumption
on $g(t)$. We note that this assumption of considering the source as $\boldsymbol{f}(\boldsymbol{x}) g(t)$ has been used in hyperbolic problems (e.g., [116]) and parabolic problems (e.g., [48]) to obtain stability conditions and to reconstruct the spatial dependence of the source. This approach has also been used for medical imaging, see e.g., chapter 12 of [7], where authors summarize timereversal methods applied to tomography techniques by considering Dirac delta functions as a source.

In contrast to previous approaches, we are going to assume that the time-dependence form of the source $g(t)$ is known, and it is not necessarily given by a Dirac delta function of the form $\delta\left(t-t_{0}\right)$. Works as [95] attempt to find an accurate representation of the amplitude of a seismic wave using Ricker wavelet, and if we include any method to estimate the origin time $t_{0}$ as [49, 102], it is possible to obtain a complete characterization of the temporal source term $g(t)$. Based on a full description of $g(t)$, in this work we look for a more accurate representation of $\boldsymbol{f}(\boldsymbol{x})$ than that obtained when assuming that $g(t)=\delta\left(t-t_{0}\right)$, and this allows us to produce a more realistic mathematical model and a better reconstruction of $\boldsymbol{f}(\boldsymbol{x})$. In this work, for simplicity of the analysis of our proposed method, we restrict to acoustic equations instead of the more complex elastic equations. The former equations are known to provide adequate estimates of compressional velocities, and they are widely used as first approximations of the true compressional and shear velocities dictated by the elastic equations (see e.g., [2]).

The main contribution of this work is to enhance the accuracy of the spatial source term reconstruction in induced seismicity. To do that, we adapt a time-reversal method in order to find an approximation of the spatial term using the temporal source information and the geophones measurements. We denote this novel method as Source Time Reversal. Besides, we study numerically the properties of such source reconstruction technique. In particular, we show numerically that continuous sources are easier to reconstruct than discontinuous ones. While classical time-reversal methods allow to accurately recover initial conditions or sources acting for an instant of time (i.e., $\boldsymbol{f}(\boldsymbol{x}) \delta\left(t-t_{0}\right)$ ), the method developed in this work is able to recover the spatial characteristics for a more general class of sources $\boldsymbol{f}(\boldsymbol{x}) g(t)$ where $g(t)$ is assumed to be known.

This chapter is divided into five sections. In section 1.2, we present some previous results for acoustic waves. In Section 1.3, we state the problem and introduce a modified TimeReversal Mirror from M. Fink point of view, and we provide a three-dimensional example of how the time-reversal mirror method works in an exact case. In Section 1.4, we present the Source Time Reversal (STR) methodology and also show an error estimate for our problem following the ideas of [60]. Section 1.5 introduces four different numerical experiments to study the characteristics of the method, including a synthetic microseismic experiment, where we compare the proposed method with the standard time-reversal mirror method.

### 1.2 Previous results

Let $v$ be solution of the following problem

$$
\left\{\begin{align*}
\partial_{t}^{2} v-c^{2} \Delta v=0, & \text { in } \mathbb{R}^{n} \times(0, \infty),  \tag{1.1}\\
v=\varphi, & \text { in } \mathbb{R}^{n} \times\{t=0\}, \\
\partial_{t} v=\psi, & \text { in } \mathbb{R}^{n} \times\{t=0\},
\end{align*}\right.
$$

where $c(\boldsymbol{x})>c_{1}>0$ for all $\boldsymbol{x} \in \mathbb{R}^{n}$. Let us assume all the inhomogeneities of the medium and the initial perturbations are confined to a bounded subset of $\mathbb{R}^{n}$. We mathematically represent these conditions by considering $(1-c), \varphi$, and $\psi$ having compact support [35].

Let $\Omega$ be a bounded subset of $\mathbb{R}^{n}$. Then, we define the local energy in $\Omega$ as

$$
\mathcal{E}(t)=\frac{1}{2} \int_{\Omega}|\nabla v(\boldsymbol{x}, t)|^{2}+c^{-2}(\boldsymbol{x})\left|\partial_{t} v(\boldsymbol{x}, t)\right|^{2} d \boldsymbol{x}
$$

A classical result of B. R. Vainberg [111] establishes a decay rate of the local energy under certain conditions for the speed of propagation over the medium. The condition to obtain this decay rate is called non-trapping condition.

Definition 1.1 (non-trapping condition [35]) Let $c: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a $C^{\infty}\left(\mathbb{R}^{n}\right)$ function. We define the Hamiltonian $H(\boldsymbol{x}, \boldsymbol{\xi})=\frac{1}{2} c^{2}(\boldsymbol{x})|\boldsymbol{\xi}|^{2}$ and the following system

$$
\left\{\begin{array}{l}
\boldsymbol{x}_{t}^{\prime}=\frac{\partial H}{\partial \boldsymbol{\xi}}=\boldsymbol{\xi} c^{2}(\boldsymbol{x})  \tag{1.2}\\
\boldsymbol{\xi}_{t}^{\prime}=-\frac{\partial H}{\partial \boldsymbol{x}}=-\frac{1}{2}|\boldsymbol{\xi}|^{2} \nabla\left(c^{2}(\boldsymbol{x})\right) \\
\left.\boldsymbol{x}\right|_{t=0}=\boldsymbol{x}_{0} \\
\left.\boldsymbol{\xi}\right|_{t=0}=\boldsymbol{\xi}_{0} \\
H\left(\boldsymbol{x}_{0}, \boldsymbol{\xi}_{0}\right)=H_{0}
\end{array}\right.
$$

The solutions of (1.2) are called bicharacteristics, and the projection of the $\boldsymbol{x}$-components into $\mathbb{R}^{n}$ of a bicharacteristic is called ray. We define the non-trapping condition as: all the rays go to infinity as $t \rightarrow \infty$, that is

$$
\lim _{t \rightarrow \infty}\|\boldsymbol{x}(t)\|=+\infty
$$

Then, if the wave speed $c$ in the problem (1.1) accomplishes the above condition, this ensures that all wavefronts leave the domain after a specific time. The following theorem summarizes this property.

Theorem 1.2 (Decay of the local energy [35]) Let assume $c \in C^{\infty}\left(\mathbb{R}^{n}\right)$ in problem (1.1) accomplishes the non-trapping condition. Let consider a bounded set $\Omega \subset \mathbb{R}^{n}$ such that $\varphi, \psi \in L^{2}\left(\mathbb{R}^{n}\right)$ and $\operatorname{supp}(\varphi) \cup \operatorname{supp}(\psi) \subset \Omega$. Then, there exists $T_{0}>0$, such that the solution of problem 1.1) verifies $v \in C^{\infty}\left(\Omega \times\left(T_{0}, \infty\right)\right)$ and

$$
\left|\frac{\partial^{|\alpha|} v(\boldsymbol{x}, t)}{\partial t^{\alpha_{0}} \partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}}\right| \leq C \eta_{\alpha_{0}}(t)\left(\|\varphi\|_{L^{2}(\Omega)}+\|\psi\|_{L^{2}(\Omega)}\right),
$$

for all $\boldsymbol{x} \in \Omega$, for all $t \geq T_{0}$, and for all $\alpha=\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n+1}$, where $C:=C(\Omega, \alpha)$. Here

$$
\eta_{k}(t)= \begin{cases}t^{1-n-k} & \text { for even } n \\ e^{-\delta t} & \text { for odd } n\end{cases}
$$

where $\delta$ is a constant depending on $c(\boldsymbol{x})$.

Another interesting classical result about the regularity of solutions is needed to obtain an error decay estimate. This result is also valid for more general second-order partial differential hyperbolic operators. We first associate with $u$ a mapping $u^{*}:[0, T] \rightarrow H_{0}^{1}(\Omega)$ defined by $\left[u^{*}(t)\right](\boldsymbol{x}):=u(\boldsymbol{x}, t)$ for $\boldsymbol{x} \in \Omega$ and $t \in[0, T]([38])$. To simplify the notation, we denote $u$ and $u^{*}$ indistinctly by $u$.

Theorem 1.3 (Infinity differentiability [38]) Let $\Omega$ be an open bounded set. Let us consider the following boundary value problem

$$
\left\{\begin{align*}
\partial_{t}^{2} u+L u=f_{e}, & \text { in } \Omega \times(0, T),  \tag{1.3}\\
u=g, & \text { in } \Omega \times\{t=0\}, \\
\partial_{t} u=h, & \text { in } \Omega \times\{t=0\}, \\
u=0, & \text { on } \partial \Omega \times(0, T),
\end{align*}\right.
$$

where $L$ denotes a second-order partial differential operator such that $\partial_{t}^{2}+L$ is a hyperbolic operator. Assume $g, h \in C^{\infty}(\bar{\Omega})$ and $f_{e} \in C^{\infty}(\overline{\Omega \times(0, T)})$. If the following compatibility conditions hold for all $l \in \mathbb{N}$

$$
\left\{\begin{aligned}
g_{0} & :=g & & \in H_{0}^{1}(\Omega), \\
h_{1} & :=h & & \in H_{0}^{1}(\Omega), \\
g_{2 l} & :=\frac{d^{2 l-2}}{d t^{2 l-2}} f_{e}(\cdot, 0)-L g_{2 l-2} & & \in H_{0}^{1}(\Omega), \\
h_{2 l+1} & :=\frac{d^{2 l-1}}{d t^{2 l-1}} f_{e}(\cdot, 0)-L h_{2 l-1} & & \in H_{0}^{1}(\Omega),
\end{aligned}\right.
$$

then, problem (1.3) has a unique solution $u \in C^{\infty}(\overline{\Omega \times(0, T)})$ and

$$
\max _{0 \leq t \leq T}\left(\|u(t)\|_{H^{1}(\Omega)}+\left\|\partial_{t} u(t)\right\|_{L^{2}(\Omega)}\right) \leq C\left(\left\|f_{e}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}+\|g\|_{H_{0}^{1}(\Omega)}+\|h\|_{L^{2}(\Omega)}\right)
$$

where $C$ is a constant depending on $\Omega$, the coefficients of $L$ and $T$.

To simplify the above notation, from here we denote by $\|\cdot\|_{\mathcal{H}(\Omega)}$ the sum of the following norms

$$
\|u(t)\|_{\mathcal{H}(\Omega)}:=\|u(t)\|_{H^{1}(\Omega)}+\left\|\partial_{t} u(t)\right\|_{L^{2}(\Omega)} .
$$

Theorem 1.4 (Gronwall's inequality [38]) Let $\eta$ be a non-negative, absolute continuous function on $\left[t_{0}, t_{1}\right]$, which satisfies for a.e. $t$ the differential inequality

$$
\eta^{\prime}(t) \leq \phi(t) \eta(t)+\psi(t)
$$

where $\phi$ and $\psi$ are non-negative, summable functions on $\left[t_{0}, t_{1}\right]$. Then

$$
\eta(t) \leq e^{\int_{t_{0}}^{t} \phi(s) d s}\left[\eta\left(t_{0}\right)+\int_{t_{0}}^{t} \psi(s) d s\right]
$$

for all $t_{0} \leq t \leq t_{1}$.
By considering the above Gronwall's inequality, it is possible to extend Theorem 1.3 to a more general time interval $\left(t_{0}, T\right)$.

Remark 1.5 If the domain in problem 1.3 is $\Omega \times\left(t_{0}, T\right)$, then Theorem 1.3 still holds and the corresponding estimate is given by

$$
\max _{t_{0} \leq t \leq T}\left(\|u(t)\|_{\mathcal{H}(\Omega)}\right) \leq e^{C_{1}\left(T-t_{0}\right)}\left(C_{2}\left\|f_{e}\right\|_{L^{2}\left(t_{0}, T ; L^{2}(\Omega)\right)}+C_{3}\left(\|g\|_{H_{0}^{1}(\Omega)}+\|h\|_{L^{2}(\Omega)}\right)\right),
$$

where $C_{1}, C_{2}$, and $C_{3}$ are constants depending on $\Omega$ and $c(\boldsymbol{x})$.

### 1.3 Model assumptions and the time-reversal method

In what follows, we assume our seismic events are governed by the wave equation in an isotropic media. The source can be expressed using separation of variables as $f(\boldsymbol{x}) g(t)$, where $f \in L^{2}\left(\mathbb{R}^{n}\right)$ is compactly supported in a bounded set $\Omega \subset \mathbb{R}^{n}$. Thus, our original problem is given by

$$
\left\{\begin{aligned}
\partial_{t}^{2} u(\boldsymbol{x}, t)-c^{2}(\boldsymbol{x}) \Delta u(\boldsymbol{x}, t) & =f(\boldsymbol{x}) g(t), \quad \text { in } \mathbb{R}^{n} \times(0, T), \\
u(\boldsymbol{x}, 0) & =0 \\
\partial_{t} u(\boldsymbol{x}, 0) & =0
\end{aligned}\right.
$$

(ORIGINAL PR.)
where $c \in C^{\infty}\left(\mathbb{R}^{n}\right), c(\boldsymbol{x})>c_{1}>0$ for all $\boldsymbol{x} \in \mathbb{R}^{n}$ is a known propagation velocity map with ( $1-c(\boldsymbol{x})$ ) having compact support, and $c(\boldsymbol{x})$ verifies the non-trapping condition (see Definition 1.1). Also, the temporal source distribution $g \in W^{1, \infty}(0, T)$ is assumed to be known.

Let us consider a set of measurements obtained by using geophones. The information recorded by the geophones is the velocity of the displacements. Then, we define the boundary of the set $\Omega$ as the place where we measure the velocity of displacement, given by $\partial_{t} u(\boldsymbol{y}, t)$ for all $\boldsymbol{y} \in \partial \Omega$ and for all $t \in[0, T]$. To develop the methodology, we start assuming the geophones are located on the entire boundary of $\Omega$. The objective is to reconstruct the spatial source contribution $f(\boldsymbol{x})$. To mathematically express these measurements, we introduce the following operator

$$
\Lambda(f, g):=\left.\partial_{t} u\right|_{\partial \Omega \times(0, T)} .
$$

Then, the measurement of the velocity recorder at the geophones will be given by $m_{u}(\boldsymbol{y}, t)=$ $\Lambda(f, g)(\boldsymbol{y}, t)$ for all $\boldsymbol{y} \in \partial \Omega$ and all $t \in(0, T)$. Now, we can define our inverse problem: find $f(\boldsymbol{x})$ given $\left\{m_{u}(\boldsymbol{y}, t):=\partial_{t} u(\boldsymbol{y}, t):(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)\right\}$ and $\{g(t): t \in(0, T)\}$ such that $u$ solves ORIGINAL PR.).

To study the inverse problem defined above, we first introduce the Time-Reversal Mirror (TRM). The TRM was first introduced for acoustic waves by M. Fink. This method has been applied in several areas of physics and engineering, including optics [24, 119, 117], underwater acoustic [101, 74], ultrasound [40, 112], and wireless communications [89, 75]. TRM is based on the invariance of the wave equation on time. This method allows to recover the initial perturbation or initial wav $\rrbracket^{1}$ through measurements performed by transducers located at some fixed points inside the domain where the waves propagate. Each transducer records a signal and acts as a special mirror by sending back the recorded signal (reflecting first the last measurement and last the first measurement). The reflected signal moves back towards the initial wave due to the time invariance of the wave equation. For a more detailed explanation on the TRM, see [42].

To detail the TRM process, let us consider an acoustic problem in a heterogeneous medium with initial conditions: an initial position $\varphi \in L^{2}\left(\mathbb{R}^{n}\right)$ and a null initial velocity. Here, the initial position propagates into $\mathbb{R}^{n}$ as an acoustic wave modeled by (1.4), where $c(\boldsymbol{x})$ represents the speed of the wave at the point $\boldsymbol{x}$ and contains the information of the heterogeneities in the medium. We consider the initial position $\varphi:=\varphi(\boldsymbol{x})$ as a function with compact support contained in a bounded set $\Omega \subset \mathbb{R}^{n}$.

Then, the idea is to find $\varphi(\boldsymbol{x})$ given $\{m(\boldsymbol{y}, t):=v(\boldsymbol{y}, t):(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)\}$ such that

$$
\left\{\begin{align*}
\partial_{t}^{2} v(\boldsymbol{x}, t)-c^{2}(\boldsymbol{x}) \Delta v(\boldsymbol{x}, t) & =0, \quad \text { in } \mathbb{R}^{n} \times(0, T)  \tag{1.4}\\
v(\boldsymbol{x}, 0) & =\varphi(\boldsymbol{x}) \\
\partial_{t} v(\boldsymbol{x}, 0) & =0
\end{align*}\right.
$$

where $c \in C^{\infty}\left(\mathbb{R}^{n}\right), c(\boldsymbol{x})>c_{1}>0,(1-c)$ has compact support, and $c(\boldsymbol{x})$ verifies the non-trapping condition.

It is well known that the direct problem has a unique strong solution. Moreover, if we consider the above conditions, we have a unique $v \in C\left(0, T ; H^{2}\left(\mathbb{R}^{n}\right)\right) \cap C^{1}\left(0, T ; H^{1}\left(\mathbb{R}^{n}\right)\right) \cap$ $C^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{n}\right)\right)$, see for instance [19].

The goal of the TRM method is to recover the initial condition $\varphi(\boldsymbol{x})$ by recording and reversing $v(\boldsymbol{y}, t)$ on the boundary. To do this, we define the following operator to model the measurement

$$
\widetilde{\Lambda} \varphi:=\left.v\right|_{\partial \Omega \times[0, T]}
$$

Then, after recording the measurements $m(\boldsymbol{y}, t)=\widetilde{\Lambda} \varphi(\boldsymbol{y}, t)$ on the entire boundary $\partial \Omega$ for a period of time $(0, T)$, we define the exact reverse problem inside $\Omega$ with final conditions

$$
\left\{\begin{align*}
\partial_{t}^{2} w(\boldsymbol{x}, t)-c^{2}(\boldsymbol{x}) \Delta w(\boldsymbol{x}, t) & =0, & & \text { in } \Omega \times(0, T),  \tag{1.5}\\
w(\boldsymbol{x}, T) & =v(\boldsymbol{x}, T), & & \\
\partial_{t} w(\boldsymbol{x}, T) & =\partial_{t} v(\boldsymbol{x}, T), & & \\
w(\boldsymbol{y}, t) & =m(\boldsymbol{y}, t), & & \text { on } \partial \Omega \times(0, T) .
\end{align*}\right.
$$

[^0]Notice that solution to problem (1.5) is exactly the solution to problem (1.4) inside $\Omega \times(0, T)$. Then, $w(\boldsymbol{x}, t)$ at time $t=0$ recovers exactly the initial condition in problem 1.4), i.e.,

$$
w(\boldsymbol{x}, 0)=\varphi(\boldsymbol{x})
$$

for all $x \in \Omega$.
In practical applications, often we only have access to measure information on the boundary of $\Omega$. Thus, it is impossible to obtain the values of $v(\boldsymbol{x}, T)$ and $\partial_{t} v(\boldsymbol{x}, T)$ inside the domain $\Omega$. We overcome this problem by considering Theorem 1.2, where we can approximate the final conditions $v(\boldsymbol{x}, T)$ and $\partial_{t} v(\boldsymbol{x}, T)$ by zeros in 1.5) if the final time $T$ is large enough, i.e., $T>T_{0}$.

Based on the previous argument, we define the approximate reverse problem inside $\Omega$ with final conditions equal to zero,

$$
\left\{\begin{align*}
\partial_{t}^{2} \widetilde{w}(\boldsymbol{x}, t)-c^{2}(\boldsymbol{x}) \Delta \widetilde{w}(\boldsymbol{x}, t) & =0, & & \text { in } \Omega \times(0, T),  \tag{1.6}\\
\widetilde{w}(\boldsymbol{x}, T) & =0, & & \\
\partial_{t} \widetilde{w}(\boldsymbol{x}, T) & =0, & & \\
\widetilde{w}(\boldsymbol{y}, t) & =m(\boldsymbol{y}, t) \phi_{\varepsilon}(t), & & \text { on } \partial \Omega \times(0, T),
\end{align*}\right.
$$

where $\phi_{\varepsilon} \in C^{\infty}(0, \infty)$, for a given small $\varepsilon>0$, is a smooth function such that $\phi_{\varepsilon}(t)=1$ for $t \in(0, T-\varepsilon)$ and $\phi_{\varepsilon}(t)=0$ for $t \geq T$. This function $\phi_{\varepsilon}$ facilitates the matching of the boundary condition with the conditions at time $t=T$ by introducing a smooth transition. Then, the solution of (1.6) at time $t=0$ is an approximation of $\varphi(\boldsymbol{x})$ when $m(\boldsymbol{y}, t)$ is given by $\widetilde{\Lambda} \varphi(\boldsymbol{y}, t)$, i.e.,

$$
\widetilde{w}(\boldsymbol{x}, 0) \approx \varphi(\boldsymbol{x})
$$

It is posible to solve problem (1.6), with final data equal to zero and boundary condition $m(\boldsymbol{y}, t)=\Lambda \varphi(\boldsymbol{y}, t)$, and recover exactly $\psi(\boldsymbol{x})$ when $T \rightarrow \infty$. In the case when $T<\infty$, we can recover exactly $\psi(\boldsymbol{x})$ only for odd dimensions and constant wave speed (Huygens' principle, see e.g. [78]). For even dimensions or variable wave speed (i.e. heterogeneous media), it is only possible to approximate $\varphi(\boldsymbol{x})$ by assuming the final data equal to zero. Y. Hristova estimates the error of approximating the initial data $\varphi(\boldsymbol{x})$ in problem (1.4) with $\widetilde{w}(\boldsymbol{x}, 0)$ in the following theorem

Theorem 1.6 (Error estimate [60]) Let $w$ and $\widetilde{w}$ solve problems (1.5) and (1.6), respectively. Then, there exists $T_{0}$ such that for any $T>T_{0}>1$ and $\varepsilon>0$ satisfying $T-\varepsilon>T_{0}$, we obtain

$$
\max _{0 \leq t \leq T}\left(\|w(t)-\widetilde{w}(t)\|_{H^{1}(\Omega)}+\left\|\partial_{t} w(t)-\partial_{t} \widetilde{w}(t)\right\|_{L^{2}(\Omega)}\right) \leq C(\varepsilon) \eta(T-\varepsilon)\|\varphi\|_{L^{2}(\Omega)}
$$

and in particular

$$
\|\varphi-\widetilde{w}(0)\|_{H^{1}(\Omega)} \leq C(\varepsilon) \eta(T-\varepsilon)\|\varphi\|_{L^{2}(\Omega)}
$$

where $C(\varepsilon)=C / \min \left\{\varepsilon^{2}, 1\right\}$, for some constant $C$ depending on $\Omega$ and $c(x)$, and

$$
\eta(t)= \begin{cases}t^{1-n} & \text { for even dimensions } n \\ e^{-\delta t} & \text { for odd dimensions } n\end{cases}
$$

### 1.3.1 Example of an exact reconstruction

We present a brief example, based on the Huygens' principle, of an exact reconstruction of the initial condition by using TRM.

Let us consider the following problem in $\mathbb{R}^{3}$ given by

$$
\left\{\begin{aligned}
\partial_{t}^{2} v(\boldsymbol{x}, t)-\Delta v(\boldsymbol{x}, t) & =0, \quad \text { in } \mathbb{R}^{3} \times(0, T), \\
v(\boldsymbol{x}, 0) & =\varphi(\boldsymbol{x}) \\
\partial_{t} v(\boldsymbol{x}, 0) & =0
\end{aligned}\right.
$$

We want to recover the initial condition $\varphi(\boldsymbol{x})$ of the previous problem with constant propagation velocity $c(\boldsymbol{x}) \equiv 1$. Then, we measure $m(\boldsymbol{x}, t)=\left.u(\boldsymbol{x}, t)\right|_{\partial \Omega \times[0, T]}$ over a bounded domain $\Omega$, such that we register the signal everywhere on $\partial \Omega$. In this case, $v(\boldsymbol{x}, T)=\partial_{t} v(\boldsymbol{x}, T)=0$, since all waves leave $\Omega$ (due to Huygens' principle) after certain time $T_{0}$. Also, when we consider $T>T_{0}$, the use of $\phi_{\varepsilon}$ is unnecessary. Then, we backpropagate the measurements in the homogeneous media by considering the problem (1.6) as follows

$$
\left\{\begin{align*}
\partial_{t}^{2} \widetilde{w}(\boldsymbol{x}, t)-\Delta \widetilde{w}(\boldsymbol{x}, t) & =0, & & \text { in } \Omega \times(0, T),  \tag{1.7}\\
\widetilde{w}(\boldsymbol{x}, 0) & =0, & & \\
\partial_{t} \widetilde{w}(\boldsymbol{x}, 0) & =0, & & \\
\widetilde{w}(\boldsymbol{y}, t) & =m(\boldsymbol{y}, T-t), & & \text { on } \partial \Omega \times(0, T) .
\end{align*}\right.
$$

Thus, if we solve (1.7) at time $T$, we obtain $\widetilde{w}(\boldsymbol{x}, T)=\psi(\boldsymbol{x})$ for all $\boldsymbol{x} \in \Omega$. For this case, we consider a problem with initial conditions (at time $t=0$ ) instead of one with conditions at final time $t=T$. To make this change consistent, we reverse the measurements. For a simple proof based on Huygens' principle of how TRM works in this exact case example, see [14]. For further information about another approaches on time-reversal methods, we refer to [14, 103, 6].

### 1.4 Source time reversal (STR) method

In this section, we extend the time-reversal idea to a nonhomogeneous wave equation, as that considered in our model problem ORIGINAL PR.). In this extension, we introduce a new approach of a time-reversal method called Source Time Reversal (STR). This method employs the information of the temporal source dependence to improve the reconstruction of the spatial source term. We also provide an error estimate.

Based on the Duhamel's principle idea [38], we consider an auxiliary problem, where the unknown term of the source $f(\boldsymbol{x})$ of ORIGINAL PR.) now appears as part of the initial condition. Then, it is easy to see that we can write the solution of system (ORIGINAL PR.) as a convolution of a function $v$ with the time-term of the source

$$
\begin{equation*}
u(x, t)=\int_{0}^{t} v(\boldsymbol{x}, t-\tau) g(\tau) d \tau \tag{1.8}
\end{equation*}
$$

where $v$ solves the auxiliary problem

$$
\left\{\begin{align*}
\partial_{t}^{2} v-c(\boldsymbol{x})^{2} \Delta v & =0, \quad \text { in } \mathbb{R}^{n} \times(0, \infty),  \tag{FORWARDPR.}\\
v(\boldsymbol{x}, 0) & =0 \\
\partial_{t} v(\boldsymbol{x}, 0) & =f(\boldsymbol{x})
\end{align*}\right.
$$

This convolution allows relating a nonhomogeneous problem with a homogeneous initialvalue problem. Also, it gives us a relation between the boundary information in the problem (FORWARD PR.) and the measurements obtained in ORIGINAL PR.). Thus we have the following result.

Proposition 1.7 Let $v$ be solution to problem (FORWARD PR.) and $u$ be as in 1.8). Then, $u$ is solution to problem ORIGINAL PR.).

Proof. The proof of this proposition is direct from the definition of $\boldsymbol{u}$ in 1.8. We compute the first and second derivatives of $\boldsymbol{u}$ with respect to $t$

$$
\begin{equation*}
\partial_{t} u(\boldsymbol{x}, t)=v(\boldsymbol{x}, 0) g(t)+\int_{0}^{t} \partial_{t} v(\boldsymbol{x}, t-\tau) g(\tau) d \tau \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{t}^{2} u(\boldsymbol{x}, t)=f(\boldsymbol{x}) g(t)+\int_{0}^{t} \partial_{t}^{2} v(\boldsymbol{x}, t-\tau) g(\tau) d \tau \tag{1.10}
\end{equation*}
$$

Let us define $L u(\boldsymbol{x}, t):=c^{2}(\boldsymbol{x}) \Delta u(\boldsymbol{x}, t)$ Then, we apply operator $L$ in both sides of the identity (1.8) and obtain

$$
\begin{equation*}
L u(\boldsymbol{x}, t)=\int_{0}^{t} L v(x, t-\tau) g(\tau) d \tau \tag{1.11}
\end{equation*}
$$

Then, using the above identities, we obtain $\partial_{t}^{2} u(\boldsymbol{x}, t)-L u(\boldsymbol{x}, t)=f(\boldsymbol{x}) g(t)$ by replacing (1.10) and (1.11). We obtain $u(\boldsymbol{x}, 0)=0$ and $\partial_{t} u(\boldsymbol{x}, 0)=0$ by evaluating (1.8) and (1.9) at $t=0$, which completes the proof.

The classical TRM method objective is to recover the initial position $\varphi(\boldsymbol{x})$ (see problem (1.4) ) by recording $v(\boldsymbol{x}, t)$ on the boundary. In our case, the goal is to recover the initial velocity $f(\boldsymbol{x})$ in problem (FORWARD PR.) (also the space-term of the source in (ORIGINAL PR.) ) by recording the velocity of the displacement $\partial_{t} v(\boldsymbol{x}, t)$ on the entire $\partial \Omega$. Then, to recover the initial condition $f(\boldsymbol{x})$ from (FORWARD PR.), we define the following operator to model the measurements

$$
\Lambda_{0} f:=\left.\partial_{t} v\right|_{\partial \Omega \times(0, T)}
$$

This operator records the displacement velocity over the boundary. The measurements are given by $m_{\boldsymbol{v}}(\boldsymbol{y}, t)=\Lambda_{0} f(\boldsymbol{y}, t)$ for all $\boldsymbol{y} \in \partial \Omega$ and for all $t \in(0, T)$. Then, we define the following boundary value problem

$$
\left\{\begin{array}{rlrl}
\partial_{t}^{2} w-c(\boldsymbol{x})^{2} \Delta \widetilde{w} & =0, & & \text { in } \Omega \times(0, \infty)  \tag{1.12}\\
w(\boldsymbol{x}, T) & =\partial_{t} v(\boldsymbol{x}, T), \\
\partial_{t} w(\boldsymbol{x}, T) & =\partial_{t}^{2} v(\boldsymbol{x}, T), & & \\
w(\boldsymbol{y}, t) & =m_{v}(\boldsymbol{y}, t), & & \text { on } \partial \Omega \times(0, T)
\end{array}\right.
$$

Using the same procedure as in problem 1.5, we realize that the solution of problem (1.12) is $w(\boldsymbol{x}, t)=\partial_{t} v(\boldsymbol{x}, t)$ in $\Omega \times(0, T)$ and in order to recover exactly $f(\boldsymbol{x})$, we need to know the values of $\partial_{t} v(\boldsymbol{x}, T)$ and $\partial_{t}^{2} v(\boldsymbol{x}, T)$ inside $\Omega$. Then, for practical applications it is possible to obtain an approximation of $f(\boldsymbol{x})$ by defining

$$
\left\{\begin{aligned}
\partial_{t}^{2} \widetilde{w}-c(\boldsymbol{x})^{2} \Delta \widetilde{w} & =0, & & \text { in } \Omega \times(0, \infty), \\
\widetilde{w}(\boldsymbol{x}, T) & =0, & & \\
\partial_{t} \widetilde{w}(\boldsymbol{x}, T) & =0, & & \\
\widetilde{w}(\boldsymbol{y}, t) & =m_{v}(\boldsymbol{y}, t) \phi_{\varepsilon}(t), & & \text { on } \partial \Omega \times(0, T),
\end{aligned}\right.
$$

(BACKWARD PR.)
where $\phi_{\varepsilon}$ is a cut-off function as in (1.6). By solving (BACKWARD PR.) with boundary condition $m_{v}=\Lambda_{0} f$ at time $t=0$, we obtain an approximation of $f(\boldsymbol{x})$, where the error committed by approximating $f(\boldsymbol{x})$ with $\widetilde{f}(\boldsymbol{x}):=\widetilde{w}(\boldsymbol{x}, 0)$ is given by the following result.

Theorem 1.8 Let $w$ and $\widetilde{w}$ be solutions to problems (1.12) and (BACKWARD PR.), respectively. We assume $f \in L^{2}\left(\mathbb{R}^{n}\right)$ and its support is contained in $\Omega \subset \mathbb{R}^{n}$ a bounded set. We also assume $c \in C^{\infty}(\Omega)$, with $c(\boldsymbol{x})>c_{1}>0,(1-c(\boldsymbol{x}))$ has compact support in $\Omega$, and $c(\boldsymbol{x})$ satisfies the non-trapping condition. Then, we have the following estimate

$$
\begin{equation*}
\|w(t)-\widetilde{w}(t)\|_{\mathcal{H}(\Omega)} \leq \frac{C}{\varepsilon^{2}} \eta_{k}(T-\varepsilon)\|f\|_{L^{2}(\Omega)} \tag{1.13}
\end{equation*}
$$

for all $t \in(0, T)$, where

$$
\eta_{k}(t)= \begin{cases}t^{1-n-k} & \text { for even } n \\ e^{-\delta t} & \text { for odd } n\end{cases}
$$

the constant $C$ depends on $\Omega$ and $c(\boldsymbol{x})$ and $\delta$ depends on $c(\boldsymbol{x})(k=3$ for $t \in(0,1)$, and $k=1$ for $t>1$ ).

Before proving Theorem 1.8, we make a remark about the solution of the acoustic equation.

Remark 1.9 Let $u$ be a smooth function solution of the problem $\partial_{t}^{2} u(\boldsymbol{x}, t)-c^{2}(\boldsymbol{x}) \Delta u(\boldsymbol{x}, t)=$ 0 , then $u$ is also solution of $\partial_{t}^{2 n} u(\boldsymbol{x}, t)-\left(c^{2}(\boldsymbol{x}) \Delta\right)^{n} u(\boldsymbol{x}, t)=0$.

Proof of Theorem 1.8 . We follow the proof performed in [60]. To do that, we define the error function $e_{T}(\boldsymbol{x}, t)=w(\boldsymbol{x}, t)-\widetilde{w}(\boldsymbol{x}, t)$, where $w(\boldsymbol{x}, t)$ and $\widetilde{w}(\boldsymbol{x}, t)$ are solutions of 1.12) and (BACKWARD PR.), respectively. We take $\varepsilon>0$ fixed and $\phi_{\varepsilon} \in C^{\infty}(0, T)$ such that $\max _{0 \leq t \leq T}\left|\phi_{\varepsilon}^{\prime}(t)\right| \leq \widetilde{C}_{1} / \varepsilon$ and $\max _{0 \leq t \leq T}\left|\phi_{\varepsilon}^{\prime \prime}(t)\right| \leq \widetilde{C}_{2} / \varepsilon^{2}$, where $\widetilde{C}_{1}$ and $\widetilde{C}_{2}$ are constants.

Then, the error function solves the following problem

$$
\left\{\begin{aligned}
\partial_{t}^{2} e_{T}-c^{2} \Delta e_{T} & =0, & & \text { in } \Omega \times(0, T), \\
e_{T} & =\partial_{t} v, & & \text { in } \Omega \times\{t=T\}, \\
\partial_{t} e_{T} & =\partial_{t}^{2} v, & & \text { in } \Omega \times\{t=T\}, \\
e_{T} & =m_{v, \varepsilon}, & & \text { on } \partial \Omega \times(0, T),
\end{aligned}\right.
$$

where $m_{v, \varepsilon}(\boldsymbol{y}, t)=\left(1-\phi_{\varepsilon}(t)\right) m_{v}(\boldsymbol{y}, t)$ for all $\boldsymbol{y} \in \partial \Omega$ and $t \in(0, T)$.
Let us consider the harmonic extension operator $E: H^{1 / 2}(\partial \Omega) \rightarrow H^{1}(\Omega)$, such that for $\gamma \in H^{1 / 2}(\partial \Omega)$ there is a unique $\theta:=E \gamma$ solution of the problem

$$
\left\{\begin{aligned}
\Delta \theta=0, & \text { in } \Omega \\
\theta=\gamma, & \text { on } \partial \Omega
\end{aligned}\right.
$$

Then, we define the function $z:=e_{T}-E m_{v, \varepsilon}$, which solves the problem

$$
\left\{\begin{align*}
\partial_{t}^{2} z-c^{2} \Delta z & =-E\left(\partial_{t}^{2} m_{v, \varepsilon}\right) & & \text { in } \Omega \times(0, T)  \tag{1.14}\\
z & =\partial_{t} v-E m_{v} & & \text { in } \Omega \times\{t=T\} \\
\partial_{t} z & =\partial_{t}^{2} v-E\left(\partial_{t} m_{v}\right) & & \text { in } \Omega \times\{t=T\} \\
z & =0 & & \text { on } \partial \Omega \times(0, T)
\end{align*}\right.
$$

We are going to prove the infinite differentiability of $z$ in problem (1.14). To do this, first let us consider the following energy in $\Omega$

$$
\mathcal{E}(t)=\frac{1}{2} \int_{\Omega}|\nabla z|^{2}+c^{-2}\left|\partial_{t} z\right|^{2} d x
$$

where $\mathcal{E}$ stays constant in $[0, T-\varepsilon]$. Indeed

$$
\begin{aligned}
\mathcal{E}^{\prime}(t) & =\int_{\Omega} \nabla z \cdot \nabla\left(\partial_{t} z\right)+c^{-2} \partial_{t} z \partial_{t}^{2} z d x \\
& =-\int_{\Omega} \Delta z \cdot\left(\partial_{t} z\right) d x+\int_{\partial \Omega} \partial_{t} z \nabla z \cdot \hat{n} d S+\int_{\Omega} c^{-2} \partial_{t} z \partial_{t}^{2} z d x \\
& =-\int_{\Omega} \Delta z \cdot\left(\partial_{t} z\right) d x+\int_{\partial \Omega} \partial_{t}\left(e_{T}-m_{v, \varepsilon}\right) \nabla z \cdot \hat{n} d S+\int_{\Omega} c^{-2} \partial_{t} z\left(c^{2} \Delta z-E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)\right) d x \\
& =\int_{\partial \Omega} \partial_{t}\left(m_{v, \varepsilon}-m_{v, \varepsilon}\right) \nabla z \cdot \hat{n} d S-\int_{\Omega} c^{-2} E\left(\partial_{t}^{2} m_{v, \varepsilon}\right) \partial_{t} z d x \\
& =-\int_{\Omega} c^{-2} E\left(\partial_{t}^{2} m_{v, \varepsilon}\right) \partial_{t} z d x \\
& =0
\end{aligned}
$$

in $[0, T-\varepsilon]$. Then, it is enough to consider one point in $[0, T-\varepsilon]$ to find the maximum of the energy in the whole $[0, T]$, i.e.,

$$
\max _{0 \leq t \leq T} \mathcal{E}(t)=\max _{T-\varepsilon \leq t \leq T} \mathcal{E}(t)
$$

Second, from Theorem 1.2, we see that $v \in C^{\infty}(\Omega \times(T, \infty))$ for all $T>T_{0}$. Then, we select $T$ such that $T-\varepsilon>T_{0}\left(\partial_{t} v(x, T)\right.$ and $\partial_{t}^{2} v(x, T)$ are also infinitely smooth in $\left.\Omega\right)$. Let us notice that $\phi_{\varepsilon}$ is infinitely smooth in $(0, T)$, and $v$ is infinitely smooth in $\Omega \times(T-\varepsilon, \infty)$. Then $E m_{v, \varepsilon}:=E\left(\left(1-\phi_{\varepsilon}\right) m_{v}\right)$ is infinitely smooth in $\Omega \times(0, T)$. We also know that $\left(\partial_{t} v-E m_{v}\right)(T)$ and $\left(\partial_{t}^{2} v-E\left(\partial_{t} m_{v}\right)\right)(T)$ are in $C^{\infty}(\Omega)$, and $E\left(\partial_{t}^{2} m_{v, \varepsilon}\right) \in C^{\infty}(\Omega \times(T-\varepsilon, T))$. It remains to prove the compatibility condition at time $t=T$ to accomplish the conditions in Theorem 1.3.

We have $g_{0}=\partial_{t} v(T)-E m_{v}(T), h_{1}=\partial_{t}^{2} v(T)-E\left(\partial_{t} m_{v}\right)(T)$, and $f_{e}=-E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)$. As $\partial_{t} v-E m_{v}$ and $\partial_{t}^{2} v-E\left(\partial_{t} m_{v}\right)$ are $C^{\infty}(\Omega)$ for $t=T$, and these functions vanish on $\partial \Omega$, we have $g_{0}, h_{1} \in H_{0}^{1}(\Omega)$.

For $l=1$ we have: $g_{2}=f_{e}(\cdot, T)+c^{2} \Delta g_{0} \in H_{0}^{1}(\Omega)$ and $h_{3}=\frac{d}{d t} f_{e}(\cdot, T)+c^{2} \Delta h_{1} \in H_{0}^{1}(\Omega)$ since $f_{e}(\cdot, T)=-E\left(\partial_{t}^{2} m_{\varepsilon}\right)(T) \in C^{\infty}(\Omega), c \in C^{\infty}(\Omega), g_{0}, h_{1} \in C^{\infty}(\Omega)$, and

$$
\begin{aligned}
\left.g_{2}\right|_{\partial \Omega} & =\left.\left(f_{e}(\cdot, T)+c^{2} \Delta g_{0}\right)\right|_{\partial \Omega} \\
& =\left.\left(-E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)(T)+c^{2} \Delta \partial_{t} v(T)\right)\right|_{\partial \Omega} \\
& =\left.\left(-\partial_{t}^{2} m_{v}(T)+c^{2} \Delta \partial_{t} v(T)\right)\right|_{\partial \Omega} \\
& =\left.\left(-\partial_{t}^{2} z+c^{2} \Delta z\right) \partial_{t} v(T)\right|_{\partial \Omega} \\
& =0 .
\end{aligned}
$$

$$
\begin{aligned}
\left.h_{3}\right|_{\partial \Omega} & =\left.\left(\frac{d}{d t} f_{e}(\cdot, T)+c^{2} \Delta h_{1}\right)\right|_{\partial \Omega} \\
& =\left.\left(-\frac{d}{d t} E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)(T)+c^{2} \Delta \partial_{t}^{2} v(T)\right)\right|_{\partial \Omega} \\
& =\left.\left(-\frac{d}{d t} \partial_{t}^{2} m_{v}(T)+c^{2} \Delta \partial_{t}^{2} v(T)\right)\right|_{\partial \Omega} \\
& =\left.\left(-\partial_{t}^{2}+c^{2} \Delta\right) \partial_{t}^{2} v(T)\right|_{\partial \Omega} \\
& =0 .
\end{aligned}
$$

For the general case $l=n$, we obtain

$$
\begin{aligned}
\left.g_{2 n}\right|_{\partial \Omega} & =\left.\left(-\frac{d^{2 n-2}}{d t^{2 n-2}} E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)(T)+c^{2} \Delta g_{2 n-2}\right)\right|_{\partial \Omega} \\
& =\left.\left(-\frac{d^{2 n-2}}{d t^{2 n-2}} \partial_{t}^{2} m_{v}(T)+c^{2} \Delta\left(-\frac{d^{2 n-4}}{d t^{2 n-4}} E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)(T)+c^{2} \Delta g_{2 n-4}\right)\right)\right|_{\partial \Omega} \\
& =\left.\left(-\frac{d^{2 n-2}}{d t^{2 n-2}} \partial_{t}^{2} m_{v}(T)+\left(c^{2} \Delta\right)^{2} g_{2 n-4}\right)\right|_{\partial \Omega} \\
& =\left.\left(-\frac{d^{2 n-2}}{d t^{2 n-2}} \partial_{t}^{2} m_{v}(T)+\left(c^{2} \Delta\right)^{2}\left(-\frac{d^{2 n-6}}{d t^{2 n-6}} E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)(T)+c^{2} \Delta g_{2 n-6}\right)\right)\right|_{\partial \Omega} \\
& =\left.\left(-\frac{d^{2 n-2}}{d t^{2 n-2}} \partial_{t}^{2} m_{v}(T)+\left(c^{2} \Delta\right)^{3} g_{2 n-6}\right)\right|_{\partial \Omega} \\
& \vdots \\
& =\left.\left(-\partial_{t}^{2 n} m_{v}(T)+\left(c^{2} \Delta\right)^{n} g_{0}\right)\right|_{\partial \Omega} \\
& =\left.\left(-\partial_{t}^{2 n}+\left(c^{2} \Delta\right)^{n}\right) \partial_{t} v(T)\right|_{\partial \Omega} \\
& =0
\end{aligned}
$$

and

$$
\begin{aligned}
\left.h_{2 n+1}\right|_{\partial \Omega} & =\left.\left(-\frac{d^{2 n-1}}{d t^{2 n-1}} E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)(T)+c^{2} \Delta h_{2 n-1}\right)\right|_{\partial \Omega} \\
& =\left.\left(-\frac{d^{2 n-1}}{d t^{2 n-1}} \partial_{t}^{2} m_{v}(T)+c^{2} \Delta\left(-\frac{d^{2 n-3}}{d t^{2 n-3}} E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)(T)+c^{2} \Delta h_{2 n-3}\right)\right)\right|_{\partial \Omega} \\
& =\left.\left(-\frac{d^{2 n-1}}{d t^{2 n-1}} \partial_{t}^{2} m_{v}(T)+\left(c^{2} \Delta\right)^{2}\left(h_{2 n-3}\right)\right)\right|_{\partial \Omega} \\
& \vdots \\
& =\left.\left(-\partial_{t}^{2 n} \partial_{t} m_{v}(T)+\left(c^{2} \Delta\right)^{n} h_{1}\right)\right|_{\partial \Omega} \\
& =\left.\left(-\partial_{t}^{2 n}+\left(c^{2} \Delta\right)^{n}\right) \partial_{t}^{2} v(T)\right|_{\partial \Omega} \\
& =0
\end{aligned}
$$

Here we have used Remark 1.9 and the fact that the Laplacian of the operator of harmonic extension is zero. Then $g_{2 n}$ and $h_{2 n+1}$ are in $H_{0}^{1}(\Omega)$ for all $n \in \mathbb{N}$.

Third, let us notice that there exist constants $c_{0}$ and $C_{0}$ that depend only on $\Omega$ and $c(\boldsymbol{x})$ such that

$$
c_{0}\left(\|z(t)\|_{H^{1}(\Omega)}^{2}+\left\|\partial_{t} z(t)\right\|_{L^{2}(\Omega)}^{2}\right) \leq \mathcal{E}(t) \leq C_{0}\left(\|z(t)\|_{H^{1}(\Omega)}^{2}+\left\|\partial_{t} z(t)\right\|_{L^{2}(\Omega)}^{2}\right)
$$

By using that $c(\boldsymbol{x})$ is a smooth bounded function, we obtain

$$
\begin{aligned}
\mathcal{E}(t) & \leq \frac{1}{2} \max \left\{1, \sup _{\boldsymbol{x} \in \Omega} c^{-2}(\boldsymbol{x})\right\}\left(\|\nabla z(t)\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{t} z(t)\right\|_{L^{2}(\Omega)}^{2}\right) \\
& \leq C_{0}\left(\|z(t)\|_{H^{1}(\Omega)}^{2}+\left\|\partial_{t} z(t)\right\|_{L^{2}(\Omega)}^{2}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{E}(t) & \geq \frac{1}{2} \min \left\{1, \inf _{\boldsymbol{x} \in \Omega} c^{-2}(\boldsymbol{x})\right\}\left(\|\nabla z(t)\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{t} z(t)\right\|_{L^{2}(\Omega)}^{2}\right) \\
& \geq c_{0}\left(\|z(t)\|_{H^{1}(\Omega)}^{2}+\left\|\partial_{t} z(t)\right\|_{L^{2}(\Omega)}^{2}\right) .
\end{aligned}
$$

Here we have used Poincaré's inequality.
By using Cauchy's inequality, we obtain the following estimate

$$
\begin{equation*}
\left\|e_{T}(t)-E m_{v, \varepsilon}(t)\right\|_{\mathcal{H}(\Omega)} \leq \sqrt{\frac{2}{c_{0}}} \sqrt{\mathcal{E}(t)} \tag{1.15}
\end{equation*}
$$

Now, we are in conditions to apply Remark 1.5 to (1.14), and obtain the following estimate

$$
\begin{equation*}
\max _{T-\varepsilon \leq t \leq T}\|z(t)\|_{\mathcal{H}(\Omega)} \leq e^{C_{1} \varepsilon}\left(C_{2}\left\|E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}+C_{3}\left\|\partial_{t} v(T)-E m_{v}(T)\right\|_{\mathcal{H}(\Omega)}\right) \tag{1.16}
\end{equation*}
$$

where $C_{1}, C_{2}$, and $C_{3}$ depend on $\Omega$ and $c(\boldsymbol{x})$. In the following, we denote with $C$ to a generic constant that depends upon $\Omega$ and $c(\boldsymbol{x})$ but not upon $\varepsilon$ or $T$.

Taking the maximum in both sides of inequality (1.15, we obtain

$$
\begin{aligned}
\max _{0 \leq t \leq T}\left\|e_{T}(t)\right\|_{\mathcal{H}(\Omega)} & \leq C\left\{\max _{0 \leq t \leq T} \sqrt{\mathcal{E}(t)}+\max _{0 \leq t \leq T}\left\|E m_{v, \varepsilon}(t)\right\|_{\mathcal{H}(\Omega)}\right\} \\
& =C\left\{\max _{T-\varepsilon \leq t \leq T} \sqrt{\mathcal{E}(t)}+\max _{T-\varepsilon \leq t \leq T}\left\|E m_{v, \varepsilon}(t)\right\|_{\mathcal{H}(\Omega)}\right\} \\
& \leq C \max _{T-\varepsilon \leq t \leq T}\left\{\|z(t)\|_{\mathcal{H}(\Omega)}+\left\|E m_{v, \varepsilon}(t)\right\|_{\mathcal{H}(\Omega)}\right\}
\end{aligned}
$$

In the above equality we have used that $\left(1-\phi_{\varepsilon}(t)\right)=0$ between $[0, T-\varepsilon]$, which means that the maximum of $E m_{v, \varepsilon}$ and $E\left(\partial_{t} m_{v, \varepsilon}\right)$ are the same in $[0, T]$ and $[t-\varepsilon, T]$. Then, by using (1.16) we obtain

$$
\begin{align*}
\max _{0 \leq t \leq T}\left\|e_{T}(t)\right\|_{\mathcal{H}(\Omega)} \leq C\left\{\max _{T-\varepsilon \leq t \leq T}\left\|E m_{v, \varepsilon}(t)\right\|_{\mathcal{H}(\Omega)}\right. & +\left\|E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)\right\|_{L^{2}\left(T-\varepsilon, T ; L^{2}(\Omega)\right)}  \tag{1.17}\\
& \left.+\left\|\partial_{t} v(T)-E m_{v}(T)\right\|_{\mathcal{H}(\Omega)}\right\}
\end{align*}
$$

We can estimate the right-hand side of the above identity by using the extension operator, the trace operator $\mathcal{T}: H^{1}(\Omega) \rightarrow H^{1 / 2}(\partial \Omega)$ (see [38]), and the bounds for the cut-off function $\phi_{\varepsilon}$ and its derivatives,

$$
\begin{align*}
\left\|E m_{v, \varepsilon}(t)\right\|_{H^{1}(\Omega)} & \leq C\left\|m_{v, \varepsilon}(t)\right\|_{H^{1 / 2}(\partial \Omega)} \\
& =C\left\|\left(1-\phi_{\varepsilon}(t)\right) \mathcal{T}\left(\partial_{t} v\right)(t)\right\|_{H^{1 / 2}(\partial \Omega)}  \tag{1.18}\\
& \leq C\left\|\left(1-\phi_{\varepsilon}(t)\right) \partial_{t} v(t)\right\|_{H^{1}(\Omega)} \\
& \leq C\left\|\partial_{t} v(t)\right\|_{H^{1}(\Omega)}
\end{align*}
$$

$$
\begin{align*}
&\left\|E\left(\partial_{t} m_{v, \varepsilon}\right)(t)\right\|_{L^{2}(\Omega)} \leq\left\|E\left(\partial_{t} m_{v, \varepsilon}\right)(t)\right\|_{H^{1}(\Omega)} \\
& \leq C\left\|\partial_{t} m_{v, \varepsilon}(t)\right\|_{H^{1 / 2}(\partial \Omega)} \\
&=C\left\|\partial_{t}\left(\left(1-\phi_{\varepsilon}\right) \partial_{t} v\right)(t)\right\|_{H^{1}(\Omega)}  \tag{1.19}\\
& \leq C\left\|-\phi_{\varepsilon}^{\prime}(t) \partial_{t} v(t)+\left(1-\phi_{\varepsilon}(t)\right) \partial_{t}^{2} v(t)\right\|_{H^{1}(\Omega)} \\
& \leq \frac{C}{\varepsilon}\left[\left\|\partial_{t} v(t)\right\|_{H^{1}(\Omega)}+\left\|\partial_{t}^{2} v(t)\right\|_{H^{1}(\Omega)}\right] \\
&\left\|E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)(t)\right\|_{L^{2}(\Omega)} \leq\left\|E\left(\partial_{t}^{2} m_{v, \varepsilon}\right)(t)\right\|_{H^{1}(\Omega)} \\
& \leq C\left\|\partial_{t}^{2} m_{v, \varepsilon}(t)\right\|_{H^{1 / 2}(\partial \Omega)} \\
&=C\left\|\partial_{t}^{2}\left(\left(1-\phi_{\varepsilon}\right) \partial_{t} v\right)(t)\right\|_{H^{1}(\Omega)}  \tag{1.20}\\
& \leq C\left\|-\phi_{\varepsilon}^{\prime \prime}(t) \partial_{t} v(t)-2 \phi_{\varepsilon}^{\prime}(t)+\left(1-\phi_{\varepsilon}(t)\right) \partial_{t}^{3} v(t)\right\|_{H^{1}(\Omega)} \\
& \leq \frac{C}{\varepsilon^{2}}\left[\left\|\partial_{t} v(t)\right\|_{H^{1}(\Omega)}+\left\|\partial_{t}^{2} v(t)\right\|_{H^{1}(\Omega)}+\left\|\partial_{t}^{3} v(t)\right\|_{H^{1}(\Omega)}\right] \\
&\left\|E m_{v}(T)\right\|_{H^{1}(\Omega)} \leq C\left\|m_{v}(T)\right\|_{H^{1 / 2}(\partial \Omega)} \\
&=C\left\|\mathcal{T}\left(\partial_{t} v\right)(T)\right\|_{H^{1 / 2}(\partial \Omega)}  \tag{1.21}\\
& \leq C\left\|\partial_{t} v(T)\right\|_{H^{1}(\Omega)} \\
&\left\|E\left(\partial_{t} m_{v}\right)(T)\right\|_{L^{2}(\Omega)} \leq\left\|E\left(\partial_{t} m_{v}\right)(T)\right\|_{H^{1}(\Omega)} \\
& \leq C\left\|\partial_{t} m_{v}(T)\right\|_{H^{1 / 2}(\partial \Omega)}  \tag{1.22}\\
&=C\left\|\partial_{t}^{2} v(T)\right\|_{H^{1}(\Omega)} .
\end{align*}
$$

Thus, by replacing (1.18)-(1.22) on (1.17) we obtain the following estimate,

$$
\begin{array}{r}
\max _{0 \leq t \leq T}\left\|e_{T}(t)\right\|_{\mathcal{H}(\Omega)} \leq \frac{C}{\varepsilon^{2}}\left\{\max _{T-\varepsilon \leq t \leq T}\left[\left\|\partial_{t} v(t)\right\|_{H^{1}(\Omega)}+\left\|\partial_{t}^{2} v(t)\right\|_{H^{1}(\Omega)}\right]+\left\|\partial_{t} v\right\|_{L^{2}\left(T-\varepsilon, T ; H^{1}(\Omega)\right)}\right. \\
+\left\|\partial_{t}^{2} v\right\|_{L^{2}\left(T-\varepsilon, T ; H^{1}(\Omega)\right)}+\left\|\partial_{t}^{3} v\right\|_{L^{2}\left(T-\varepsilon, T ; H^{1}(\Omega)\right)} \\
\left.+\left\|\partial_{t} v(T)\right\|_{H^{1}(\Omega)}+\left\|\partial_{t}^{2} v(T)\right\|_{H^{1}(\Omega)}\right\} .
\end{array}
$$

As we can see on the right-hand side, the maximum is considered for $t \in[T-\varepsilon, T]$. Then, we can use Theorem 1.2 to estimate the above norms in terms of functions $\eta_{k}$ and $f$

$$
\begin{aligned}
& \max _{0 \leq t \leq T}\left\|e_{T}(t)\right\|_{\mathcal{H}(\Omega)} \leq \frac{C}{\varepsilon^{2}}\left\{\max _{T-\varepsilon \leq t \leq T}[ \right.\left.\eta_{1}(t)+\eta_{2}(t)\right]+\left\|\eta_{1}\right\|_{L^{2}(T-\varepsilon, T)}+\left\|\eta_{2}\right\|_{L^{2}(T-\varepsilon, T)} \\
&\left.+\left\|\eta_{3}\right\|_{L^{2}(T-\varepsilon, T)}+\eta_{1}(T)+\eta_{2}(T)\right\}\|f\|_{L^{2}(\Omega)} .
\end{aligned}
$$

$\eta_{k}$ are decreasing functions and $\eta_{k}(t) \leq \eta_{k+1}(t)$ for $t \in[0,1]$ and $\eta_{k+1}(t) \leq \eta_{k}(t)$ for $t \in[1, \infty)$. Then,

$$
\max _{0 \leq t \leq T}\left\|e_{T}(t)\right\|_{\mathcal{H}(\Omega)} \leq \frac{C}{\varepsilon^{2}} \eta_{k}(T-\varepsilon)\|f\|_{L^{2}(\Omega)}
$$

where $k=3$ for $T \in[0,1]$ and $k=1$ for $T>1$, and $C$ is a constant depending on $\Omega$ and $c(\boldsymbol{x})$.

We see from 1.13 that the error in approximating $f(\boldsymbol{x})$ with $\widetilde{f}(\boldsymbol{x}):=\widetilde{w}(\boldsymbol{x}, 0)$ is given by

$$
\|f-\widetilde{f}\|_{H^{1}(\Omega)} \leq \frac{C}{\varepsilon^{2}} \eta(T-\varepsilon)\|f\|_{L^{2}(\Omega)}
$$

where $\eta(t)=t^{1-n-k}$ for even $n(k=3$ for $t \in(0,1)$, and $k=1$ for $t>1)$ and $\eta(t)=e^{-\delta t}$ for odd $n$.

Theorem 1.8 recovers almost the same bound than Theorem 1.6. The difference is in the function $\eta_{k}$. In Hristova's result, the error function is bounded by $\eta_{2}$ for $T \in(0,1]$ and $\eta_{0}$ for $T>1$. In our result, the error function is bounded by $\eta_{3}$ for $T \in(0,1]$ and $\eta_{1}$ for $T>1$. This difference is due to the kind of information measured on the boundary (displacement in the first case and velocity of displacement in our case).

In practice, it is necessary to obtain explicitly the measurements $m_{v}(\boldsymbol{y}, t)$ over the boundary to perform the TRM method on (FORWARD PR.). This implies knowing the values of $\partial_{t} v(\boldsymbol{y}, t)$ on $\partial \Omega \times(0, T)$. From identity (1.8), the problem of obtaining the boundary information $m_{v}(\boldsymbol{y}, \cdot)$ from $m_{u}(\boldsymbol{y}, \cdot)$ is reduced to solve the following Volterra equation of the first kind

$$
\partial_{t} u(\boldsymbol{y}, t)=\int_{0}^{t} \partial_{t} v(\boldsymbol{y}, t-\tau) g(\tau) d \tau
$$

for all $\boldsymbol{y} \in \partial \Omega$. In terms of operators, we have

$$
\Lambda(f, g)=\Lambda_{0} f * g
$$

To solve the above Volterra equation numerically, we use the Fourier transform to obtain

$$
\left(\partial_{t} u_{\boldsymbol{x}}\right)(\omega)=\mathcal{F}\left(\partial_{t} v_{\boldsymbol{x}}\right)(\omega) \mathcal{F}(g)(\omega)
$$

where $u_{\boldsymbol{x}}:=u(\boldsymbol{x}, \cdot)$ and $v_{\boldsymbol{x}}:=v(\boldsymbol{x}, \cdot)$. Since all functions in the convolution are defined for $t \geq 0$, the known property $\mathcal{F}\left(\partial_{t} u_{\boldsymbol{x}} * g\right)=\mathcal{F}\left(\partial_{t} v_{\boldsymbol{x}}\right) \mathcal{F}(g)$, is still valid for this type of convolution (the proof is straightforward from the definition of the convolution and Fubini's Theorem). Then, we can write $\partial_{t} v(\boldsymbol{x}, t)$ in terms of the following inverse Fourier transform

$$
\partial_{t} v(\boldsymbol{x}, t)=\mathcal{F}^{-1}\left(\frac{\mathcal{F}\left(\partial_{t} u_{\boldsymbol{x}}\right)}{\mathcal{F}(g)}\right)(t)
$$

for all $\omega$ such that $\mathcal{F}(g)(\omega) \neq 0$, where $\mathcal{F}^{-1}$ represents the inverse Fourier transform.
Hence, we define the operator $\mathcal{A}: L^{2}\left(0, T ; H^{1 / 2}(\partial \Omega)\right) \times W^{1, \infty}(0, T) \rightarrow L^{2}\left(0, T ; H^{1 / 2}(\partial \Omega)\right)$ as follows

$$
\begin{equation*}
\mathcal{A}\left(m_{u}, g\right)=\mathcal{F}^{-1}\left(\frac{\mathcal{F}\left(m_{u}\right) \overline{\mathcal{F}(g)}}{|\mathcal{F}(g)|^{2}+c_{0}}\right) . \tag{1.23}
\end{equation*}
$$

In the above formula, we have introduced a small regularization constant $c_{0}>0$ to avoid a possible division by zero. We estimate the velocity measurements on the boundary in (FORWARD PR.) with the velocities measured by the geophones by using the operator $\mathcal{A}$

$$
m_{v}(\boldsymbol{x}, t) \approx \mathcal{A}\left(m_{u}, g\right)(\boldsymbol{x}, t)
$$

We summarize the above methodology in Figure 1.1.

| (ORIGINAL PR.) given $m_{u}$ find $f(x)$ (source) | -(conv.) | (FORWARD PR.) given $m_{v}=\mathcal{A}\left(m_{u}, g\right)$ find $f(x)$ (ini. cond.) | Timereversal mirror | (BACKWARD PR.) given $m_{v}$ find $\widetilde{w}(x, 0)$ |
| :---: | :---: | :---: | :---: | :---: |

Figure 1.1: Diagram of STR method describing how to recover the source term $f(\boldsymbol{x})$.

### 1.5 Numerical results

In this section, we present four two-dimensional numerical experiments in different scenarios to study the STR method. The first experiment analyzes the influence of the smoothness of $f(\boldsymbol{x})$ and $g(t)$ on the reconstruction $\widetilde{f}(\boldsymbol{x})$. The second experiment studies the reconstruction behavior of $f(\boldsymbol{x})$ when the temporal source term $g(t)$ is not accurately estimated, which could be produced due to an incorrect estimation of the origin time $t_{0}$ or an improper calculation of the shape of $g(t)$. The third experiment shows the influence of constant $c_{0}$ in the reconstruction of $f(\boldsymbol{x})$. The last experiment considers a synthetic seismic event and shows the differences between the reconstruction of $f(\boldsymbol{x})$ with the classical TRM and with our STR method.

### 1.5.1 Numerical implementation

For these experiments, we use an explicit finite difference scheme of centered differences. We code the experiments in MATLAB considering the Courtant-Friedrichs-Lewy (CFL) condition [100] to obtain the convergence of the finite difference scheme. Also, it is important to consider an appropriate regularization constant for the STR method stability. In this case, and for all the experiments, we consider the regularization constant $c_{0}=0.01$. Finally, for implementing the Fourier transform and its inverse, we use the standard functions of MATLAB.

In the first, second, and third experiments, we consider the following parameters: a domain $\Omega=(-3 m, 3 m) \times(-3 m, 3 m)$, a total time $T=23 \mathrm{~s}$, and a propagation velocity $c(\boldsymbol{x}) \equiv 1$ $\mathrm{m} / \mathrm{s}$. For the numerical discretization, we consider the step size $\Delta x=0.1 \mathrm{~m}, \Delta y=0.1 \mathrm{~m}$, and $\Delta t=0.025 \mathrm{~s}$. In addition, for these experiments we assume the geophones are located over the entire boundary of $\Omega$. For the fourth and fifth experiments, we utilize a domain $\Omega=(-300 m, 300 m) \times(0 m, 600 m)$, where the first component represents the distance along the surface and the second one represents the depth in the Earth. In these experiments, we consider the parameters: $T=0.5 \mathrm{~s}$, and $c(\boldsymbol{x}) \equiv 2500 \mathrm{~m} / \mathrm{s}$. For the numerical discretization, we consider $\Delta x=5 m, \Delta z=5 m, \Delta t=1.4 \times 10^{-3} s$. In the fourth experiment, the geophones are located on the surface and we add noise to the measurements. For the noise, we compute the standard deviation of all information recorded on the boundary, and we add the standard deviation to the clean measurements weighted by a factor as follow

$$
m_{i \text { noise }}^{k}=m_{i \text { clean }}^{k}+\text { factor } * \operatorname{std}(m) * \operatorname{rand}_{i}^{k}
$$

where $\operatorname{rand}_{i}^{k}$ is a uniformly distributed random number in the interval $(-1,1)$ for each geophone $i$ and for all $k$ in the time discretization. In the fifth experiment, we consider eight geophones disperse within the domain.

### 1.5.2 Influence of the smoothness of space- and time-term of the source on the reconstruction

This experiment consists on studying the influence of the smoothness of functions $f$ and $g$ on the reconstruction process. For this purpose, we consider functions $f(\boldsymbol{x})$ and $g(t)$ with different degrees of smoothness, namely, $C^{\infty}, C^{0}$, and discontinuous, as we can see in Figures 1.2 and 1.3 .


Figure 1.2: Functions selected as temporal source terms $g(t)$.


Figure 1.3: Functions selected as spatial source terms $f(\boldsymbol{x})$.
In this experiment, we simulate "tremors" with synthetic sources $f_{i}(\boldsymbol{x}) g_{j}(t)$, where $i, j \in$ $\{1,2,3\}$, and we use our STR methodology measuring the displacement velocity signal over the entire boundary to reconstruct the spatial source term $f_{i}(\boldsymbol{x})$.

In Figure 1.4, we show the results of these reconstructions. The first row (Figures 1.4a, 1.4 b , and 1.4 c ) shows the reconstruction results of the three different spatial source terms $f_{1}(\boldsymbol{x}), f_{2}(\boldsymbol{x})$, and $f_{3}(\boldsymbol{x})$ under the assumption of tremors generated by sources $f_{i}(\boldsymbol{x}) g_{1}(t)$, $i \in\{1,2,3\}$, respectively. The second row (Figures 1.4d, 1.4e, and 1.4f) describes the reconstruction results of the three different spatial source terms under the assumption of tremors generated by sources $f_{i}(\boldsymbol{x}) g_{2}(t), i \in\{1,2,3\}$. Similarly, the last row (Figures 1.4 g , 1.4h, and 1.4i) shows the result of the spatial sources reconstruction under tremors generated by sources of type $f_{i}(\boldsymbol{x}) g_{3}(t), i \in\{1,2,3\}$.

In addition, we present the relative error in $L^{2}$-norm of these experiments in Table 1.1. From the results of this experiment, we can see that the best results in terms of the smallest


Figure 1.4: Spatial source term reconstruction for the different sources $f_{i}(\boldsymbol{x}) g_{j}(t) i, j \in$ $\{1,2,3\}$.

|  | $f_{1}(\boldsymbol{x})$ | $f_{2}(\boldsymbol{x})$ | $f_{3}(\boldsymbol{x})$ |
| :--- | :---: | :---: | :---: |
| $g_{1}(t)$ | $0.7 \%$ | $2.2 \%$ | $8.7 \%$ |
| $g_{2}(t)$ | $1.3 \%$ | $2.2 \%$ | $8.2 \%$ |
| $g_{3}(t)$ | $0.9 \%$ | $1.8 \%$ | $4.1 \%$ |

Table 1.1: Summary of the relative error $\frac{\left\|\widetilde{f}_{i}-f_{i}\right\|_{L^{2}}}{\left\|f_{i}\right\|_{L^{2}}}$ in experiment smoothness of $f(x)$ and $g(t)$.
relative error percent are obtained for a discontinuous (piecewise constant) $g$ function. Also, we see that a change in the spatial component produce more variations in the error than a change in the temporal component. This could be due to the stability constant needed to estimate the boundary measurements $m_{v}(\boldsymbol{x}, t)$ by the operator in (1.23), since without this constant the method became unstable with respect to small variations of $g(t)$. Furthermore, we see from this experiment that the discontinuous spatial source $f_{3}(\boldsymbol{x})$ is the one that presents worst reconstruction with errors ranging from $4.1 \%$ to $8.7 \%$.

### 1.5.3 Sensitivity of the reconstruction with respect to $g(t)$

In this subsection, we study the influence of employing a $g(t)$ different than the one used for generating the tremor when reconstructing the source term $f(\boldsymbol{x})$. For this purpose, we simulate synthetic "tremors" with the same three spatial source terms $f_{1}(\boldsymbol{x}), f_{2}(\boldsymbol{x})$, and $f_{3}(\boldsymbol{x})$ used in the previous experiment (see Figure 1.3), and two temporal source terms $g_{a}(t)$ and $g_{b}(t)$ (see Figure 1.5). Then, we simulate six synthetic tremors using the source combinations $f_{1}(\boldsymbol{x}) g_{a}(t), f_{2}(\boldsymbol{x}) g_{a}(t), f_{3}(\boldsymbol{x}) g_{a}(t), f_{1}(\boldsymbol{x}) g_{b}(t), f_{2}(\boldsymbol{x}) g_{b}(t)$, and $f_{3}(\boldsymbol{x}) g_{b}(t)$.

In order to test the robustness of our STR method, we select temporal source terms $g(t)$ different to the one used for generating the tremors, $g_{a}(t)$ and $g_{b}(t)$. We select the following function $g_{\gamma}$ to reconstruct $f_{i}(\boldsymbol{x})$, for $i \in\{1,2,3\}$ on each case:


Figure 1.5: Functions selected as temporal source terms $g(t)$ to generate tremors.

$$
g_{\gamma}(t)=\left\{\begin{array}{l}
1 \text { if } t \in(0.1, \gamma)  \tag{1.24}\\
0 \text { otherwise }
\end{array}\right.
$$

For this experiment, we reconstruct the spatial source term using the following set of values for $\gamma:\{0.6,0.7,0.8,0.9,1.0\}$. Figures 1.6 and 1.7 show the results of the reconstruction in this

|  | $f_{1}(\boldsymbol{x}) g_{a}(t)$ | $f_{2}(\boldsymbol{x}) g_{a}(t)$ | $f_{3}(\boldsymbol{x}) g_{a}(t)$ | $f_{1}(\boldsymbol{x}) g_{b}(t)$ | $f_{2}(\boldsymbol{x}) g_{b}(t)$ | $f_{3}(\boldsymbol{x}) g_{b}(t)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma=0.6$ | $24.3 \%$ | $29.4 \%$ | $43.4 \%$ | $25.4 \%$ | $28.5 \%$ | $43.3 \%$ |
| $\gamma=0.7$ | $14.2 \%$ | $19.4 \%$ | $30.2 \%$ | $10.3 \%$ | $17.7 \%$ | $32.1 \%$ |
| $\gamma=0.8$ | $11.6 \%$ | $12.1 \%$ | $23.5 \%$ | $6.3 \%$ | $7.5 \%$ | $18.3 \%$ |
| $\gamma=0.9$ | $15.0 \%$ | $19.5 \%$ | $29.2 \%$ | $21.5 \%$ | $27.7 \%$ | $30.9 \%$ |
| $\gamma=1.0$ | $34.9 \%$ | $29.6 \%$ | $41.7 \%$ | $47.0 \%$ | $31.7 \%$ | $47.1 \%$ |

Table 1.2: Summary of the relative error $\frac{\left\|\widetilde{f}_{i}-f_{i}\right\|_{L^{2}}}{\left\|f_{i}\right\|_{L^{2}}}$ in experiment sensitivity with respect to $g(t)$.
experiment, and Table 1.2 summarizes the relative errors obtained when reconstructing the different tremors using $g_{\gamma}(t)$ for the different values of $\gamma$. In this table, the first row indicates the source employed to generate the tremor, and the first column corresponds to the $\gamma$ used in $g_{\gamma}(t)$ to reconstruct $f_{i}(\boldsymbol{x})$.

As we can see in Table 1.2, the best results are obtained for $\gamma=0.8$. This could occur because function $g_{\gamma=0.8}$ is the closest one to $g_{a}$ and $g_{b}$ in terms of the area contained under the curve.

### 1.5.4 Influence of the reconstruction with respect to $c_{0}$

We analyze the influence of constant $c_{0}$ in the reconstruction of the spatial source term. To do this, we select the three spatial source terms $f_{1}(\boldsymbol{x}), f_{2}(\boldsymbol{x})$, and $f_{3}(\boldsymbol{x})$ used in the previous experiments, and we add the MATLAB's phantom Modified Shepp-Logan as a fourth spatial source $f_{4}(\boldsymbol{x})$ (see Figure 1.9a). We also consider the three temporal source terms $g_{1}(t), g_{2}(t)$, and $g_{3}(t)$ introduced in Subsection 1.5.2.

In the following, we study the relative error in the reconstruction of $f_{i}(\boldsymbol{x})$ for waves generated by the sources $f_{i}(\boldsymbol{x}) g_{j}(t)$ for $i \in\{1,2,3,4\}$ and $j \in\{1,2,3\}$, for different values of $c_{0}$.

Figure 1.8 shows the relative errors (in the $L_{2}$-norm) as a function of constant $c_{0}$ for various source combinations. For each source, we distinguish two regimes as we increase $c_{0}$. In the first part (small values of $c_{0}$ ), the reconstruction error diminishes as we increase $c_{0}$. Then, after attaining certain optimal value of $c_{0}$, the opposite behavior occurs. As we observe on the figures, the optimal value of $c_{0}$ is source dependent. Finding its optimal value theoretically for any source type is beyond the scope of the paper and will be further investigated in future studies.

Figure 1.9 shows reconstructions of the MATLAB's phantom for different values of $c_{0}$ and different temporal sources. Table 1.3 displays the relative errors corresponding to that figure. The boldface numbers in Table 1.3 indicate that the best errors are achieved for a "moderate" value of $c_{0}$ that is larger than 0 but small enough, as shown in Figure 1.8 for different sources. For waves generates with the source $f_{4}(\boldsymbol{x}) g_{3}(t)$, the numerical simulation diverge if we try to reconstruct the spatial source term with $c_{0}=0$. Therefore, for this case we have selected a small constant $c_{0}=10^{-5}$ (Figure 1.9h), and we have obtained a


Figure 1.6: Spatial source term reconstruction using $g_{\gamma}(t)$ for the sources $f_{i}(\boldsymbol{x}) g_{a}(t)$.


Figure 1.7: Spatial source term reconstruction using $g_{\gamma}(t)$ for the sources $f_{i}(\boldsymbol{x}) g_{b}(t)$.


Figure 1.8: Relative error variation of the reconstruction with respect to the constant $c_{0}$.
small relative error (in comparison with the sources $f_{4}(\boldsymbol{x}) g_{1}(t)$ or $\left.f_{4}(\boldsymbol{x}) g_{2}(t)\right)$. Let us recall that $g_{3}$ is the discontinuous time-function, and this result is consistent with the observations presented in Subsection 1.5.2.

| $f_{4}(\boldsymbol{x}) g_{1}(t)$ | 35.8\% | 13.2\% | 30.9\% |
| :---: | :---: | :---: | :---: |
|  | (Fig. 1.9b; $c_{0}=0$ ) | (Fig. 1.9c $c_{0}=2 \times 10^{-5}$ ) | (Fig. 1.9d, $c_{0}=0.01$ ) |
| $f_{4}(\boldsymbol{x}) g_{2}(t)$ | (Fig. 1.9e; $c_{0}=0$ ) | $\begin{gathered} 11.1 \% \\ \text { (Fig. } 1.9 f: c_{0}=7 \times 10^{-4} \text { ) } \end{gathered}$ | $\text { (Fig. } 1.9 \mathrm{~g} \cdot c_{0}=0.05 \text { ) }$ |
| $f_{4}(\boldsymbol{x}) g_{3}(t)$ | (Fig. 1.9h $c_{0}=10^{-5}$ ) | $5.7 \%$ <br> (Fig. 1.9ik $c_{0}=0.01$ ) | (Fig. 1.9j $c_{0}=0.1$ ) |

Table 1.3: Relative errors when reconstructing Phantom's source.

Figure 1.9 also shows that the reconstructions contain more artifacts (noise) when we consider $c_{0}=0$ than when we select a non-zero constant. At the same time, we observe that reconstructions become blurry for large values of $c_{0}$.

### 1.5.5 Seismicity experiments

In this subsection, we created a synthetic microseismic event to compare the classical TRM method with the proposed STR method. For this purpose, we place a synthetic source 300 m under the surface ground, as illustrated in Figure 1.10a, and we select the Ricker wavelet as the temporal source term (see Figure 1.10b). In this experiment, we consider two geophones distributions on the surface to compare both methods. In the first case, the geophones are located every 10 meters, and in the second case, they are located every 50 meters.

To add noise to the geophones measurement, we consider a factor of 0.5 in both cases.
Figures 1.11 a and 1.11 b (TRM and STR method respectively) describe the results of the source reconstruction for the first experiment, where the geophones are located every 10 meters; and in Figures 1.11 c and 1.11 d we can see the results for the experiment


Figure 1.9: (a) Original function $f_{4}(\boldsymbol{x})$ and (b)-(j) Reconstructions $\widetilde{f}_{4}(\boldsymbol{x})$ for different sources and values of constant $c_{0}$.

(a) Space-dependence in synthetic (b) Time-dependence in synthetic source source

Figure 1.10: Space- and time-dependence in the synthetic seismic experiment.


Figure 1.11: Spatial source term reconstruction in seismic experiments.
with the geophones distributed 50 meters apart. To study these results, we consider two aspects: the $\varepsilon$-support and the shape of the reconstruction. We call $\varepsilon$-support to $\{\boldsymbol{x} \in$ $\Omega$, such that $|\widetilde{w}(\boldsymbol{x}, 0)|>\varepsilon\}$, and we call shape to $\{\widetilde{w}(\boldsymbol{x}, 0)$, such that $\boldsymbol{x} \in \Omega\}$. As the synthetic spatial source and the reconstructions are in different scale, it is necessary to normalize them for comparison purposes. Nonetheless, notice that the figure reconstruction scales are below the original, this is because the geophones are located only on the ground surface, and we lose information in the other directions; however, STR method is able to recover more signal information than the standard TRM method, since we consider the temporal source information on the reconstruction.

From the point of view of $\varepsilon$-support, it is necessary to consider a smaller threshold value to obtain a better reconstruction of the source support. As an example, with a threshold $\varepsilon=0.1$, we obtain a relative error of $7.5 \%$ with STR method and a relative error of $13.5 \%$ with the TRM method. This means that we significantly reduce the artifacts appearing in the reconstruction. From the point if view of the shape, we also improve the reconstruction by modifying the measurements with the Duhamenl's principle to obtain more signal and increase the accuracy of the reconstruction. If we normalize the reconstructions, the relative error obtained with the STR method is $2.9 \%$ and with the classical TRM method is $4.2 \%$ for the first geophones' distribution. Then, it is clear that the STR method reduces the artifacts on the reconstruction image, and also improves the shape accuracy of the source reconstruction.

### 1.5.6 Mining configuration experiment

In this subsection, we recreate some limitations from a tunnel of a mine. Then, we consider a seismic experiment in homogeneous media where the geophones are located on one side of the tunnel. Assuming we have access only to the open side of the tunnel and the seism source is located on the unexplored side of the mine. We implement the STR method for the case when the geophones are dispersed within the mine tunnel. To do this, we deploy two configurations of eight geophones randomly distributed in one side of the mine.

For this experiment, the geophones are no longer part of the boundary condition for the backward problem. Instead, we consider a free boundary backward problem, where the geophones act as point sources that reverse the measurements processed with the STR method. Mathematically, this problem is known as internal measurement reconstruction.

To analyze the results, we consider threshold that eliminates the values lower than $55 \%$ of the maximum value in the reconstruction. Figure 1.12 shows the geophones configuration and the original source location 1.12 a and 1.12 b , it also shows the result of implementing the STR method with eight geophones located inside the computational domain $\sqrt{1.12 \mathrm{c}}$ and 1.12 d , and finally it displays the result of implementing the threshold to identify the higher vales in the reconstruction 1.12 e and 1.12 f . From this figure, we see that the STR still locates the source correctly, but it is not able to reconstruct the shape of the source. Then, we can see that the method only loses precision in the shape reconstruction when we have access to partial information of the wave.


Figure 1.12: Spatial source term reconstruction in seismicity induced by mining experiments with two geophones distributions. White crosses in (e) and (f) represent the original source location.

## Chapter 2

## Source time reversal (STR) method for linear elasticity

We study the problem of source reconstruction for a linear elasticity problem applied to seismicity induced by mining. We assume the source is written as a variable separable function $\boldsymbol{f}(\boldsymbol{x}) g(t)$. We first present a simple proof a local decay for elasticity in the case of homogeneous media. We then extend the source time reversal method, originally developed for acoustic waves, to an elastic system of waves. Additionally, we present a fast reconstruction implementation for large data sets. This is especially useful in the elastic case, in which the numerical cost is higher than in fluid acoustics. We complement this work with several 2D and 3D numerical experiments and an analysis of the results.

### 2.1 Introduction

Seismicity is described by equations of classical continuum mechanics. There are two different descriptions of motion and its mechanics: Lagrangian and Eulerian [2]. For this work, and some others seismicity applications, it is preferable to consider the Lagrangian description, which studies the displacement $\boldsymbol{u}(\boldsymbol{x}, t)$ of the particle $\boldsymbol{x}$ at time $t$. Since particle $\boldsymbol{x}$ is invariant in time, we obtain its velocity and acceleration by computing the first and second time derivatives of the displacement, respectively [2]. As there are no systematic differences between seismicity and mining seismicity (or induced seismicity) [50, it is valid to consider the same model for both seismic activities.

In this work, we are interested in applications to seismicity induced by mining. The understanding of seismic activity inside mines provides essential information to prevent accidents and improve the safety of miners. The main difference between seismicity and induced seismicity is the distance that the wavefronts travel from the source to the geophones, which in the case of induced seismicity is shorter than in seismicity. Due to this, it becomes relevant to take into account the time profile of the source in the case of induced seismicity. We propose a source of the form $\boldsymbol{f}(\boldsymbol{x}) g(t)$, where $g$ is a scalar-valued function with compact support. Although considering this rather general source produces some difficulties in the reconstruction, it is physically more realistic than a traditional Dirac delta source in time. The
objective is then to describe and locate the term $\boldsymbol{f}(\boldsymbol{x})$ by knowing the information provided by the geophones and $g(t)$. Geophones measure the displacement velocity by transforming the velocity of waves into voltages [59].

The problems of source location and source reconstruction have been widely studied in applied mathematics regarding their uniqueness, stability, and reconstruction. For example, V. Isakov discussed in [64] source reconstructions methods for elliptic, parabolic, and hyperbolic problems. There exist different techniques in inverse problems and control theory for solving these kinds of problems. To mention some of them, M. Yamamoto [116] in 1995 studied the problem of space-source reconstruction for the wave equation, when the source is of the form $s(\boldsymbol{x}, t)=f(\boldsymbol{x}) g(t)$, using exact boundary controllability and Volterra integral equations and measuring the normal derivative on the boundary. G. Garcia et al. [48] studied in 2013 a similar problem for the heat equation and reconstructed the space-term $f(\boldsymbol{x})$ from observing the solution and its time derivative in some subdomain $\mathcal{O} \subset \Omega$, where $\Omega \subset \mathbb{R}^{n}$ is a nonempty open bounded domain. A. El Abadia and T. Ha-Duong [12] studied in 2000 the inverse source problem for some elliptic equations from boundary measurements. They proposed an algebraic method to carry out the identifiability and also showed theoretical results. A. El Badia et al. [13] introduced on 2000 numerical results for determining a source term in elliptic problems by using the Hilbert Uniqueness Method (HUM).

In the case of wave propagation problems (including acoustics, elasticity, and electromagnetism), time reversal exploits a fundamental symmetry of waves physics [8]. M. Fink developed the time-reversal mirror as an extension of phase conjugate mirrors [46], which consists of a receiver-emitter transducer device that first measures a signal, and then returns it in reversed chronology. Time-reversal mirror has applications in several areas. For example, detection of tumors and kidney stones in medical imaging, detection of defects in metals, and long-distance communication and mine detection in the ocean [45].

Time-reversal methods have also been applied for solving inverse source problems for acoustic and elastic waves. H. Ammari introduced in [4] the basis for time-reversal imaging in the context of small anomalies on the conductivity for Dirac delta sources in time and space. In [6], he studies the problem of source reconstruction for the thermo-viscous model considering an attenuating acoustic media. In [7], he shows a time-reversal technique for solving inverse extended source ${ }^{1}$ problems in the acoustic case, when the source is the derivative (in distributional sense) of a Dirac delta function in time and a smooth real-valued function with smooth compact support in space. In [5], time-reversal techniques for imaging extended source detection in elastic and viscoelastic media are presented for a source given as the derivative of a Dirac delta function in time and a vector-valued function with compact support in space.

In [17], a method called Source Time Reversal (STR) was proposed for reconstructing the space term of a source of the form $f(\boldsymbol{x}) g(t)$ for the acoustic wave equation. The work, with applications to mining seismicity, takes advantage of the information provided by a general time-source term $g(t)$ to transform the original source problem into an initial condition problem without source, where the unknown $f(\boldsymbol{x})$ now appears as an initial condition for this new problem. That work aims to time-reverse the boundary information, converting it

[^1]into an initial condition of a problem without source. Via a Volterra equation, the boundary information needed to perform the time-reversal method is obtained from the boundary measurements of the original source problem.

In the present work, we extend the STR method to the case of elasticity. This extension overcomes the difficulties encountered when considering a general time-source term. To derive this extension, we first introduce a local decay result for linear elasticity in homogeneous media. We then introduce two reconstruction methods based on different regularization terms. One of the regularizations delivers a fast reconstruction method with low computational cost. This is especially useful for large data sets, as those often appearing in elasticity. Additionally, Some 2D and 3D numerical examples are considered.

The rest of the Chapter is organized as follows. Section 2.2 describes the elasticity equation under different considerations: anisotropic, isotropic, homogeneous, and inhomogeneous media. We also show some properties, behaviors, and characteristics of solutions of acoustic and elastic equations. Section 2.3 extends the STR method to an elastic system of waves. We then propose two reconstruction methods: the STR with traditional regularization and a fast STR with cut-off regularization. Section 2.4 describes two numerical implementations of the STR method, one based on the finite difference method and the other on the finite element method. In Section 2.5, we numerically analyze the STR with traditional regularization via 2D and 3D synthetic examples. Section 2.6 analyzes numerically the fast STR with cut-off regularization via more realistic 2D seismicity induced by mining examples with added noise.

### 2.2 Framework

In this section, we introduce some notation and review useful results of hyperbolic equations. We use bold letters to indicate vector-valued functions. Let $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\boldsymbol{u}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be scalar-valued and vector-valued functions, respectively. Here, in the context of elastic waves $\boldsymbol{u}=\left(u_{1}, \ldots, u_{n}\right)$ stands for the displacement field, and $u_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with $i \in\{1, \ldots, n\}$ corresponds to the $i$-th component of the displacement.

We denote $\Delta u$ to the Laplace operator acting on a scalar field $u$. Then, the Laplacian of a vector field is defined as

$$
\Delta \boldsymbol{u}=\left(\Delta u_{1}, \ldots, \Delta u_{n}\right) .
$$

The curl of a vector-valued function in $\mathbb{R}^{3}$ is defined as

$$
\operatorname{curl} \boldsymbol{u}=\left(\partial_{x_{1}}, \partial_{x_{2}}, \partial_{x_{3}}\right) \times\left(u_{1}, u_{2}, u_{3}\right)=\left(\partial_{x_{2}} u_{3}-\partial_{x_{3}} u_{2}, \partial_{x_{3}} u_{1}-\partial_{x_{1}} u_{3}, \partial_{x_{1}} u_{2}-\partial_{x_{2}} u_{1}\right),
$$

whereas the curl operators for a vector-valued and scalar-valued functions in $\mathbb{R}^{2}$ are respectively defined as

$$
\operatorname{curl}_{\mathrm{v}} \boldsymbol{u}=\partial_{x_{1}} u_{2}-\partial_{x_{2}} u_{1} \quad \text { and } \quad \operatorname{curl}_{\mathrm{s}} u=\left(\partial_{x_{2}} u,-\partial_{x_{1}} u\right),
$$

where we denote the curl with subscripts to differentiate both cases. Notice that curl : $\mathbb{R}^{3} \rightarrow$ $\mathbb{R}^{3}$ in $\mathbb{R}^{3}$, curl $\mathrm{V}_{\mathrm{v}}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ in $\mathbb{R}^{2}$, and curl $: \mathbb{R} \rightarrow \mathbb{R}^{2}$ in $\mathbb{R}^{2}$. Then, we have the following known properties in 3D and 2D.

Remark 2.1 Let $\boldsymbol{u}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ be a vector-valued function and $u: \mathbb{R}^{3} \rightarrow \mathbb{R}$ a scalar-valued function. Then:

1. $\operatorname{curl} \nabla u=\mathbf{0}$.
2. div $\operatorname{curl} \boldsymbol{u}=0$.
3. curl $\operatorname{curl} \boldsymbol{u}=\nabla(\operatorname{div} \boldsymbol{u})-\Delta \boldsymbol{u}$.

Remark 2.2 Let $\boldsymbol{u}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be a vector-valued function and $u: \mathbb{R}^{2} \rightarrow \mathbb{R}$ a scalar-valued function. Then:

1. $\operatorname{curl}_{\mathrm{V}} \nabla u=0$.
2. $\operatorname{div} \operatorname{curl}_{\mathrm{s}} u=0$.
3. $\operatorname{curl}_{\mathrm{S}} \operatorname{curl}_{\mathrm{v}} \boldsymbol{u}=\nabla(\operatorname{div} \boldsymbol{u})-\Delta \boldsymbol{u}$.
4. $\operatorname{curl}_{\mathrm{v}} \operatorname{curl}_{\mathrm{S}} u=\Delta u$.

The theory of elasticity consists of the description of stress, strain, and displacement at each point of a deformable object [53]. The general model in linear elasticity is given by the equation of motion

$$
\rho \partial_{t}^{2} \boldsymbol{u}-\nabla \cdot \underline{\underline{\sigma}}(\boldsymbol{u})=\boldsymbol{F},
$$

where $\underline{\sigma}$ represents a second-order tensor field called stress tensor [37]. In the isotropic case, the stress tensor takes the particular form

$$
\underline{\underline{\sigma}}(\boldsymbol{u})=\mu\left(\nabla \boldsymbol{u}+\nabla \boldsymbol{u}^{T}\right)+\lambda(\nabla \cdot \boldsymbol{u}) \operatorname{Id},
$$

where $\mu$ and $\lambda$ are the Lamé parameters [76]. In addition, when we consider the case of homogeneous media, the tensors

$$
\sigma_{i j}(\boldsymbol{u})=\lambda \nabla \cdot \boldsymbol{u} \delta_{i j}+2 \mu \epsilon_{i j}(\boldsymbol{u})
$$

and

$$
\epsilon_{i j}(\boldsymbol{u})=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)
$$

are, respectively, the classical Cauchy and stress tensors typically defined in a homogeneous and isotropic elastic media. Then, in the last case, the equation of motion is given by

$$
\begin{equation*}
\rho \partial_{t}^{2} \boldsymbol{u}-\mu \Delta \boldsymbol{u}-(\mu+\lambda) \nabla(\nabla \cdot \boldsymbol{u})=\boldsymbol{F} . \tag{2.1}
\end{equation*}
$$

The solution $\boldsymbol{u}$ to linear elasticity is composed of two waves: the first one is known as a compressional wave and the second as a shear wave. These waves can be written in terms of space derivatives of solutions of acoustic problems. To do this, we consider the decomposition of the space of vector-valued square-integrable functions into a direct sum of divergence-free and curl-free spaces, called Helmholtz decomposition [32]. In other words, let $\boldsymbol{u} \in\left(L^{2}\left(\mathbb{R}^{n}\right)\right)^{n}$ be a vector field. Then, there exist a vector-valued function $\boldsymbol{\psi}$ and a scalar-valued function $\phi$ such that

$$
\boldsymbol{u}=\boldsymbol{u}_{\mathrm{div}}+\boldsymbol{u}_{\mathrm{curl}},
$$

where $\boldsymbol{u}_{\text {div }}=\operatorname{curl} \boldsymbol{\psi}$ and $\boldsymbol{u}_{\text {curl }}=\nabla \phi$. Let us recall from Remark 2.1 and 2.2 that for the cases $n \in\{2,3\}$, we obtain div $\boldsymbol{u}_{\text {div }}=0$ and curl $\boldsymbol{u}_{\text {curl }}=\mathbf{0}$. We can find more general versions of this decomposition for different open sets in [27, 51].

In addition, it is easy to see by using Remarks 2.1 and 2.2 that problem 2.1) in 3D and 2D can be written respectively as

$$
\begin{gathered}
\rho \partial_{t}^{2} \boldsymbol{u}-(2 \mu+\lambda) \nabla(\operatorname{div} \boldsymbol{u})+\mu \operatorname{curl}_{\operatorname{corl}} \operatorname{u}=\boldsymbol{F} \\
\rho \partial_{t}^{2} \boldsymbol{u}-(2 \mu+\lambda) \nabla(\operatorname{div} \boldsymbol{u})+\mu \operatorname{curl}_{\mathrm{s}} \operatorname{curl}_{\mathrm{v}} \boldsymbol{u}=\boldsymbol{F}
\end{gathered}
$$

In the case of homogeneous media, these expressions allow us to relate solutions of linear elasticity with acoustic solutions via the following theorem.

Theorem 2.3 (Lamé's Theorem 3D case [2]) Let $\boldsymbol{u}$ be the solution of the following problem

$$
\left\{\begin{aligned}
\rho \partial_{t}^{2} \boldsymbol{u}(\boldsymbol{x}, t)-L_{\mu, \lambda} \boldsymbol{u}(\boldsymbol{x}, t) & =\boldsymbol{F}(\boldsymbol{x}, t), & \text { in } \mathbb{R}^{3} \times(0, T), \\
\boldsymbol{u}(\boldsymbol{x}, 0) & =\nabla p(\boldsymbol{x})+\operatorname{curl} \boldsymbol{q}(\boldsymbol{x}), & \\
\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) & =\nabla r(\boldsymbol{x})+\operatorname{curl} \boldsymbol{s}(\boldsymbol{x}), &
\end{aligned}\right.
$$

where $L_{\mu, \lambda} \boldsymbol{u}=(2 \mu+\lambda) \nabla(\operatorname{div} \boldsymbol{u})-\mu \operatorname{curl} \operatorname{curl} \boldsymbol{u}, \boldsymbol{F}=\nabla \Phi+\operatorname{curl} \boldsymbol{\Psi}$, with

$$
\begin{equation*}
\operatorname{div} \boldsymbol{s}=\operatorname{div} \boldsymbol{q}=\operatorname{div} \boldsymbol{\Psi}=0 \tag{2.2}
\end{equation*}
$$

Then, there exist functions $\phi$ and $\boldsymbol{\psi}$ such that

$$
\begin{align*}
& \boldsymbol{u}=\nabla \phi+\operatorname{curl} \boldsymbol{\psi},  \tag{2.3}\\
& \operatorname{div} \boldsymbol{\psi}=0,  \tag{2.4}\\
& \left\{\begin{aligned}
\partial_{t}^{2} \phi-\frac{\lambda+2 \mu}{\rho} \Delta \phi & =\frac{\Phi}{\rho}, \quad \text { in } \mathbb{R}^{3} \times(0, T), \\
\phi(\boldsymbol{x}, 0) & =p(\boldsymbol{x}), \\
\partial_{t} \phi(\boldsymbol{x}, 0) & =r(\boldsymbol{x}),
\end{aligned}\right.  \tag{2.5}\\
& \left\{\begin{aligned}
\partial_{t}^{2} \boldsymbol{\psi}-\frac{\mu}{\rho} \Delta \boldsymbol{\psi} & =\frac{\boldsymbol{\Psi}}{\rho}, \quad \text { in } \mathbb{R}^{3} \times(0, T), \\
\boldsymbol{\psi}(\boldsymbol{x}, 0) & =\boldsymbol{q}(\boldsymbol{x}), \\
\partial_{t} \boldsymbol{\psi}(\boldsymbol{x}, 0) & =\boldsymbol{s}(\boldsymbol{x}),
\end{aligned}\right. \tag{2.6}
\end{align*}
$$

where $\nabla \phi$ and curl $\boldsymbol{\psi}$ are the $P$-wave and $S$-wave, respectively, components of $\boldsymbol{u}$.
Proof. We begin the proof by considering

$$
\begin{equation*}
\phi(\boldsymbol{x}, t)=\frac{1}{\rho} \int_{0}^{t}(t-\tau)[\Phi(\boldsymbol{x}, \tau)+(\lambda+2 \mu) \operatorname{div} \boldsymbol{u}(\boldsymbol{x}, \tau)] d \tau+r(\boldsymbol{x}) t+p(\boldsymbol{x}) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\psi}(\boldsymbol{x}, t)=\frac{1}{\rho} \int_{0}^{t}(t-\tau)[\Psi(\boldsymbol{x}, \tau)-\mu \operatorname{curl} \boldsymbol{u}(\boldsymbol{x}, \tau)] d \tau+\boldsymbol{s}(\boldsymbol{x}) t+\boldsymbol{q}(\boldsymbol{x}) \tag{2.8}
\end{equation*}
$$

To prove identity (2.3), we first compute $\nabla \phi$ and $\operatorname{curl} \boldsymbol{\psi}$ from (2.7) and 2.8)

$$
\begin{array}{r}
\nabla \phi(\boldsymbol{x}, t)=\frac{1}{\rho} \int_{0}^{t}(t-\tau)[\nabla \Phi(\boldsymbol{x}, \tau)+(\lambda+2 \mu) \nabla(\operatorname{div} \boldsymbol{u})(\boldsymbol{x}, \tau)] d \tau \\
+\nabla r(\boldsymbol{x}) t+\nabla p(\boldsymbol{x}) \\
\operatorname{curl} \boldsymbol{\psi}(\boldsymbol{x}, t)=\frac{1}{\rho} \int_{0}^{t}(t-\tau)[\operatorname{curl} \boldsymbol{\Psi}(\boldsymbol{x}, \tau)-\mu \operatorname{curl} \operatorname{curl} \boldsymbol{u}(\boldsymbol{x}, \tau)] d \tau  \tag{2.10}\\
+\operatorname{curl} \boldsymbol{s}(\boldsymbol{x}) t+\operatorname{curl} \boldsymbol{q}(\boldsymbol{x})
\end{array}
$$

Then, adding (2.9) with 2.10), we obtain

$$
\begin{aligned}
\nabla \phi(\boldsymbol{x}, t)+\operatorname{curl} \boldsymbol{\psi}(\boldsymbol{x}, t)= & \frac{1}{\rho} \int_{0}^{t}(t-\tau) \rho \partial_{t}^{2} \boldsymbol{u}(x, \tau) d \tau+\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) t+\boldsymbol{u}(\boldsymbol{x}, 0) \\
= & t \int_{0}^{t} \partial_{t}^{2} \boldsymbol{u}(x, \tau) d \tau-\int_{0}^{t} \partial_{t}^{2} \boldsymbol{u}(x, \tau) \tau d \tau+\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) t \\
& +\boldsymbol{u}(\boldsymbol{x}, 0) \\
= & \int_{0}^{t} \partial_{t} \boldsymbol{u}(x, \tau) d \tau+\boldsymbol{u}(\boldsymbol{x}, 0) \\
= & \boldsymbol{u}(\boldsymbol{x}, t)
\end{aligned}
$$

for all $(\boldsymbol{x}, t) \in \mathbb{R}^{3} \times(0, T)$, which proves 2.3$)$. To prove the second identity, we apply the divergence operator to 2.8 )

$$
\operatorname{div} \boldsymbol{\psi}(\boldsymbol{x}, t)=\frac{1}{\rho} \int_{0}^{t}(t-\tau)[\operatorname{div} \Psi(\boldsymbol{x}, \tau)+\mu \operatorname{div} \operatorname{curl} \boldsymbol{u}(\boldsymbol{x}, \tau)] d \tau+\operatorname{div} \boldsymbol{s}(\boldsymbol{x}) t+\operatorname{div} \boldsymbol{q}(\boldsymbol{x}) .
$$

Using the identities in (2.2) and Remark 2.1 yields (2.4).
To obtain the third identity, we first derive (2.7) two times with respect to $t$ and use the expression $\operatorname{div} \boldsymbol{u}=\operatorname{div}(\nabla \phi)+\operatorname{div} \operatorname{curl} \boldsymbol{\psi}=\Delta \phi$, which gives us

$$
\partial_{t}^{2} \phi(\boldsymbol{x}, t)=\frac{1}{\rho}[\Phi(\boldsymbol{x}, t)+(\lambda+2 \mu) \Delta \phi(\boldsymbol{x}, t)] .
$$

The initial conditions $\phi(\boldsymbol{x}, 0)$ and $\partial_{t} \phi(\boldsymbol{x}, 0)$ can be directly determined from evaluating (2.7) and its derivative with respect to $t$, which proves (2.5).

A similar procedure applies for the last identity. We derive two times (2.8) with respect to $t$ and use the identity $\operatorname{curl} \boldsymbol{u}=\operatorname{curl} \nabla \phi+\operatorname{curl} \operatorname{curl} \boldsymbol{\psi}=\operatorname{curl} \operatorname{curl} \boldsymbol{\psi}$ to obtain

$$
\begin{aligned}
\partial_{t}^{2} \boldsymbol{\psi}(\boldsymbol{x}, t) & =\frac{1}{\rho}[\boldsymbol{\Psi}(\boldsymbol{x}, \tau)+\mu \operatorname{curl} \operatorname{curl} \boldsymbol{\psi}(\boldsymbol{x}, \tau)] \\
& =\frac{1}{\rho}[\boldsymbol{\Psi}(\boldsymbol{x}, t)-\mu(\nabla(\operatorname{div} \boldsymbol{\psi})(\boldsymbol{x}, t)-\Delta \boldsymbol{\psi}(\boldsymbol{x}, t))] \\
& =\frac{1}{\rho}[\boldsymbol{\Psi}(\boldsymbol{x}, t)+\mu \Delta \boldsymbol{\psi}(\boldsymbol{x}, t)]
\end{aligned}
$$

The initial conditions are computed directly from (2.8) and its derivative with respect to $t$, which proves 2.6 and completes the proof.

Theorem 2.4 (Lamé's Theorem 2D case [2]) Let $\boldsymbol{u}$ be the solution of the following problem

$$
\left\{\begin{array}{rlr}
\rho \partial_{t}^{2} \boldsymbol{u}(\boldsymbol{x}, t)-L_{\mu, \lambda} \boldsymbol{u}(\boldsymbol{x}, t) & =\boldsymbol{F}(\boldsymbol{x}, t), & \text { in } \mathbb{R}^{2} \times(0, T), \\
\boldsymbol{u}(\boldsymbol{x}, 0) & =\nabla p(\boldsymbol{x})+\operatorname{curl}_{\mathrm{s}} q(\boldsymbol{x}), & \\
\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) & =\nabla r(\boldsymbol{x})+\operatorname{curl}_{\mathrm{s}} s(\boldsymbol{x}), &
\end{array}\right.
$$

where $L_{\mu, \lambda} \boldsymbol{u}=(2 \mu+\lambda) \nabla(\operatorname{div} \boldsymbol{u})-\mu \operatorname{curl}_{\mathrm{s}} \operatorname{curl}_{\mathrm{v}} \boldsymbol{u}, \boldsymbol{F}=\nabla \Phi+\operatorname{curl}_{\mathrm{s}} \Psi$. Then, there exist functions $\phi$ and $\psi$ such that

$$
\begin{aligned}
& \boldsymbol{u}=\nabla \phi+\operatorname{curl}_{\mathrm{s}} \psi, \\
& \left\{\begin{aligned}
\partial_{t}^{2} \phi-\frac{\lambda+2 \mu}{\rho} \Delta \phi & =\frac{\Phi}{\rho}, \quad \text { in } \mathbb{R}^{2} \times(0, T), \\
\phi(\boldsymbol{x}, 0) & =p(\boldsymbol{x}), \\
\partial_{t} \phi(\boldsymbol{x}, 0) & =r(\boldsymbol{x}),
\end{aligned}\right. \\
& \left\{\begin{aligned}
\partial_{t}^{2} \psi-\frac{\mu}{\rho} \Delta \psi & =\frac{\Psi}{\rho}, \quad \text { in } \mathbb{R}^{2} \times(0, T), \\
\psi(\boldsymbol{x}, 0) & =q(\boldsymbol{x}), \\
\partial_{t} \psi(\boldsymbol{x}, 0) & =s(\boldsymbol{x}),
\end{aligned}\right.
\end{aligned}
$$

where $\nabla \phi$ and $\operatorname{curl}_{\mathrm{s}} \psi$ are the $P$-wave and $S$-wave components of $\boldsymbol{u}$, respectively.

Proof. Apply the same procedure as in Theorem 2.3 by considering

$$
\phi(\boldsymbol{x}, t)=\frac{1}{\rho} \int_{0}^{t}(t-\tau)[\Phi(\boldsymbol{x}, \tau)+(\lambda+2 \mu) \operatorname{div} \boldsymbol{u}(\boldsymbol{x}, \tau)] d \tau+r(\boldsymbol{x}) t+p(\boldsymbol{x})
$$

and

$$
\boldsymbol{\psi}(\boldsymbol{x}, t)=\frac{1}{\rho} \int_{0}^{t}(t-\tau)\left[\Psi(\boldsymbol{x}, \tau)-\mu \operatorname{curl}_{\mathrm{v}} \boldsymbol{u}(\boldsymbol{x}, \tau)\right] d \tau+s(\boldsymbol{x}) t+q(\boldsymbol{x})
$$

To apply a time reversal process to linear elasticity, it is necessary to obtain a local energy decay type result. A classical result of B. R. Vainberg [111] establishes a decay rate of the solution and of all its derivatives for acoustic waves and large times under certain requirements on the propagation speed.

Definition 2.5 (acoustic non-trapping condition [35]) Let $c: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a $C^{\infty}\left(\mathbb{R}^{n}\right)$ function. We define the Hamiltonian $H(\boldsymbol{x}, \boldsymbol{\xi})=\frac{1}{2} c^{2}(\boldsymbol{x})|\boldsymbol{\xi}|^{2}$ and the following system

$$
\left\{\begin{array}{l}
\boldsymbol{x}_{t}^{\prime}=\frac{\partial H}{\partial \boldsymbol{\xi}}=\boldsymbol{\xi} c^{2}(\boldsymbol{x})  \tag{2.11}\\
\boldsymbol{\xi}_{t}^{\prime}=-\frac{\partial H}{\partial \boldsymbol{x}}=-\frac{1}{2}|\boldsymbol{\xi}|^{2} \nabla\left(c^{2}(\boldsymbol{x})\right) \\
\left.\boldsymbol{x}\right|_{t=0}=\boldsymbol{x}_{0} \\
\left.\boldsymbol{\xi}\right|_{t=0}=\boldsymbol{\xi}_{0} \\
H\left(\boldsymbol{x}_{0}, \boldsymbol{\xi}_{0}\right)=H_{0}
\end{array}\right.
$$

Solutions of (2.11) are called bicharacteristics, and the projection of the $\boldsymbol{x}$-components into $\mathbb{R}^{n}$ of a bicharacteristic is called ray. We say that $c(\boldsymbol{x})$ accomplishes the non-trapping condition if all rays go to infinity when $t \rightarrow \infty$.

Theorem 2.6 (Local decay for acoustic solution [35]) Let $v$ be solution to the following problem

$$
\left\{\begin{align*}
\partial_{t}^{2} v(\boldsymbol{x}, t)-c^{2}(\boldsymbol{x}) \Delta v(\boldsymbol{x}, t) & =0, \quad \text { in } \mathbb{R}^{n} \times(0, \infty),  \tag{2.12}\\
v(\boldsymbol{x}, 0) & =\varphi(\boldsymbol{x}), \\
\partial_{t} v(\boldsymbol{x}, 0) & =\psi(\boldsymbol{x}),
\end{align*}\right.
$$

where $c(\boldsymbol{x})>c_{1}>0$ for all $\boldsymbol{x} \in \mathbb{R}^{n}$. Let us assume all the inhomogeneities of the medium and the initial conditions are confined to a bounded subset of $\Omega \subset \mathbb{R}^{n}$. In addition, we assume $c \in C^{\infty}\left(\mathbb{R}^{n}\right)$ accomplishes the non-trapping condition. Then, there exists $T_{0}>0$ such that the solution to problem (2.12) verifies $v \in C^{\infty}\left(\Omega \times\left(T_{0}, \infty\right)\right)$ and

$$
\left|\frac{\partial^{|\boldsymbol{\alpha}|} v(\boldsymbol{x}, t)}{\partial t^{\alpha_{0}} \partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}}\right| \leq C \eta(t)\left(\|\varphi\|_{L^{2}(\Omega)}+\|\psi\|_{L^{2}(\Omega)}\right),
$$

for all $\boldsymbol{x} \in \Omega$, for all $t \geq T_{0}$, and for all $\boldsymbol{\alpha}=\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n+1}$, where $C:=C(\Omega, \boldsymbol{\alpha})$. Here

$$
\eta(t)= \begin{cases}t^{1-n-\alpha_{0}}, & \text { for even } n \\ e^{-\delta t}, & \text { for odd } n\end{cases}
$$

where $\delta$ is a constant depending on $c(\boldsymbol{x})$.
We use the local decay of acoustic wave solutions given by Theorem 2.6 to establish a local decay result for linear elasticity.

Theorem 2.7 Let $\boldsymbol{u}$ be solution of the linear elasticity system in homogeneous media

$$
\left\{\begin{array}{rlr}
\rho \boldsymbol{u}_{t t}(\boldsymbol{x}, t)-L_{\mu, \lambda} \boldsymbol{u}(\boldsymbol{x}, t) & =\mathbf{0}, & \text { in } \mathbb{R}^{n} \times(0, T),  \tag{2.13}\\
\boldsymbol{u}(\boldsymbol{x}, 0) & =\nabla p(\boldsymbol{x})+\operatorname{curl} \boldsymbol{q}(\boldsymbol{x}), & \\
\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) & =\nabla r(\boldsymbol{x})+\operatorname{curl} \boldsymbol{s}(\boldsymbol{x}), &
\end{array}\right.
$$

where $\boldsymbol{q}$ and $\boldsymbol{s}$ are vector-valued functions for $n=3$ and scalar-valued functions for $n=2$. In addition, here curl $\boldsymbol{q}$ and curl $\boldsymbol{s}$ stand for $\operatorname{curl}_{\mathrm{s}} q$ and $\operatorname{curl}_{\mathrm{s}} s$ for $n=2$. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded set such that the supports of $p, \boldsymbol{q}, r$, and $\boldsymbol{s}$ are contained in $\Omega$. Let $\sqrt{(\lambda+2 \mu) / \rho}$, $\sqrt{\mu / \rho}$ belong to $C^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\operatorname{supp}\left(c^{*}-\sqrt{(\lambda+2 \mu) / \rho}\right) \cup \operatorname{supp}\left(c^{* *}-\sqrt{\mu / \rho}\right) \subset \Omega$ for some constants $c^{*}$ and $c^{* *}, \sqrt{(\lambda+2 \mu) / \rho} \geq c^{\star}>0$ and $\sqrt{\mu / \rho} \geq c^{\star \star}>0$ for some constants $c^{\star}$ and $c^{\star \star}$, and $\sqrt{(\lambda+2 \mu) / \rho}, \sqrt{\mu / \rho}$ accomplish the non-trapping condition.

Then, for any $\boldsymbol{\alpha}=\left(\alpha, \ldots, \alpha_{n}\right)$ there exists $\widetilde{T}$ such that we have the following estimates:
In the 3D case,

$$
\begin{array}{r}
\left|\frac{\partial^{|\boldsymbol{\alpha}|} \boldsymbol{u}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \cdots \partial_{x}^{\alpha_{3}}}\right| \leq C e^{-\delta t}\left(\|p\|_{L^{2}(\Omega)}+\|r\|_{L^{2}(\Omega)}+\|\boldsymbol{q}\|_{\left(L^{2}(\Omega)\right)^{3}}+\|\boldsymbol{s}\|_{\left(L^{2}(\Omega)\right)^{3}}\right) \\
\forall t>\widetilde{T}
\end{array}
$$

for all $\boldsymbol{x} \in \Omega$, where $C:=C(\Omega, \boldsymbol{\alpha}, n)$, and $\delta:=\delta(\mu, \lambda, \rho)$.
In the 2D case,

$$
\begin{array}{r}
\left|\frac{\partial^{|\boldsymbol{\alpha}|} \boldsymbol{u}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \partial_{x_{1}}^{\alpha_{1}} \partial_{x_{2}}^{\alpha_{2}}}\right| \leq C t^{1-n-\alpha_{0}}\left(\|p\|_{L^{2}(\Omega)}+\|r\|_{L^{2}(\Omega)}+\|q\|_{L^{2}(\Omega)}+\|s\|_{L^{2}(\Omega)}\right) \\
\forall t>\widetilde{T}
\end{array}
$$

for all $\boldsymbol{x} \in \Omega$, where $C:=C(\Omega, \boldsymbol{\alpha}, n)$.

Proof. We construct the local decay estimate for the elastic waves problem. To do this, the elastic wave is decomposed in terms of the P-wave and the S -wave, and we use the local decay result for acoustic waves. We only provide the proof for the case $n=3$; the case $n=2$ is analogous.

Let $\boldsymbol{u}$ be a solution to (2.13). Then, by Theorem 2.3, there exist functions $\phi$ and $\boldsymbol{\psi}$ such that

$$
\begin{equation*}
\boldsymbol{u}(\boldsymbol{x}, t)=\nabla \phi(\boldsymbol{x}, t)+\operatorname{curl} \boldsymbol{\psi}(\boldsymbol{x}, t) \tag{2.14}
\end{equation*}
$$

where $\phi$ solves the problem

$$
\left\{\begin{aligned}
\partial_{t}^{2} \phi(\boldsymbol{x}, t)-\frac{2 \mu+\lambda}{\rho} \Delta \phi(\boldsymbol{x}, t) & =0, \quad \text { in } \mathbb{R}^{3} \times(0, \infty), \\
\phi(\boldsymbol{x}, 0) & =p(\boldsymbol{x}), \\
\partial_{t} \phi(\boldsymbol{x}, 0) & =r(\boldsymbol{x}),
\end{aligned}\right.
$$

and $\boldsymbol{\psi}$ solves the problem

$$
\left\{\begin{aligned}
\partial_{t}^{2} \boldsymbol{\psi}(\boldsymbol{x}, t)-\frac{\mu}{\rho} \Delta \boldsymbol{\psi}(\boldsymbol{x}, t) & =\mathbf{0}, \quad \text { in } \mathbb{R}^{3} \times(0, \infty), \\
\boldsymbol{\psi}(\boldsymbol{x}, 0) & =\boldsymbol{q}(\boldsymbol{x}), \\
\partial_{t} \boldsymbol{\psi}(\boldsymbol{x}, 0) & =\boldsymbol{s}(\boldsymbol{x})
\end{aligned}\right.
$$

Using Theorem 2.6, we conclude that there exist $T_{i}, i \in\{0,1,2,3\}$ such that

$$
\begin{array}{ll}
\left|\frac{\partial^{|\boldsymbol{\alpha}|} \phi(\boldsymbol{x}, t)}{\partial t^{\alpha_{0}} \partial x_{1}^{\alpha_{1}} \partial x_{2}^{\alpha_{2}} \partial x_{3}^{\alpha_{3}}}\right| \leq C_{0} e^{-\delta_{1} t}\left(\|p\|_{L^{2}}+\|r\|_{L^{2}}\right), & \forall t \geq T_{0}, \\
\left|\frac{\partial^{|\boldsymbol{\alpha}|} \psi_{i}(\boldsymbol{x}, t)}{\partial t^{\alpha_{0}} \partial x_{1}^{\alpha_{1}} \partial x_{2}^{\alpha_{2}} \partial x_{3}^{\alpha_{3}}}\right| \leq C_{i} e^{-\delta_{2} t}\left(\left\|q_{i}\right\|_{L^{2}(\Omega)}+\left\|s_{i}\right\|_{L^{2}(\Omega)}\right), & \forall t \geq T_{i}, \quad i \in\{1,2,3\},
\end{array}
$$

for all $\boldsymbol{x} \in \Omega$ and for all $\boldsymbol{\alpha}=\left(\alpha_{0}, \ldots, \alpha_{3}\right) \in \mathbb{N}^{4}$, where $C_{k}:=C_{k}(\Omega, \boldsymbol{\alpha})$, with $k \in\{0,1,2,3\}$, $\delta_{1}:=\delta_{1}(\rho, \mu, \lambda)$, and $\delta_{2}:=\delta_{2}(\rho, \mu)$.

From (2.14), we obtain the components of $\boldsymbol{u}$ in terms of $\phi$ and $\boldsymbol{\psi}$

$$
\begin{aligned}
& u_{1}=\partial_{x_{1}} \phi+\partial_{x_{2}} \psi_{3}-\partial_{x_{3}} \psi_{2}, \\
& u_{2}=\partial_{x_{2}} \phi+\partial_{x_{3}} \psi_{1}-\partial_{x_{1}} \psi_{3}, \\
& u_{3}=\partial_{x_{3}} \phi+\partial_{x_{1}} \psi_{2}-\partial_{x_{2}} \psi_{1} .
\end{aligned}
$$

Let $\boldsymbol{\alpha}_{+l}:=\left(\alpha_{i}+\delta_{l, i}\right)_{i=0, \ldots, n}$, where $\delta_{l, i}$ is the Kronecker delta. Then, for all $i \in\{1,2,3\}$

$$
\begin{aligned}
&\left|\frac{\partial^{|\boldsymbol{\alpha}|} u_{i}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \cdots \partial_{x_{3}}^{\alpha_{3}}}\right| \leq\left|\frac{\partial^{|\boldsymbol{\alpha}|+1} \phi(\boldsymbol{x}, t)}{\partial_{x_{i}} \partial_{t}^{\alpha_{0}} \cdots \partial_{x_{3}}^{\alpha_{3}}}\right|+\left|\frac{\partial^{|\boldsymbol{\alpha}|+1} \psi_{j}(\boldsymbol{x}, t)}{\partial_{x_{k}} \partial_{t}^{\alpha_{0}} \cdots \partial_{x_{3}}^{\alpha_{3}}}\right|+\left|\frac{\partial^{|\boldsymbol{\alpha}|+1} \psi_{k}(\boldsymbol{x}, t)}{\partial_{x_{j}} \partial_{t}^{\alpha_{0}} \cdots \partial_{x_{3}}^{\alpha_{3}}}\right| \\
& \leq \widetilde{C}_{1} e^{-\delta_{1} t}\left(\|p\|_{L^{2}(\Omega)}+\|r\|_{L^{2}(\Omega)}\right)+\widetilde{C}_{2} e^{-\delta_{2} t}\left(\left\|q_{j}\right\|_{L^{2}(\Omega)}+\left\|s_{j}\right\|_{L^{2}(\Omega)}\right) \\
&+\widetilde{C}_{3} e^{-\delta_{2} t}\left(\left\|q_{k}\right\|_{L^{2}(\Omega)}+\left\|s_{k}\right\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

where $j \neq k$, with $j, k \underset{\sim}{\widetilde{C}}\{1,2,3\} \backslash\{i\}, \delta_{1}:=\delta_{1}(\mu, \lambda, \rho), \delta_{2}:=\delta_{2}(\mu, \rho), \widetilde{C}_{1}:=\widetilde{C}_{1}\left(\Omega, \boldsymbol{\alpha}_{+i}\right)$, $\widetilde{C}_{2}:=\widetilde{C}_{2}\left(\Omega, \boldsymbol{\alpha}_{+j}\right)$, and $\widetilde{C}_{3}:=\widetilde{C}_{3}\left(\Omega, \boldsymbol{\alpha}_{+k}\right)$. Let us define $\delta:=\min _{l \in\{1,2\}} \delta_{l}$. Here, we use $C$ to denote different constants depending on $\Omega$ and $\boldsymbol{\alpha}$ (more explicitly depending on $\Omega, \boldsymbol{\alpha}_{+1}$, $\boldsymbol{\alpha}_{+2}$, and $\boldsymbol{\alpha}_{+3}$ ). Then,

$$
\begin{aligned}
\left\lvert\, \frac{\partial^{|\boldsymbol{\alpha}|} u_{i}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \cdots \partial_{x_{3}}^{\alpha_{3}} \mid \leq}\right. & C(\Omega, \boldsymbol{\alpha}) e^{-\delta t}\left(\|p\|_{L^{2}(\Omega)}+\|r\|_{L^{2}(\Omega)}+\left\|q_{j}\right\|_{L^{2}(\Omega)}+\left\|s_{j}\right\|_{L^{2}(\Omega)}\right. \\
& \left.+\left\|q_{k}\right\|_{L^{2}(\Omega)}+\left\|s_{k}\right\|_{L^{2}(\Omega)}\right) \\
\leq & C(\Omega, \boldsymbol{\alpha}) e^{-\delta t}\left(\|p\|_{L^{2}(\Omega)}+\|r\|_{L^{2}(\Omega)}+\sum_{l=1}^{3}\left(\left\|q_{l}\right\|_{L^{2}(\Omega)}+\left\|s_{l}\right\|_{L^{2}(\Omega)}\right)\right) \\
\leq & C(\Omega, \boldsymbol{\alpha}) e^{-\delta t}\left(\|p\|_{L^{2}(\Omega)}+\|r\|_{L^{2}(\Omega)}+\sqrt{3}\left(\|\boldsymbol{q}\|_{\left(L^{2}(\Omega)\right)^{3}}+\|\boldsymbol{s}\|_{\left(L^{2}(\Omega)\right)^{3}}\right)\right) \\
\leq & C(\Omega, \boldsymbol{\alpha}, n) e^{-\delta t}\left(\|p\|_{L^{2}(\Omega)}+\|r\|_{L^{2}(\Omega)}+\|\boldsymbol{q}\|_{\left(L^{2}(\Omega)\right)^{3}}+\|\boldsymbol{s}\|_{\left(L^{2}(\Omega)\right)^{3}}\right) .
\end{aligned}
$$

Note that constant $C$ depends on $n$ in this last estimate. On the other hand,

$$
\begin{aligned}
\left|\frac{\partial^{|\boldsymbol{\alpha}|} \boldsymbol{u}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \cdots \partial_{x_{3}}^{\alpha_{3}}}\right| & =\sqrt{\left|\frac{\partial^{|\boldsymbol{\alpha}|} u_{1}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \cdots \partial_{x_{3}}^{\alpha_{3}}}\right|^{2}+\left|\frac{\partial^{|\boldsymbol{\alpha}|} u_{2}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \cdots \partial_{x_{3}}^{\alpha_{3}}}\right|^{2}+\left|\frac{\partial^{|\boldsymbol{\alpha}|} u_{3}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \cdots \partial_{x_{3}}^{\alpha_{3}}}\right|^{2}} \\
& \leq\left|\frac{\partial^{|\boldsymbol{\alpha}|} u_{1}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \cdots \partial_{x 3}^{\alpha_{3}}}\right|+\left\lvert\, \frac{\partial^{|\boldsymbol{\alpha}|} u_{2}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0} \cdots \partial_{x 3}^{\alpha_{3}}}\left|+\left|\frac{\partial^{|\boldsymbol{\alpha}|} u_{3}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \cdots \partial_{x_{3}}^{\alpha_{3}}}\right|\right.}\right. \\
& \leq C(\Omega, \boldsymbol{\alpha}, n) e^{-\delta t}\left(\|p\|_{L^{2}(\Omega)}+\|r\|_{L^{2}(\Omega)}+\|\boldsymbol{q}\|_{\left(L^{2}(\Omega)\right)^{3}}+\|\boldsymbol{s}\|_{\left.\left(L^{2}(\Omega)\right)^{3}\right)} .\right.
\end{aligned}
$$

Then,

$$
\left|\frac{\partial^{|\boldsymbol{\alpha}|} \boldsymbol{u}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \partial_{x_{1}}^{\alpha_{1}} \partial_{x_{2}}^{\alpha_{2}} \partial_{x_{3}}^{\alpha_{3}}}\right| \leq C e^{-\delta t}\left(\|p\|_{L^{2}(\Omega)}+\|r\|_{L^{2}(\Omega)}+\|\boldsymbol{q}\|_{\left(L^{2}(\Omega)\right)^{3}}+\|\boldsymbol{s}\|_{\left(L^{2}(\Omega)\right)^{3}}\right)
$$

for all $t>\widetilde{T}, \boldsymbol{x} \in \Omega$ and for all $\boldsymbol{\alpha}=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in \mathbb{N}^{4}$, where $\widetilde{T}=\max \left\{T_{0}, \ldots, T_{3}\right\}$.
This proves the theorem in the case $n=3$. The same proof remains valid in the 2D case by considering $\boldsymbol{\psi}, \boldsymbol{q}$, and $\boldsymbol{s}$ as scalar valued functions, so we obtain

$$
\left|\frac{\partial^{|\boldsymbol{\alpha}|} u_{i}(\boldsymbol{x}, t)}{\partial_{t}^{\alpha_{0}} \partial_{x_{1}}^{\alpha_{1}} \partial_{x_{2}}^{\alpha_{2}}}\right| \leq C t^{1-n-\alpha_{0}}\left(\|p\|_{L^{2}(\Omega)}+\|q\|_{L^{2}(\Omega)}+\|r\|_{L^{2}(\Omega)}+\|s\|_{L^{2}(\Omega)}\right),
$$

for all $t>\widetilde{T}, \boldsymbol{x} \in \Omega$, and for all $\boldsymbol{\alpha}=\left(\alpha_{0}, \alpha_{1}, \alpha_{2}\right) \in \mathbb{N}^{3}$, where $\widetilde{T}=\max \left\{T_{0}, T_{1}\right\}$. This completes the proof.

### 2.3 Source time reversal in elasticity

STR [17] method modifies the classical Time-Reversal Mirrors (TRM) [41] for reconstructing a space-source term of the form $s(\boldsymbol{x}, t)=f(\boldsymbol{x}) g(t)$, where $g$ is a real-valued function with compact support. Taking advantage of the information provided by the time-source term $g(t)$, the original source problem is related with a non-source wave problem in which the space-source term of the original problem appears as an initial condition and the boundaries information between the two problems are related by a Volterra integral equation of the first kind. Then, it is possible to apply the TRM idea over this new non-source initial condition problem by solving the integral equation to obtain its boundary information and chronologically reverse the boundary information of the non-source wave problem.

Although acoustics provide a good first approximation of compressional and shear waves, linear elasticity offers a better approximation to the ground motion. In [23], we can see the main limitations of considering the acoustic model for seismic events. Since STR method is oriented to solve problems in induced seismicity, in here we extend the original formulation for acoustic waves [17] to systems of elastic waves.

In this section, we select a model for tremors by considering compressional and shear waves propagating in an infinite medium (without boundary). Assuming our seismic events are governed by the elastic equation in an isotropic media, we use the Lagragian description [2] to define the displacement $\boldsymbol{u}(\boldsymbol{x}, t)$ of the particle $\boldsymbol{x}$ at time $t$ in an homogeneous and isotropic elastic media

$$
\left\{\begin{align*}
\rho \partial_{t}^{2} \boldsymbol{u}(\boldsymbol{x}, t)-L_{\mu, \lambda} \boldsymbol{u}(\boldsymbol{x}, t) & =\boldsymbol{f}(\boldsymbol{x}) g(t), \text { in } \mathbb{R}^{n} \times(0, T),  \tag{2.15}\\
\boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0}, \\
\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0},
\end{align*}\right.
$$

where $L_{\mu, \lambda} \boldsymbol{u}=\mu \Delta \boldsymbol{u}+(\mu+\lambda) \nabla(\nabla \cdot \boldsymbol{u})$ and $n \in\{2,3\}$.
Let us consider a bounded set $\Omega \subset \mathbb{R}^{n}$ such that the support of $\boldsymbol{f}(\boldsymbol{x})$ is contained in $\Omega$, and the geophones are located on $\partial \Omega$. The boundary information will be given by the displacement velocities $\partial_{t} \boldsymbol{u}(\boldsymbol{y}, t)$ for $\boldsymbol{y} \in \partial \Omega$ and for all $t \in(0, T)$. Then, we define the inverse problem: given the measurement displacement velocities $\left\{m_{\boldsymbol{u}}(\boldsymbol{y}, t):=\partial_{t} \boldsymbol{u}(\boldsymbol{y}, t):(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)\right\}$ and the time-distribution of the source $\{g(t): t \in(0, T)\}$, find the space-source term $\boldsymbol{f}(\boldsymbol{x})$. We introduce the operator of measurement displacement velocities as

$$
\Lambda(\boldsymbol{f}, g):=\left.\partial_{t} \boldsymbol{u}\right|_{\partial \Omega \times(0, T)}
$$

Following the procedure in [17, we can define an initial condition problem

$$
\left\{\begin{array}{rlr}
\rho \partial_{t}^{2} \boldsymbol{v}(\boldsymbol{x}, t)-L_{\mu, \lambda} \boldsymbol{v}(\boldsymbol{x}, t) & =\mathbf{0}, & \text { in } \mathbb{R}^{n} \times(0, T),  \tag{2.16}\\
\boldsymbol{v}(\boldsymbol{x}, 0) & =\mathbf{0}, & \\
\partial_{t} \boldsymbol{v}(\boldsymbol{x}, 0) & =\rho^{-1} \boldsymbol{f}(\boldsymbol{x}), &
\end{array}\right.
$$

where the solutions to 2.15 and 2.16 are related via an integral equation by using Duhamel's principle [38]

$$
\begin{equation*}
\boldsymbol{u}(\boldsymbol{x}, t)=\int_{0}^{t} \boldsymbol{v}(\boldsymbol{x}, t-\tau) g(\tau) d t \tag{2.17}
\end{equation*}
$$

We are interested in obtaining the boundary measurements to problem (2.16) in order to reverse them chronologically and recover $\boldsymbol{f}(\boldsymbol{x})$. To do this, we define the operator of measurements

$$
\Lambda_{0} \boldsymbol{f}:=\left.\partial_{t} \boldsymbol{v}\right|_{\partial \Omega \times(0, T)} .
$$

Notice that it is possible to rewrite problem (2.16) inside $\Omega$ in terms of the displacement velocity, the boundary information and its conditions at time $t=T$. Then, the solution to problem (2.18) is the restriction of $\partial_{t} \boldsymbol{v}(\boldsymbol{x}, t)$ in $\Omega \times(0, T]$.

$$
\left\{\begin{align*}
\rho \partial_{t}^{2} \boldsymbol{w}(\boldsymbol{x}, t)-L_{\mu, \lambda} \boldsymbol{w}(\boldsymbol{x}, t) & =\mathbf{0}, & & \text { in } \Omega \times(0, T),  \tag{2.18}\\
\boldsymbol{w}(\boldsymbol{x}, T) & =\partial_{t} \boldsymbol{v}(\boldsymbol{x}, T), & & \\
\partial_{t} \boldsymbol{w}(\boldsymbol{x}, T) & =\partial_{t}^{2} \boldsymbol{v}(\boldsymbol{x}, T), & & \\
\boldsymbol{w}(\boldsymbol{y}, t) & =m_{\boldsymbol{v}}(\boldsymbol{y}, t), & & \text { on } \partial \Omega \times(0, T),
\end{align*}\right.
$$

where $m_{\boldsymbol{v}}:=\Lambda_{0} f$.
To obtain the solution to problem (2.18) at time $t=0$ is equivalent to backpropagate the displacement velocity waves in problem (2.16). This procedure gives us an exact reconstruction of the initial velocity to problem (2.16), i.e. $\boldsymbol{w}(\boldsymbol{x}, 0)=\rho^{-1} \boldsymbol{f}(\boldsymbol{x})$. Unfortunately, the final conditions $\partial_{t} \boldsymbol{v}(\boldsymbol{x}, T)$ and $\partial_{t}^{2} \boldsymbol{v}(\boldsymbol{x}, T)$ for all $\boldsymbol{x} \in \Omega$ are often unavailable in a practical setting. To overcome this problem, we notice from Theorem 2.7 that not only each component of the solution of (2.16) decays, but also its derivatives inside the bounded set $\Omega$. Furthermore, the decay profile is polynomial in 2D and exponential in 3D. Thus, the final conditions $\partial_{t} \boldsymbol{v}(\boldsymbol{x}, T)$ and $\partial_{t}^{2} \boldsymbol{v}(\boldsymbol{x}, T)$ to problem (2.18) can be approximated by zero for $T$ large enough.

Let us assume that problem (2.16) satisfies the conditions of Theorem 2.7 and let $T-\varepsilon>\widetilde{T}$ for a fixed $\varepsilon>0$. Then, we define the following problem

$$
\left\{\begin{align*}
\rho \partial_{t}^{2} \widetilde{\boldsymbol{w}}-L_{\mu, \lambda} \widetilde{\boldsymbol{w}} & =\mathbf{0}, & & \text { in } \Omega \times(0, T),  \tag{2.19}\\
\widetilde{\boldsymbol{w}}(\boldsymbol{x}, T) & =\mathbf{0}, & & \\
\partial_{t} \widetilde{\boldsymbol{w}}(\boldsymbol{x}, T) & =\mathbf{0} & & \\
\widetilde{\boldsymbol{w}}(\boldsymbol{y}, t) & =m_{\boldsymbol{v}}(\boldsymbol{y}, t) \phi_{\varepsilon}(t), & & \text { on } \partial \Omega \times(0, T),
\end{align*}\right.
$$

where $\phi_{\varepsilon}$ is a smooth cut-off function such that $\phi_{\varepsilon}(t)=1$ for all $t \in(0, T-\varepsilon)$ and $\phi_{\varepsilon}=0$ for all $t \in(T, \infty)$. By solving problem (2.19) at time $t=0$, we obtain an approximate reconstruction of $\rho^{-1} \boldsymbol{f}(\boldsymbol{x})$. This reconstruction depends mainly on $T$ and the dimension of the problem $n$.

From the physical problem 2.15, we measure the boundary information denoted by the set $\left\{m_{\boldsymbol{u}}(\boldsymbol{y}, t)=\partial_{t} \boldsymbol{u}(\boldsymbol{y}, t):(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)\right\}$. To solve problem (2.19), it is necessary to obtain the boundary information from the synthetic problem (2.16) given by the set $\left\{m_{\boldsymbol{v}}(\boldsymbol{y}, t)=\partial_{t} \boldsymbol{v}(\boldsymbol{y}, t):(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)\right\}$. Then, it only remains to obtain the measurements $m_{\boldsymbol{v}}(\boldsymbol{y}, \cdot)$ from $m_{\boldsymbol{u}}(\boldsymbol{y}, \cdot)$ for each $\boldsymbol{y} \in \partial \Omega$. From identity (2.17), this problem reduces to solve the following integral equation

$$
\begin{equation*}
m_{\boldsymbol{u}}(\boldsymbol{y}, t)=\int_{0}^{t} m_{\boldsymbol{v}}(\boldsymbol{y}, t-\tau) g(\tau) d t \tag{2.20}
\end{equation*}
$$

where $t \in(0, T)$ for all $\boldsymbol{y} \in \partial \Omega$.
Let $\mathcal{A}_{0}\left(m_{\boldsymbol{u}}, g\right)=m_{\boldsymbol{v}}$ be the operator that solves problem 2.20 . Then, we need to solve the following problem to obtain a reconstruction to the space-source term $\boldsymbol{f}(\boldsymbol{x})$

$$
\left\{\begin{align*}
\rho \partial_{t}^{2} \widetilde{\boldsymbol{w}}-L_{\mu, \lambda} \widetilde{\boldsymbol{w}} & =\mathbf{0}, & & \text { in } \Omega \times(0, T),  \tag{2.21}\\
\widetilde{\boldsymbol{w}}(\boldsymbol{x}, T) & =\mathbf{0}, & & \\
\partial_{t} \widetilde{\boldsymbol{w}}(\boldsymbol{x}, T) & =\mathbf{0} & & \\
\widetilde{\boldsymbol{w}}(\boldsymbol{y}, t) & =\rho \mathcal{A}_{0}\left(m_{\boldsymbol{u}}, g\right)(\boldsymbol{y}, t) \phi_{\varepsilon}(t), & & \text { on } \partial \Omega \times(0, T) .
\end{align*}\right.
$$

The Laplace transform is a standard tool to solve integral equations of the first kind when the kernel is given by a convolution. A limitation of this technique is that the inverse Laplace transform is known only for some rather simple functions and it may also be challenging to find numerically [81].

To overcome the above limitation, we propose to solve 2.20 numerically by using Fourier transform. Unfortunately, a direct resolution gives us the expression

$$
\mathcal{F}^{-1}\left(\frac{\mathcal{F}\left(m_{\boldsymbol{u}}\right)}{\mathcal{F}(g)}\right)
$$

which may become singular for some $t$ and it is numerically unstable. To avoid the previous stability problems, we present two regularization methods for approximating the solution to (2.20).

1. STR with traditional regularization. We define

$$
\begin{equation*}
\mathcal{A}\left(m_{\boldsymbol{u}}, g\right):=\mathcal{F}^{-1}\left(\frac{\mathcal{F}\left(m_{\boldsymbol{u}}\right) \overline{\mathcal{F}(g)}}{|\mathcal{F}(g)|^{2}+c_{0}}\right), \tag{2.22}
\end{equation*}
$$

where $c_{0}$ is a small positive regularization constant. Then, we replace the operator $\mathcal{A}_{0}$ with $\mathcal{A}$ in problem (2.21) to find a reconstruction of the space-source term $\boldsymbol{f}(\boldsymbol{x})$.
With the above regularization, high frequencies appear due to the division by $F(g)$. The addition of the constant $c_{0}$ makes the deconvolution stable and avoids divisions by zero but does not eliminate high frequencies. Solving such high frequencies require the use of fine meshes in our numerical simulations. For large problems, the method may eventually become prohibitively expensive. This regularization method was considered in [17].
2. Fast STR with cut-off regularization. In this second regularization method, we define function $\Theta$ as

$$
\Theta(\xi)=\left\{\begin{aligned}
\frac{\overline{\mathcal{F}(g)(\xi)}}{|\mathcal{F}(g)(\xi)|^{2}}, & \text { if }|\mathcal{F}(g)(\xi)| \geq c_{1} \max _{\xi}|\mathcal{F}(g)(\xi)| \\
0, & \text { if }|\mathcal{F}(g)(\xi)|<c_{1} \max _{\xi}|F(g)(\xi)|
\end{aligned}\right.
$$

where $c_{1} \in(0,1)$ is a constant that regulates excitations of high frequencies and avoids divisions by zero. Then, we replace the operator $\mathcal{A}$ with

$$
\begin{equation*}
\mathcal{F}^{-1}\left(\mathcal{F}\left(m_{\boldsymbol{u}}\right) \Theta\right) \tag{2.23}
\end{equation*}
$$

in problem (2.21) to find a reconstruction of the source-space term $\boldsymbol{f}(\boldsymbol{x})$. This regularization method allows the source reconstruction in coarse meshes by eliminating higher frequencies.

In summary, the STR method consists of a transformation of the boundary measurements, which are given by the displacement velocities. To transform the boundary measurements, we propose two regularization methods depending on the computational requirements. The first one reverses in time the measurements processed by operator $\mathcal{A}$ to recover the spacesource term. The second regularization method eliminates high frequencies of the processed signals to be reversed in time. This second approach allows for reconstructing sources in more realistic cases when the computational requirements are larger. Figure 2.1 shows the difference in the processed signal frequencies between the two regularization methods for different regularization constants. Both procedures will give us a reconstruction of $\boldsymbol{f}(\boldsymbol{x})$ for any time-source term $g(t)$.

(a) Traditional STR, $c_{0}=0.0$

(c) Traditional STR, $c_{0}=0.01$

(e) Traditional STR, $c_{0}=0.1$

(b) Fast STR, $c_{1}=0.0$

(d) Fast STR, $c_{1}=0.01$

(f) Fast STR, $c_{1}=0.1$

Figure 2.1: First component of a measurement processed with both STR regularization methods for different regularization constant values.

### 2.4 Implementation of the STR method

We consider two simulation methods: a Finite Differences Method (FDM) and a Finite Element Method (FEM). In the absence of analytical solutions, we use both schemes to
compare our results and validate the robustness of the method.
The implementation considered for the FDM is straightforward and based on the 2D scheme presented in [69]. Additionally, in here we extend this scheme to the 3D case. For the forward problem, we consider a large enough computational domain to ensure that waves measured by the geophones are free from the effects of the computational boundary. To reverse the measurements processed by the STR method, we consider a smaller computational domain equal to $\Omega$, where the geophones are in the computational boundary of the domain.

For the FEM, we implemented a first-order absorbing boundary condition over the domain boundary $\Gamma \subset \Omega$ :

$$
\begin{array}{ll}
\rho \frac{\partial^{2} \boldsymbol{u}}{\partial t^{2}}-\nabla \cdot \underline{\underline{\sigma}}(\boldsymbol{u})=g(t)(0.5 \nabla+0.5 \nabla \times) \delta_{\boldsymbol{x}_{0}}, & \text { in } \Omega, \\
\rho B \frac{\partial \boldsymbol{u}}{\partial t}+\underline{\underline{\sigma}}(\boldsymbol{u}) \cdot \mathbf{n}=\mathbf{0}, & \text { on } \Gamma, \tag{2.24b}
\end{array}
$$

where the external force $g(t)(0.5 \nabla+0.5 \nabla \times) \delta_{x_{0}}$ represents a point source in space $(\delta)$ located at $\boldsymbol{x}_{0}$ that generates both P - and S-waves, $g(t)$ is a source time-function based on a Ricker wavelet with peak frequency $f_{p}$ (typically $10[H z]$ ), and $\mathbf{n}$ is the exterior unit normal to the boundary $\Gamma$. Note that more point sources may be considered by simply adding similar terms to the right-hand side at different space locations. The symmetric, positive-definite matrix $B$ appearing in the absorbing boundary condition of equation 2.24 b is defined as

$$
B:=\left(\begin{array}{cc}
c_{P} n_{1}^{2}+c_{S} n_{2}^{2} & \left(c_{P}-c_{S}\right) n_{1} n_{2} \\
\left(c_{P}-c_{S}\right) n_{1} n_{2} & c_{P} n_{1}^{2}+c_{S} n_{2}^{2}
\end{array}\right),
$$

where $n_{1}$ and $n_{2}$ are the normal components in the first and second directions, respectively, and $c_{P}$ and $c_{S}$ are the compressional and the shear wave velocities, respectively, with $c_{P}=$ $\sqrt{\frac{\lambda+2 \mu}{\rho}}$ and $c_{S}=\sqrt{\frac{\mu}{\rho}}$.

The weak formulation of problem (2.24) reads as follows: $\forall t \in(0, T]$, find $\boldsymbol{u}=\boldsymbol{u}(t) \in U$ such that

$$
\begin{aligned}
& \int_{\Omega} \rho \frac{\partial^{2} \boldsymbol{u}}{\partial t^{2}} \cdot \mathbf{w} d \Omega+\int_{\Omega} \lambda \nabla \cdot \boldsymbol{u} \nabla \cdot \mathbf{w} d \Omega+\int_{\Omega} 2 \mu \sum_{i, j=1}^{2} \epsilon_{i, j}(\boldsymbol{u}) \epsilon_{i, j}(\mathbf{w}) d \Omega \\
& +\int_{\Gamma} \rho\left(B \frac{\partial \boldsymbol{u}}{\partial t}\right) \cdot \mathbf{w} d \Gamma=\int_{\Omega} g(t)(0.5 \nabla+0.5 \nabla \times) \delta_{\boldsymbol{x}_{0}} \cdot \mathbf{w} d \Omega
\end{aligned}
$$

for all test functions $\mathbf{w} \in W$, where the Sobolev trial space $U$ and test space $W$ are defined as

$$
U=\left\{\boldsymbol{u} \in\left(H^{1}(\Omega)\right)^{2}\right\}
$$

and

$$
W=\left\{\mathbf{w} \in\left(H^{1}(\Omega)\right)^{2}: \mathbf{w}=\mathbf{0} \text { on } \Gamma\right\} .
$$

We consider the Leap-frog scheme for the second-order time derivative, whereas for the first-order one we apply central differences. For the space discretization, we employ highorder hierarchical basis functions for both the finite-dimensional test and trial spaces $V_{h}$ and $W_{h}$. Therefore, we obtain a numerical scheme that provides second-order accuracy in time, arbitrary accuracy in space, and that conserves the energy (see [96]) provided that a certain CFL condition is satisfied. This CFL condition imposes a constrained relationship between the magnitudes of the time step $\Delta t$ and the characteristic element size $h$, the later selected according to $f_{p}$. For a regular mesh over a rectangular domain, this CFL condition becomes

$$
\Delta t<\frac{2 h}{\sqrt{\alpha d}}
$$

where $d$ is the dimension of the domain $\Omega$ (two in our case) and $\alpha$ is a constant that depends only on the space discretization method.

For the backward problem, a similar discretization holds. The only difference is that now we replace equation 2.24 a by its corresponding homogeneous problem and equation (2.24b) by a Dirichlet boundary condition on $\Gamma$ using the transformed data registered by the geophones on the forward problem, as described in the previous section.

### 2.5 Numerical experiments of STR with traditional regularization

In this section, we employ the finite difference method. We consider a source supported in a subdomain $\Omega=(-3,3) \times(-3,3)$ for the 2D case, and $\Omega=(-3,3) \times(-3,3) \times(-3,3)$ for the 3D case. Measurements are processed with the operator defined in (2.22). In Subsections 2.5.1, 2.5.2, and 2.5.4 we consider the regularization constant $c_{0}=0.01$ for the standard STR. Additionally, in the last experiment, we compare both STR regularization methods (traditional and fast) for data in the entire boundary and for partial boundary information.

We consider the following elastic parameters: $\rho=1\left[\mathrm{Kg} / \mathrm{m}^{3}\right], \mu=1[P a], \lambda=1[P a]$. Thus, the speed of the P -wave is $\sqrt{2}[\mathrm{~m} / \mathrm{s}]$ and that of the S -wave is $1[\mathrm{~m} / \mathrm{s}]$. We generate elastic waves by considering different sources $\boldsymbol{f}(\boldsymbol{x}) g(t)$. In most of these experiments, we consider three time-source terms given by

$$
g_{1}(t)=\frac{g_{s}(t)}{\left\|g_{s}(t)\right\|}, g_{2}(t)=\left\{\begin{array}{ll}
7 t, & t \in(0,1 / 7) \\
1, & t \in(1 / 7,2 / 7), \\
3-7 t, & t \in(2 / 7,3 / 7)
\end{array} \text { and } g_{3}(t)=1 \chi_{(0.01,0.4)}\right.
$$

where $g_{s}(t)=\exp \left(1-12^{2}(t-0.2)^{2}\right)$. Figure 2.2 displays these functions.

### 2.5.1 Two-dimensional phantom reconstruction

The scope of this experiment is to analyze the effect of the shape of the time source on the recovered reconstruction results for 2D simulations in an ideal case. We refer to an ideal case as an experiment without noise, with geophones located at all mesh nodes along the entire $\partial \Omega$, and a final time $T$ long enough to measure the wavefronts. To do this, we present


Figure 2.2: Time-source terms.

2D reconstructions of the known Shepp-Logan phantom 99 as the space-source term, see Figure 2.3a. Here, we generate the elastic waves using three different sources $\boldsymbol{f}_{\mathrm{ph}}(\boldsymbol{x}) g_{i}(t)$ $i \in\{1,2,3\}$. For this experiment, the final time $T$ is $23[s]$ and the space and time steps are $h=0.05[m]$ and $d t=0.005[s]$, respectively.

Figures $2.3 \mathrm{~b}, 2.3 \mathrm{c}$, and 2.3 d show the reconstructions of the space-source term for waves generated with sources $\boldsymbol{f}_{\mathrm{ph}}(\boldsymbol{x}) g_{i}(t), i \in\{1,2,3\}$. As it occurred with the results of the experiments perfomed in [17] for acoustic waves, the discontinuous time-source term $g_{3}(t)$ provides better reconstructions than the other terms.

### 2.5.2 Three-dimensional reconstructions with complete data

Here, we show the relative error of reconstruction in $L^{2}$-norm for 3D simulations in the ideal case (without noise, with geophones located over the entire $\partial \Omega$, and with $T$ being long enough). We simulate 3D elastic waves with a source composed by a smooth space-source term

$$
\begin{equation*}
\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x})=\frac{\boldsymbol{f}_{1}(\boldsymbol{x})}{\left\|\boldsymbol{f}_{1}(\boldsymbol{x})\right\|}+0.7 \frac{\boldsymbol{f}_{2}(\boldsymbol{x})}{\left\|\boldsymbol{f}_{2}(\boldsymbol{x})\right\|}, \tag{2.25}
\end{equation*}
$$

where $\boldsymbol{f}_{1}(\boldsymbol{x})=\exp \left(1-2^{2}\left(\left(x_{1}+0.5\right)^{2}+\left(x_{2}-0.5\right)^{2}+x_{3}^{2}\right)\right)$ and $\boldsymbol{f}_{2}(\boldsymbol{x})=\exp \left(1-2^{2}\left(\left(x_{1}-0.5\right)^{2}+\left(x_{2}+0.5\right)^{2}+x_{3}^{2}\right)\right)$ (see Figure 2.4a. The three time-source terms are the ones considered in Section 2.5.1. The value of the parameters considered here are: $h=0.05[m], d t=0.01[s]$, and $T=7[s]$. Due to local decay behavior of 3 D waves (see Theorem 2.7) the final time T in the 3 D case is shorter than that in the 2 D one.

Figures 2.4b, 2.4c, and 2.4d show the reconstructions for the different waves generated with sources $\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x}) g_{i}(t)$ for $i \in\{1,2,3\}$. The relative errors are lower than those observed in the 2D case for all $g_{i}(t)$. This is due to the faster local decay rate of 3D waves. In this case (homogeneous media and 3D waves), the Huygens' principle is valid, and we could expect to recover the space-source term exactly. The only two sources of error are the regularization constant $c_{0}$ and the numerical discretization. In the next experiment, we assess numerically the percent of error induced by the regularization constant $c_{0}$.


Figure 2.3: Exact and reconstructions of $\left|\boldsymbol{f}_{\mathrm{ph}}(\boldsymbol{x})\right|$ for waves generated with $\boldsymbol{f}_{\mathrm{ph}}(\boldsymbol{x}) g_{i}(t)$. Relative error in $L^{2}$-norm.


Figure 2.4: Exact and reconstruction of $\left|\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x})\right|$ for waves generated by $\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x}) g_{i}(t)$. Relative error in $L^{2}$-norm.

### 2.5.3 Error decay analysis

The aim of this numerical experiment is to show numerically the error induced by the regularization constant $c_{0}$. To do this, we compare the relative error decay in $L^{2}$-norm between the classical TRM method and the STR with traditional regularization for different $c_{0}$ constants in 2D and 3D cases. The parameters for the finite difference are: $h=0.05[m], d t=0.01[s]$, and $T \in[3,7]$.

To make the TRM and STR methods comparable, we consider a time-source term acting for a short period of time. Namely, $g_{4}(t)=1 \chi_{[0,0.1]}$. The space-source term selected in this experiment is $\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x})$ in 2.25) and its projection to $\mathbb{R}^{2}$.

For the classical time-reversal method, we consider the problem of reconstructing the initial displacement given by the following inverse problem: find $\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x})$ given

$$
\left\{\begin{align*}
\rho \partial_{t}^{2} \boldsymbol{u}-L_{\mu, \lambda} \boldsymbol{u} & =\mathbf{0},  \tag{2.26}\\
\boldsymbol{u}(\boldsymbol{x}, 0) & =\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x}), \\
\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0}
\end{align*}\right.
$$

knowing the measurements $m(\boldsymbol{y}, t)=\boldsymbol{u}(\boldsymbol{y}, t)$ for all $(\boldsymbol{y}, t)$ in $\partial \Omega \times(0, T)$.
For the STR method, we consider the problem of reconstructing the source: given $g_{4}(t)$ for all $t \in(0, T)$ and the measurements $m(\boldsymbol{y}, t)=\partial_{t} \boldsymbol{u}(\boldsymbol{y}, t)$ for all $(\boldsymbol{y}, t)$ in $\partial \Omega \times(0, T)$, find $\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x})$ such that

$$
\left\{\begin{align*}
\rho \partial_{t}^{2} \boldsymbol{u}-L_{\mu, \lambda} \boldsymbol{u} & =\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x}) g_{4}(t), \quad \text { in } \mathbb{R}^{n} \times(0, T),  \tag{2.27}\\
\boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0} \\
\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0}
\end{align*}\right.
$$

Problems (2.26) and (2.27) are different. However, since the time-source term $g_{4}$ acts only for a short period of time in relation with the total time $T$, we obtain similar wave propagations and errors for both problems, as illustrated in Figure 2.5. In this way, we can compare the intrinsic error of the TRM and the percent of error due to the STR method. Figure 2.5 also analyzes the effect of regularization constant $c_{0}$. In all cases, we observe that such constant has negligible effects on the accuracy of the resulting reconstruction.

### 2.5.4 Tree-dimensional reconstruction with partial data

We now analyze the case when only partial boundary data are available. To do this, we present reconstructions of the space-source term $\boldsymbol{f}_{\operatorname{sm}(\boldsymbol{x})}$ (see $(2.25)$ ) when the measurements are obtained in a subset of the domain boundary. We consider three cases. In the first one, geophones are located on four faces of the cube $[-3,3] \times[-3,3] \times[-3,3]$; in the second one, geophones are located on two faces of the cube; and in the third case, geophones are located only along one face of the cube. The value of the finite difference discretization parameters are: $h=0.05[m], d t=0.01[s]$, and $T=7[s]$.

Figure 2.6 shows the exact source and the respective reconstructions when the measurements are acquired in four, two, and one faces of the boundary domain. In the reconstructions with partial boundary information, the STR method with traditional regularization properly


Figure 2.5: Error decay comparison between TRM and STR for different values of $c_{0}$.


Figure 2.6: Exact and reconstruction of $\left|\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x})\right|$ for waves generated by $\boldsymbol{f}_{\mathrm{sm}}(\boldsymbol{x}) g_{1}(t)$.
localizes the space-source term and reconstructs it with lower resolution. The details of the reconstructed sources are related with the amount of information available in the boundary.

### 2.5.5 Comparison of two STR regularization methods: traditional vs fast cut-off

Here, we compare both STR regularization methods for reconstructions performed with data information on the entire boundary and with partial boundary data. To do this, we consider 2D reconstructions of the phantom $\boldsymbol{f}_{\mathrm{ph}}(\boldsymbol{x})$ from measurements of waves generated with $\boldsymbol{f}_{\mathrm{ph}(\boldsymbol{x})} g_{3}(t)$ (see Figures 2.3a and 2.2c). For each set of reconstructions the measurements are obtained on the entire boundary, on three faces, on two faces, and on one face of the boundary.

Let $f_{\text {meas }}$ be the maximum measured frequency and $f_{S T R}$ be the maximum frequency of the signal processed with the STR method. For this comparison, we consider the regularization constant $c_{1}=0.180$, which gives us that $f_{S T R} \leq f_{\text {meas }}$ for the fast STR with cut-off regularization. Additionally, we consider the case $c_{1}=0.048$, which gives us that $f_{S T R} \leq 2 f_{\text {meas }}$. To compare the methods, we consider the same regularization constants values for the STR with traditional regularization, but in this case the method induces higher frequencies.

Figures 2.7 and 2.8 show the reconstruction images for the different boundary information considered. The subfigures are intentionally on different scale for a better understanding of the results. The STR with traditional regularization presents a lower error percent in all cases and identifies better the edges of the phantom. Although the fast STR with cut-off regularization loses some "details" in the reconstruction when $f_{S T R} \leq f_{\text {meas }}$ (and $f_{S T R} \leq 2 f_{\text {meas }}$ ), the methodology still identifies the correct location of the source and its main structure. Let us recall that low frequencies carry more global information, whereas the high frequencies contain the local information [90].

### 2.6 Numerical experiments of fast STR with cut-off regularization

In this section, we consider seismicity induced by mining in 2D. To more realistically do this, we pollute P - and S -waves synthetic measurements with additive Gaussian noise. To reconstruct the source, we implement the fast STR method by solving problem (2.21) and replacing operator $\mathcal{A}$ with the transformed data given by equation (2.23).

For these experiments, we generate a microseismic event considering three point sources acting simultaneously and modulated by a Ricker wavelet on time. These sources are located at points $(170,-135),(0,-10)$, and $(140,160)$, where the units are now in meters. Geophones are distributed ten meters away along the boundary of the set $\Omega=(-300,300) \times(-300,300)$. Besides, we incorporate additive Gaussian noise to the measurements obtained at the geophones as follows: let $m_{i c l e a n}^{k}$ the measurement by the geophone $i$ at time $k$ under ideal conditions (i.e., with no uncertainty). Then the measurement with noise is computed by

$$
m_{i n o i s e}^{k}=m_{i \text { clean }}^{k}+\mathcal{N}\left(0, \sigma^{2}\right)_{i}^{k}
$$



Figure 2.7: Comparison of STR with traditional regularization ( $c_{0}=0.180$ ) and fast reconstructions with cut-off regularization ( $c_{1}=0.180$ ). Reconstruction of $\left|\boldsymbol{f}_{\mathrm{ph}}(\boldsymbol{x})\right|$ with partial data for waves generated with $\boldsymbol{f}_{\mathrm{ph}}(\boldsymbol{x}) g_{3}(t)$. Relative error in $L^{2}$-norm.


Figure 2.8: Comparison of STR with traditional regularization ( $c_{0}=0.048$ ) and fast reconstructions with cut-off regularization $\left(c_{1}=0.048\right)$. Reconstruction of $\left|\boldsymbol{f}_{\mathrm{ph}}(\boldsymbol{x})\right|$ with partial data for waves generated with $\boldsymbol{f}_{\mathrm{ph}}(\boldsymbol{x}) g_{3}(t)$. Relative error in $L^{2}$-norm.
where $\mathcal{N}\left(0, \sigma^{2}\right)_{i}$ is a Gaussian distribution associated to the $i$-th geophone, with zero mean and variance

$$
\sigma^{2}=\frac{P\left(m_{\text {iclean }}\right)}{\mathrm{SNR}}
$$

Here, $P\left(m_{i c l e a n}\right)$ is the power of the discrete signal $m_{i c l e a n}$ and SNR is the signal-to-noise ratio which allow us to control the percentage of the noise with respect to the signal, in the statistical sense. We consider $\rho=2500\left[\mathrm{Kg} / \mathrm{m}^{3}\right], \mu=9.6334225 \times 10^{9}[\mathrm{~Pa}], \lambda=9.633155 \times 10^{9}$ $[P a]$. Thus, $v_{p}=\sqrt{(2 \mu+\lambda) / \rho}=3400[m / s]$ and $v_{s}=\sqrt{\mu / \rho}=1963[m / s]$, so $v_{p} / v_{s} \approx \sqrt{3}$. The case $v_{p} / v_{s}=\sqrt{3}$ is considered close to the real conditions for much of the Earth [50.

In addition, we set the cut-off constant $c_{1}=0.01$ to compute the fast STR method. For the computational mesh, we select $h=10[m]$ and $d t=0.001[s]$.


Figure 2.9: Source reconstruction of seismicity induced by mining experiment from measurements with different percent of additive noise. The white crosses represent the exact position of the original point source.

Figure 2.9 shows the results of the source reconstructions where the measurements are acquired in presence of additive noise. In all cases, we observe superior reconstruction results.

## Chapter 3

## Source detection in elastic waves for sources with temporal component of Dirac type

Here, we consider the problem of source reconstruction in seismicity induced by mining. We are interested in sources of the form $\boldsymbol{s}(\boldsymbol{x}, t)=\sum_{j=1}^{J} g_{j}(t) \boldsymbol{f}_{j}(\boldsymbol{x})$, where $g_{j}(t)=g\left(t-t_{j}\right)$ is a shift in $t_{j}$ of a function $g$ with compact support and $J$ is the number (finite) of seismic events close in time. In this chapter, we study the problem when $g(t)=\delta(t)$, where $\delta$ represents the Dirac delta function. In other words, this means that each $\boldsymbol{f}_{j}(\boldsymbol{x})$ acts at the time $t_{j}$. To do this, we adapt a strategy for identifying discrete-in-time sources in acoustic waves equations to linear elasticity systems. Besides, we present a reconstruction algorithm and numerical experiments for acoustic and elastic cases.

### 3.1 Introduction

Seismicity induced by mining is usually divided into two types. The first one directly associated with mining operations, i.e., the formation of fractures at stope faces. The second type is associated with major geological discontinuities. This often occurs at some distance of the mine face. Usually, seisms associated with the first type are lower in magnitude than the second one. Additionally, seisms associated with the first class occur with more frequency than those associated with the second class, because of this the acknowledgement of seisms of the first class is superior. In fact, in the first case it is possible to associate a dependence function with the mining activity and the excavation ratio, while the second type presents a more erratic behavior [50].

In exploration geophysics, the elastic waves are commonly approximated by acoustic waves, for example, in migration techniques [23]. Regarding the computational cost and the required memory, 2D acoustic forward models gain up to two orders of magnitude with respect to elastic forward models [83]. This approximation is valid for isotropic homogeneous media or small heterogeneous media (concerning the wavelength). However, for large heterogeneities, the approximation introduces errors in the amplitude and the phase of the waves
[23], which makes necessary to consider the full elastic model.
A source composed by Dirac delta functions both in time and space is accepted in seismic studies to synthesize a realistic source displacement in terms of the displacement produced by the simplest source $\boldsymbol{\delta}\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right) \delta\left(t-t_{0}\right)$ [2]. Additionally, to consider a time-source term as a Dirac delta function or a Heaviside function is commonly employed in theory of seismic disturbances [50]. Here, discrete-in-time sources consist of a sum of variable separable functions where the time-source term is a Dirac delta function and the space-source term is a compact support function, with the form $\sum_{j=1}^{J} \boldsymbol{f}_{j}(\boldsymbol{x}) \delta\left(t-t_{j}\right)$. This kind of source models velocity changes in short slip [30].

To model the ground motion with the Lagrangian description [2], we consider a linear elasticity equation in isotropic and homogeneous media. Let $\boldsymbol{u}$ be the solution of the following problem

$$
\left\{\begin{align*}
\rho \partial_{t}^{2} \boldsymbol{u}(\boldsymbol{x}, t)-L_{\mu, \lambda} \boldsymbol{u}(\boldsymbol{x}, t) & =\sum_{j=i}^{J} \boldsymbol{f}_{j}(\boldsymbol{x}) \delta\left(t-t_{j}\right), \quad \text { in } \mathbb{R}^{n} \times(0, \infty),  \tag{3.1}\\
\boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0} \\
\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0}
\end{align*}\right.
$$

where $\boldsymbol{u}(\boldsymbol{x}, t)$ represents the displacement of the point $\boldsymbol{x}$ at time $t$, and the operator $L_{\mu, \lambda}$ is given by $\mu \Delta \boldsymbol{u}+(\mu+\lambda) \nabla(\nabla \cdot \boldsymbol{u})$. Let us also consider a bounded set $\Omega \subset \mathbb{R}^{n}$ such that the support of $\boldsymbol{f}_{j}$ is contained in $\Omega$ for all $j$. Then, the inverse problem is defined by: find $\left\{\boldsymbol{f}_{j}(\boldsymbol{x}), t_{j}\right\}_{j=1}^{J}$ by knowing the displacement $\{\boldsymbol{u}(\boldsymbol{y}, t):(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)\}$.

In this work, we propose an extension and an implementation of the discrete-in-time source reconstruction method for acoustic waves presented in [31] to linear elasticity. It is based on an invariance in time of the acoustic waves. M. Fink in 46 studied this property on waves and proposed a method called time-reversal mirror that allows recovering the initial pressure for acoustic waves. This invariance is also present in elastic and electromagnetic waves. Then, it is possible to implement the time-reversal mirror idea to different types of waves, for example, acoustics waves [14, 40, 42, 61, electromagnetic waves [79, elastic waves [91, 63], and Rouge waves [25].

The rest of this chapter is organized as follows. Section 3.2 introduces the classical timereversal mirror from the P. Stefanov and G. Uhlmann point of view. Their approach considers a compatibility condition as an initial condition in the backward problem. In Section 3.3, we reproduce the discrete-in-time source reconstruction method proposed by M. de Hoop in [31] for acoustic waves. Section 3.4 is intended to extend the discrete-in-time source reconstruction to linear elastic systems of waves. Section 3.5 describes the methodology implementation for elastic waves problems. Sections 3.6 and 3.7 present some numerical examples of the source reconstruction for the 2D acoustic case, and for 2D and 3D elastic cases.

### 3.2 Time reversal

The time-reversal mirror strategy was developed by M. Fink et al. in the late 80's to focus an ultrasonic wave through an inhomogeneous medium [46]. Also, they realized the first physical experiment of the time-reversal mirror. C. Bardos and M. Fink in [14] presented a
mathematical formulation of the time-reversal mirror for the acoustic equation with Dirichlet and impedance boundary conditions. Later in 2012, P. Stefanov and G. Uhlmann in [103] proposed a time-reversal method to recover the first initial condition from ultrasound measurements, by considering a compatibility condition. After that, P. Stefanov and G. Uhlmann in [104] presented an extension of the previous work that recovers both initial conditions.

We explain briefly the approach in [104]. Let $u$ be the solution of the forward problem

$$
\left\{\begin{align*}
\partial_{t}^{2} u-c^{2} \Delta u, & =0 \quad \text { in } \mathbb{R}^{n} \times(0, T),  \tag{3.2}\\
u(\boldsymbol{x}, 0) & =\phi(\boldsymbol{x}) \\
\partial_{t} u(\boldsymbol{x}, 0) & =\psi(\boldsymbol{x})
\end{align*}\right.
$$

where $\phi$ and $\psi$ are compactly supported in a bounded set $\Omega$. In addition, we say that $c \in C^{\infty}\left(\mathbb{R}^{n}\right)$ accomplishes the non-trapping condition if the projection into the $\boldsymbol{x}$-components in $\mathbb{R}^{n}$ (rays) of the solution to the following system

$$
\left\{\begin{array}{l}
\boldsymbol{x}_{t}^{\prime}=\frac{\partial H}{\partial \boldsymbol{\xi}}=\boldsymbol{\xi} c^{2}(\boldsymbol{x}), \\
\boldsymbol{\xi}_{t}^{\prime}=-\frac{\partial H}{\partial \boldsymbol{x}}=-\frac{1}{2}|\boldsymbol{\xi}|^{2} \nabla\left(c^{2}(\boldsymbol{x})\right), \\
\left.\boldsymbol{x}\right|_{t=0}=\boldsymbol{x}_{0} \\
\left.\boldsymbol{\xi}\right|_{t=0}=\boldsymbol{\xi}_{0} \\
H\left(\boldsymbol{x}_{0}, \boldsymbol{\xi}_{0}\right)=H_{0}
\end{array}\right.
$$

where $H(\boldsymbol{x}, \boldsymbol{\xi})=\frac{1}{2} c^{2}(\boldsymbol{x})|\boldsymbol{\xi}|^{2}$ represents the Hamiltonian system, it goes to infinity when $t \rightarrow \infty$ (see, e.g., [35]).

Then, the inverse problem is defined by: find the unknown initial conditions $(\phi, \psi)$ given $\{m(\boldsymbol{y}, t):=u(\boldsymbol{y}, t):(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)\}$. Then, let us define mathematically the operator $\Lambda(\phi, \psi):=\left.u\right|_{\partial \Omega \times(0, T)}$, which give us the boundary measurements.

We define the space $\mathbf{H}(\Omega):=H_{D}(\Omega) \oplus L^{2}(\Omega)$, where $H_{D}(\Omega)$ is the completion of $C_{0}^{\infty}(\Omega)$ under the norm

$$
\|u\|_{H_{D}(\Omega)}=\int_{\Omega}|\nabla u(\boldsymbol{x})|^{2} d x .
$$

Let us define the backward problem

$$
\left\{\begin{align*}
\partial_{t}^{2} v-c^{2} \Delta v & =0, & & \text { in } \Omega \times(0, T),  \tag{3.3}\\
v(\boldsymbol{x}, T) & =E m(\cdot, T)(\boldsymbol{x}), & & \\
\partial_{t} v(\boldsymbol{x}, T) & =0, & & \\
v(\boldsymbol{y}, t) & =m(\boldsymbol{y}, t), & & \text { on } \partial \Omega \times(0, T),
\end{align*}\right.
$$

where $E$ represents the harmonic extension operator that solves

$$
\left\{\begin{aligned}
c^{2} \Delta \theta & =0, & & \text { in } \Omega, \\
\theta & =m(\cdot, T), & & \text { on } \partial \Omega
\end{aligned}\right.
$$

The main result in [104] is the following reconstruction theorem, which gives us a theoretical path to reconstruct the initial conditions.

Theorem 3.1 (Reconstruction [104]) Let $c(\boldsymbol{x})$ accomplish the non-trapping condition, and let $T>T(\Omega)$. Then $\boldsymbol{A} \Lambda=\boldsymbol{I}-\boldsymbol{K}$, where $\boldsymbol{K}$ is compact in $\mathbf{H}(\Omega)$, and $\|\boldsymbol{K}\|_{\mathbf{H}(\Omega)}<1$. In particular, $\boldsymbol{I}-\boldsymbol{K}$ is reversible on $\mathbf{H}(\Omega)$, and $\Lambda$ has an explicit left inverse of the form

$$
\begin{equation*}
(\phi, \psi)=\sum_{m=0}^{\infty} \boldsymbol{K}^{m} \boldsymbol{A} m \tag{3.4}
\end{equation*}
$$

where $m:=\Lambda(\phi, \psi)$ is the boundary information and $\boldsymbol{A} m:=\left(v(\cdot, 0), \partial_{t} v(\cdot, 0)\right)$ is a pseudoinverse operator.

### 3.3 Detection of discrete-in-time sources for acoustics

M. de Hoop in [31] presents a time-reversal method to recover the source position and the times $t_{j}$ when the source is a finite sum of variable separable functions, where the time-source terms are Dirac delta functions of the form $\delta\left(t-t_{j}\right)$. In this section, we show its main results.

Let us consider the following acoustic wave equation

$$
\left\{\begin{align*}
\partial_{t}^{2} u(\boldsymbol{x}, t)-\nabla \cdot\left(c^{2}(\boldsymbol{x}) \nabla u(\boldsymbol{x}, t)\right) & =\sum_{j=i}^{J} f_{j}(\boldsymbol{x}) \delta\left(t-t_{j}\right), \quad \text { in } \mathbb{R}^{n} \times(0, \infty)  \tag{3.5}\\
u(\boldsymbol{x}, 0) & =0 \\
\partial_{t} u(\boldsymbol{x}, 0) & =0
\end{align*}\right.
$$

for $n \in\{2,3\}$, where $0<t_{j}<t_{0}$ for all $j \in\{1, \ldots, J\}, f_{j}(\boldsymbol{x})=\widetilde{f}_{j}(\boldsymbol{x}) \chi_{S_{j}}(\boldsymbol{x})$, and $c \in C^{\infty}\left(\mathbb{R}^{n}\right)$. Here $\widetilde{f}_{j}$ is a positive function and $S_{j}$ is a connected set, for all $j \in\{1, \ldots, J\}$. In addition, we assume that there exits $\Omega \subset \mathbb{R}^{n}$ bounded such that $S_{j} \subset \Omega$ for all $j \in\{1, \ldots, J\}$.

Let us define the inverse problem: find the set $\left\{t_{j}, f_{j}(\boldsymbol{x})\right\}_{j=1}^{J}$ given $\{m(\boldsymbol{y}, t):=u(\boldsymbol{y}, t)$ : $(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)\}$ such that $u$ solves (3.5).

To solve the inverse problem, we need to ensure that all rays left the domain after certain finite time $T_{\Omega}$. Then, we assume that $c(\boldsymbol{x})$ accomplishes the non-trapping condition. In addition, to employ a time-reversal method, it is necessary to consider Duhamel's principle [38]. This principle establishes a relation via a convolution between the solution of a problem with an external source and the solution of an initial condition problem. Let us define the following problems

$$
\left\{\begin{align*}
\partial_{t}^{2} u(\boldsymbol{x}, t)-\nabla \cdot\left(c(\boldsymbol{x})^{2} \nabla u(\boldsymbol{x}, t)\right) & =F(\boldsymbol{x}, t), \quad \text { in } \mathbb{R}^{n} \times(0, \infty),  \tag{3.6}\\
u(\boldsymbol{x}, 0) & =0 \\
\partial_{t} u(\boldsymbol{x}, 0) & =0
\end{align*}\right.
$$

and we define the family of functions $\{v(\cdot, \cdot ; s)\}_{s \in(0, \infty)}$ to be solution of

$$
\left\{\begin{aligned}
\partial_{t}^{2} v(\boldsymbol{x}, t ; s)-\nabla \cdot\left(c(\boldsymbol{x})^{2} \nabla v(\boldsymbol{x}, t ; s)\right) & =0, \quad \text { in } \mathbb{R}^{n} \times(s, \infty), \\
u(\boldsymbol{x}, s ; s) & =0, \\
\partial_{t} u(\boldsymbol{x}, s ; s) & =F(\boldsymbol{x}, s)
\end{aligned}\right.
$$

Then, Duhamel's principle asserts that

$$
u(\boldsymbol{x}, t)=\int_{0}^{t} v(\boldsymbol{x}, t ; s) d s
$$

is solution to problem (3.6). Furthermore, when the source is a variable separable function and the time-source term has the form of a Dirac delta function, we obtain a direct relation between the solutions of both problems. Indeed, let us consider the following problems

$$
\left\{\begin{align*}
\partial_{t}^{2} u(\boldsymbol{x}, t)-\nabla \cdot\left(c(\boldsymbol{x})^{2} \nabla u(\boldsymbol{x}, t)\right) & =f(\boldsymbol{x}) \delta\left(t-t_{0}\right), \quad \text { in } \mathbb{R}^{n} \times(0, T)  \tag{3.7}\\
u(\boldsymbol{x}, 0) & =0  \tag{3.8}\\
\partial_{t} u(\boldsymbol{x}, 0) & =0
\end{aligned}\right\} \begin{aligned}
\partial_{t}^{2} v(\boldsymbol{x}, t)-\nabla \cdot\left(c(\boldsymbol{x})^{2} \nabla v(\boldsymbol{x}, t)\right) & =0, \quad \text { in } \mathbb{R}^{n} \times\left(t_{0}, T\right), \\
v\left(\boldsymbol{x}, t_{0}\right) & =0, \\
\partial_{t} v\left(\boldsymbol{x}, t_{0}\right) & =f(\boldsymbol{x})
\end{align*}
$$

where the solutions to problems (3.7) and (3.8), respectively $u$ and $v$, are related by $u(\boldsymbol{x}, t)=$ $v(\boldsymbol{x}, t)$ for all $t \geq t_{0}$. Then, we can extend the problem (3.8) to the entire interval $(0, T)$ by defining

$$
\left\{\begin{aligned}
\partial_{t}^{2} w_{0}(\boldsymbol{x}, t)-\nabla \cdot\left(c(\boldsymbol{x})^{2} \nabla w_{0}(\boldsymbol{x}, t)\right) & =0, \quad \text { in } \mathbb{R}^{n} \times(0, T) \\
w_{0}\left(\boldsymbol{x}, t_{0}\right) & =0 \\
\partial_{t} w_{0}\left(\boldsymbol{x}, t_{0}\right) & =f(\boldsymbol{x})
\end{aligned}\right.
$$

Here, $w_{0}(\boldsymbol{x}, t)$ is odd with respect to $t_{0}$ in the interval $\left(0,2 t_{0}\right)$. Then, we obtain that $u(\boldsymbol{x}, t)=$ $w_{0}(\boldsymbol{x}, t) \chi_{\left\{t \geq t_{0}\right\}}(t)$.

Proposition 3.2 (Uniqueness [31]) Let $\Omega \subset \mathbb{R}^{n}$ be a bounded set such that $w_{0}(\cdot, t)$ and $\partial_{t} w_{0}(\cdot, t)$ are compactly supported in $\Omega$ for all $t_{0} \leq t \leq 2 t_{0}$ and $T>T(\Omega)$. Then, $w_{0}$ is uniquely determined by $\left.u\right|_{\partial \Omega \times(0, T)}$. In addition, $\partial_{t} w_{0}\left(\boldsymbol{x}, t_{0}\right)=f(\boldsymbol{x})$ can be recovered with Theorem 3.1.

To solve the inverse problem defined above, it is possible to rewrite problem (3.5) in terms of $J$ initial value problems by considering Duhamel's principle as in the previous paragraph

$$
\left\{\begin{align*}
\partial_{t}^{2} w_{j}-\nabla \cdot\left(c^{2} \nabla w_{j}\right) & =0, \quad \text { in } \mathbb{R}^{n} \times(0, \infty)  \tag{3.9}\\
w_{j}\left(\boldsymbol{x}, t_{j}\right) & =0 \\
\partial_{t} w_{j}\left(\boldsymbol{x}, t_{j}\right) & =f_{j}(\boldsymbol{x})
\end{align*}\right.
$$

where each $w_{j}$ is an odd function in time with respect to $t_{j}$ in the interval $\left(0,2 t_{j}\right)$. By superposition we obtain that

$$
u(\boldsymbol{x}, t)=\sum_{j=1}^{J} w_{j}(\boldsymbol{x}, t) \chi_{\left\{t \geq t_{j}\right\}}(t)
$$

As we do not know the times $t_{j}$ where each $w_{j}(\boldsymbol{x}, t)$ start acting, we consider the following function in the reconstruction process

$$
\widetilde{u}(\boldsymbol{x}, t)=\sum_{j=1}^{J} w_{j}(\boldsymbol{x}, t)
$$

where $\widetilde{u}$ solves inside $\Omega$ and for a given $T$ the problem

$$
\left\{\begin{array}{rlrl}
\partial_{t}^{2} \widetilde{u}-c^{2} \Delta \widetilde{u} & =0, & & \text { in } \Omega \times(0, T), \\
\widetilde{u}(\boldsymbol{x}, T) & =u(\boldsymbol{x}, T), & & \\
\partial_{t} \widetilde{u}(\boldsymbol{x}, T) & =\partial_{t} u(\boldsymbol{x}, T), & & \\
\widetilde{u}(\boldsymbol{y}, t) & =m(\boldsymbol{y}, t) & \text { on } \partial \Omega \times(0, T) .
\end{array}\right.
$$

Here, we consider the time-reversal approach (3.3) of P. Stefanov and G. Uhlmann to reverse in time the measurements and obtain a reconstruction of $f_{j}(\boldsymbol{x})$ at $t_{j}$.

Theorem 3.3 (Uniqueness [31]) Suppose that there exists $t^{*}$ such that $0<t_{j}<t^{*}<T$ and $\operatorname{dist}\left(S_{j}, \partial \Omega\right)>t^{*}$ for all $j \in\{1, \ldots, J\}$, and $T>T_{\Omega}$. Then the boundary information $u(\boldsymbol{y}, t)$ for all $(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)$ uniquely determines $\widetilde{u}$, and $\widetilde{u}$ can be recovered by a Neumann series as in Theorem 3.1.

The key of this methodology is to notice that, when we reverse the time measurements performed over a bounded set $\Omega$ in problem (3.9), the support of the wave focuses toward $S_{j}$ for $t>t_{j}$, collapses at $t=t_{j}$, and then expands again for $t<t_{j}$. Then, $w_{j}$ vanishes at $t_{j}$ but $\partial_{t} w_{j}$ does not vanish, for all $j \in\{1, \ldots, J\}$. This fact is employed to find $\left\{t_{j}, f_{j}(\boldsymbol{x})\right\}_{j=1}^{J}$.

### 3.4 Extension to linear elasticity

Time-reversal mirror has been studied on elastic problems for different problems, see for example [10, 56, 91, 92]. In the context of seismicity induced by mining, the natural extension of the acoustic model is to consider linear elasticity. In [23], we can see a discussion about the validity of acoustic waves to model seismic phenomena in homogeneous and heterogeneous media and its limitation. Then, we extend the method presented in the previous section to linear elasticity problems.

Let us recall the inverse problem: find the set $\left\{t_{j}, \boldsymbol{f}_{j}(\boldsymbol{x})\right\}_{j=1}^{J}$ given $\{\boldsymbol{m}(\boldsymbol{y}, t):=\boldsymbol{u}(\boldsymbol{y}, t)$ : $(\boldsymbol{y}, t) \in \partial \Omega \times(0, T)\}$ such that $\boldsymbol{u}$ solves (3.1).

First, we check Duhamel's principle for systems of elastic waves.

Proposition 3.4 We define the following system of elastic waves

$$
\left\{\begin{align*}
\rho \partial_{t}^{2} \boldsymbol{u}-L_{\mu, \lambda} \boldsymbol{u} & =\boldsymbol{F}(\boldsymbol{x}, t), \quad \text { in } \mathbb{R}^{n} \times(0, \infty),  \tag{3.10}\\
\boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0} \\
\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0) & =\mathbf{0}
\end{align*}\right.
$$

Let us define the family of functions $\{\boldsymbol{v}(\cdot, \cdot, s)\}_{s \in(0, T)}$, such that

$$
\left\{\begin{array}{rlr}
\rho \partial_{t}^{2} \boldsymbol{v}-L_{\mu, \lambda} \boldsymbol{v} & =\mathbf{0}, & \text { in } \mathbb{R}^{n} \times(0, \infty) \\
\boldsymbol{v}(\boldsymbol{x}, s ; s) & =\mathbf{0} \\
\partial_{t} \boldsymbol{v}(\boldsymbol{x}, s ; s) & =\frac{1}{\rho} \boldsymbol{F}(\boldsymbol{x}, s), &
\end{array}\right.
$$

Then,

$$
\begin{equation*}
\boldsymbol{u}(\boldsymbol{x}, t)=\int_{0}^{t} \boldsymbol{v}(\boldsymbol{x}, t ; s) d s \tag{3.11}
\end{equation*}
$$

solves problem (3.10).

Proof. Let $\boldsymbol{u}$ be as in (3.11), then

$$
\begin{aligned}
\rho \partial_{t}^{2} \boldsymbol{u}(\boldsymbol{x}, t) & =\rho \partial_{t}^{2} \int_{0}^{t} \boldsymbol{v}(\boldsymbol{x}, t ; s) d s \\
& =\rho \partial_{t}\left[\boldsymbol{v}(\boldsymbol{x}, t ; t)+\int_{0}^{t} \partial_{t} \boldsymbol{v}(\boldsymbol{x}, t ; s) d s\right] \\
& =\rho\left[\partial_{t} \boldsymbol{v}(\boldsymbol{x}, t ; t)+\int_{0}^{t} \partial_{t}^{2} \boldsymbol{v}(\boldsymbol{x}, t ; s) d s\right] \\
& =\boldsymbol{F}(\boldsymbol{x}, t)+\int_{0}^{t} \rho \partial_{t}^{2} \boldsymbol{v}(\boldsymbol{x}, t ; s) d s
\end{aligned}
$$

Additionally, we compute

$$
\begin{aligned}
L_{\mu, \lambda} \boldsymbol{u}(\boldsymbol{x}, t) & =L_{\mu, \lambda} \int_{0}^{t} \boldsymbol{v}(\boldsymbol{x}, t ; s) d s \\
& =\mu \Delta \int_{0}^{t} \boldsymbol{v}(\boldsymbol{x}, t ; s) d s+(\mu+\lambda) \nabla\left(\nabla \cdot \int_{0}^{t} \boldsymbol{v}(\boldsymbol{x}, t ; s) d s\right) \\
& =\int_{0}^{t} \mu \Delta \boldsymbol{v}(\boldsymbol{x}, t ; s) d s+\int_{0}^{t}(\mu+\lambda) \nabla(\nabla \cdot \boldsymbol{v}(\boldsymbol{x}, t ; s) d s) \\
& =\int_{0}^{t} L_{\mu, \lambda} \boldsymbol{v}(\boldsymbol{x}, t ; s) d s .
\end{aligned}
$$

Then, $\rho \partial_{t}^{2} \boldsymbol{u}-L_{\mu, \lambda} \boldsymbol{u}=\boldsymbol{F}$. And the initial conditions are obtained from direct evaluation of $\boldsymbol{u}(\boldsymbol{x}, 0)$ and $\partial_{t} \boldsymbol{u}(\boldsymbol{x}, 0)$, which completes the proof.

By Duhamel's principle, we known that there exist $J$ systems of elastic wave equations

$$
\left\{\begin{align*}
\partial_{t}^{2} \boldsymbol{w}_{j}-L_{\mu, \lambda} \boldsymbol{w}_{j} & =\mathbf{0}, \quad \text { in } \mathbb{R}^{n} \times(0, \infty),  \tag{3.12}\\
\boldsymbol{w}_{j}\left(\boldsymbol{x}, t_{j}\right) & =\mathbf{0} \\
\partial_{t} \boldsymbol{w}_{j}\left(\boldsymbol{x}, t_{j}\right) & =\boldsymbol{f}_{j}(\boldsymbol{x})
\end{align*}\right.
$$

where $j \in\{1, \ldots, J\}$ and the solution to problem (3.1) can be written in terms of each solution to problem 3.12

$$
\boldsymbol{u}(\boldsymbol{x}, t)=\sum_{j=1}^{J} \boldsymbol{w}_{j}(\boldsymbol{x}, t) \chi_{\left\{t \geq t_{j}\right\}}(t)
$$

As in the previous section, we do not known the times $t_{j}$. Then, to reverse on time the boundary information to problem 3.1 is equivalent to reversing the boundary information to the following function

$$
\widetilde{\boldsymbol{u}}(\boldsymbol{x}, t)=\sum_{j=1}^{J} \boldsymbol{w}_{j}(\boldsymbol{x}, t)
$$

when exists $t^{*}$ with $t^{*}>t_{j}$ for all $j \in\{1, \ldots, J\}$ such that each $\boldsymbol{w}_{j}(\boldsymbol{x}, \cdot)$ and $\partial_{t} \boldsymbol{w}_{j}(\boldsymbol{x}, \cdot)$ are compactly supported inside $\Omega$ for all $t<t^{*}$.

To do this, we backpropagate the boundary measurements using time-reversal mirror with a compatibility condition. The compatibility condition, similar to the one proposed in [103], is described by operator $E_{e}$ that solves

$$
\left\{\begin{aligned}
L_{\mu, \lambda} \boldsymbol{\theta} & =\mathbf{0}, & & \text { in } \Omega, \\
\boldsymbol{\theta} & =\boldsymbol{m}(\cdot, T), & & \text { on } \partial \Omega .
\end{aligned}\right.
$$

Then, we consider the backward problem

$$
\left\{\begin{aligned}
\partial_{t}^{2} \widetilde{\boldsymbol{v}}-L_{\mu, \lambda} \widetilde{\boldsymbol{v}} & =\mathbf{0}, & & \text { in } \Omega \times(0, \infty) \\
\widetilde{\boldsymbol{v}}(\boldsymbol{x}, T) & =E_{e} \boldsymbol{m}(\cdot, T)(\boldsymbol{x}), & & \\
\partial_{t} \widetilde{\boldsymbol{v}}(\boldsymbol{x}, T) & =\mathbf{0}, & & \\
\widetilde{\boldsymbol{v}}(\boldsymbol{y}, t) & =\boldsymbol{m}(\boldsymbol{y}, t), & & \text { on } \partial \Omega \times(0, T) .
\end{aligned}\right.
$$

Here we look for the times and places inside $\Omega$ where the displacement is zero and the displacement velocity is different from zero. When both previous conditions accomplish simultaneously indicates the instant of time when a source acts. Also, the displacement velocity, in a neighborhood where both conditions are accomplished, give us the shape of the source.

### 3.5 Implementation

In this section, we detail the implementation employed in the source reconstructions. To do this, we present a pseudocode with the primary steps necessary to identify the times when the discrete-in-time sources act and reconstruct the source shape.

We intend to identify the times $t_{j}$ and the sources shape $\boldsymbol{f}(\boldsymbol{x})$ of the external source in the model (3.1). As demonstrated in the previous section, the displacement should be zero at the instant right before the source collapses into its original location when we reverse in time the boundary information in the backward problem. We use a Finite Difference Method (FDM) to solve the partial differential equation with boundary data. Numerically, it is difficult to obtain a value equals to zero. In practice, we look for the points $\boldsymbol{x}$ in the solutions such that the displacement magnitude is lower than a threshold and simultaneously the velocity magnitude is higher than a second threshold. Both thresholds will be determined by the boundary measurements and the size of the domain. We identify the time and the points in the domain when the two previous conditions are accomplished simultaneously. Finally, the source will be given by the displacement velocity in a neighborhood of point $\boldsymbol{x}$. Algorithm 1 shows in detail the described procedure.

### 3.6 Numerical results with acoustic examples

In this section, we present the results of discrete-in-time source reconstruction for an acoustic model, such that the source is written as a finite sum of variable separable functions, where the

```
Algorithm 1 2D source and time detection
    function SOURCEDETECTION(boundaryData, \(\widetilde{\boldsymbol{v}}_{1}, \widetilde{\boldsymbol{v}}_{0}\), thld \(_{1}\), thld \(2, r\) )
        times \(\leftarrow \operatorname{List}() \quad \triangleright\) initial conditions \(\widetilde{\boldsymbol{v}}_{1}\) and \(\widetilde{\boldsymbol{v}}_{0}\)
        locations \(\leftarrow \operatorname{List}()\)
        shapes \(\leftarrow \operatorname{List}()\)
        for \(t\) from \(T\) to 0 do
            \(\widetilde{\boldsymbol{v}}_{2} \leftarrow\) SolveFDM(boundaryData, \(\widetilde{\boldsymbol{v}}_{1}, \widetilde{\boldsymbol{v}}_{0}\) )
            dis \(\leftarrow\) MagnitudeDisplacement \(\left(\widetilde{\boldsymbol{v}}_{2}\right)\)
            vel \(\leftarrow \operatorname{MagnitudeVelocity}\left(\widetilde{\boldsymbol{v}}_{2}, \widetilde{\boldsymbol{v}}_{1}\right)\)
            if \(\left(\right.\) dis \(\left.<\operatorname{thld}_{1}\right) \&\left(\mathrm{vel}>\operatorname{thld}_{2}\right)\) then
                center \(\leftarrow\) find point such that \(\left(\right.\) dis \(\left.<\operatorname{thld}_{1}\right) \&\left(\mathrm{vel}>\right.\) thld \(\left._{2}\right)\)
                neighborhood \(\leftarrow B_{r}\) (center) \(\quad \triangleright B_{r}(c)\) Ball of radius \(r\) centered in \(c\)
                times.Append \((t)\)
                locations.Append(center)
                shapes.Append(vel•neighborhood)
            end if
            \(\widetilde{\boldsymbol{v}}_{0} \leftarrow \widetilde{\boldsymbol{v}}_{1} \quad \triangleright\) update initial conditions
            \(\widetilde{\boldsymbol{v}}_{1} \leftarrow \widetilde{\boldsymbol{v}}_{2}\)
        end for
        return [times, locations, shapes]
    end function
```

time-source terms are given by Dirac delta functions. To locate and reconstruct the source, we employ the algorithm described in Section 3.5, considering that in the acoustic case the displacement and displacement velocity are scalar functions. To simulate the forward and backward problems, we employ an explicit finite difference method with a space-step of 0.05 [ $m$ ] and a time-step of $0.01[s]$, with a total simulation time of 15 seconds. In the forward and backward problems, we propagate the waves, originated by the source and the boundary data respectively, with a second-order central difference scheme in space and a forward difference scheme in time. Additionally, in the forward problem, we consider a computational domain larger than the subset $\Omega$ where the measurements are performed such that the waves are free from the computational boundary influence. In the backward problem, we consider a computational domain with the same size as the set $\Omega$ where the measurements are performed. For computing the Dirac delta function, we consider the approximating function

$$
\begin{equation*}
\delta_{\alpha}\left(t-t_{0}\right)=\frac{1}{|\alpha| \sqrt{\pi}} e^{-\left(\left(t-t_{0}\right) / \alpha\right)^{2}}, \tag{3.13}
\end{equation*}
$$

with $\alpha=0.005$.
For these experiments, we consider two source configurations. The first one with two sources acting at times $0.2[s]$ and $0.5[s]$ (see Figure 3.1a). The second configuration with three sources acting at times $0.1[s], 0.3[s]$, and $0.5[s]$ (see Figure 3.1 b ). For the spacesource term, we define the following functions $\eta_{1}(x, y)=\exp \left(1-4^{2}\left((x+1)^{2}+(y-1)^{2}\right)\right)$, $\eta_{2}(x, y)=\exp \left(1-3^{2}\left((x-1)^{2}+(y+1)^{2}\right)\right)$, and $\xi_{x_{0}, y_{0}}(x, y)=1 \chi_{\left\{\left|x-x_{0}\right|<0.2\right\}} 1 \chi_{\left\{\left|y-y_{0}\right|<0.2\right\}}$. Then, the space-source terms are given by

$$
f_{1,1}(x, y)=1.0 \frac{\eta_{1}(x, y)}{\max \eta_{1}(x, y)}, \quad f_{1,2}(x, y)=0.7 \frac{\eta_{2}(x, y)}{\max \eta_{2}(x, y)}
$$



Figure 3.1: Time-source term configurations.
and

$$
f_{2,1}(x, y)=\xi_{1,1}(x, y), \quad f_{2,2}(x, y)=\xi_{0,0}(x, y), \quad f_{2,3}(x, y)=\xi_{-1,1}(x, y)
$$

Then, the first source is given by

$$
\begin{equation*}
F_{1}(x, y, t)=f_{1,1}(x, y) \delta_{\alpha}(t-0.2)+f_{1,2}(x, y) \delta_{\alpha}(t-0.5) \tag{3.14}
\end{equation*}
$$

and the second source is given by

$$
\begin{equation*}
F_{2}(x, y, t)=f_{2,1}(x, y) \delta_{\alpha}(t-0.1)+f_{2,2}(x, y) \delta_{\alpha}(t-0.3)+f_{2,3}(x, y) \delta_{\alpha}(t-0.5) \tag{3.15}
\end{equation*}
$$

Figure 3.2 shows the space-source terms for each configuration.


Figure 3.2: Space-source term configurations.

### 3.6.1 Reconstruction of two sources with smooth space term

In this subsection, we present the results of discrete-in-time source reconstruction for the first configuration given by the source term (3.14), composed of two smooth space-source terms
$f_{1,1}(x, y)$ and $f_{1,2}(x, y)$ acting at times $0.2[s]$ and $0.5[s]$, respectively. For this experiment, we employ the boundary data given by the displacement of the forward problem to generate synthetic measurements. Additionally, we set the displacement threshold at $0.001\left(\operatorname{thld}_{1}\right)$ and the displacement velocity in $0.8\left(\operatorname{thld}_{2}\right)$. The cut-off radius $r$ to define the maximum length of the source is defined as 0.7 .


Figure 3.3: Displacement and displacement velocity behavior at center of space-source terms given by the backward problem, first conf. Vertical black lines represent the exact acting time.

Figure 3.3 shows the displacement and displacement velocity behavior given by the backward problem at the points where the center of both sources were originally located. Here, we can see from the first subfigure that the displacement decays to zero at the times when the source term starts in the forward problem. In turn, the second subfigure shows the velocity behavior at the same points. Here, we see that the velocity takes high values at the acting times for the forward problem in relation to the remaining times.

Table 3.1 shows the source times detected by the method. In this case, we identify the two sources correctly. Figure 3.4 describes the results of the shape reconstructions of the two different space-source terms. The caption of each subfigure shows the correspondence of the space and time source terms.

| Time | Source number |
| :---: | :---: |
| 0.20 | source 1 |
| 0.50 | source 2 |

Table 3.1: Source identification at different times for acoustic case, first conf.

In this experiment, both source terms are located correctly in time and space. Also, the shape of each term is correctly reconstructed.


Figure 3.4: Space-term reconstruction for the different times, first conf.

### 3.6.2 Reconstruction of three sources with discontinuous space term

In this subsection, we present the results of the discrete-in-time source reconstruction for the second configuration. Here, the source is given by the identity (3.15), which is composed of three discontinuous space-source terms $f_{2,1}(x, y), f_{2,2}(x, y)$, and $f_{2,3}(x, y)$ acting at times 0.1 $[s], 0.3[s]$, and $0.5[s]$, respectively. As in the previous experiment, the boundary data is obtained from the displacement measured in the forward problem. We set the thresholds: thld $_{1}=0.0011$ and thld $2=1.0$. Additionally, the cut-off radius $r$ to define the maximum length of the source is selected as 0.7 .


Figure 3.5: Displacement and displacement velocity behavior at center of space-source terms given by the backward problem, second conf. Vertical black lines represent the exact acting time.

Figure 3.5 shows the displacement and displacement velocity behavior for the solution of the backward problem given by the reversed measurements as boundary data. Here, we can see that the displacement, at the points where the source terms are located in the
forward problem, takes the minimum values at the times when each source term starts. The displacement velocity takes high values in a neighborhood of the acting source time with respect to the values far from the acting time. Let notice that in this case the value of the velocity at the correct reconstruction time is given by what it seems a local minimum.

Table 3.2 shows the results of the times detected by the methodology. In this case, the methodology identifies the three time sources correctly but also detects the time 0.39 as a source start time. In Figure 3.6, we see the results of the shape reconstructions for the three space-source terms $f_{2,1}(x, y), f_{2,2}(x, y)$, and $f_{2,3}(x, y)$. Here, we can see the correct shape reconstruction of the three sources a the right start times. This figure also shows that the extra time detection corresponds to a repeated identification of source 3. This can not be avoided by changing the thresholds since the displacement value at point $(-1,1)$ at time 0.39 is lower than that at time 0.4.

| Time | Source number |
| :---: | :---: |
| 0.20 | source 1 |
| 0.30 | source 2 |
| 0.39 | source 3 |
| 0.40 | source 3 |

Table 3.2: Source identification at different times for acoustic case, second conf.

This experiment presents a correct shape reconstruction of the three source terms, and it shows the correct localization in time and space of the three source terms, but also identifies an extra time as a source start time, when in fact is the next time step in the computational discretization of a source start time.

### 3.7 Numerical results with elastic examples

In this section, we present some numerical discrete-in-time source reconstructions for elastic problems in 2D and 3D domains. Here, we present two configuration examples in 2D case and also two configuration examples in the 3D case. On each example, the first step is to generate synthetic boundary measurements given by a determined source configuration. Then in the second step, we reverse the boundary measurements with the backward problem, where the methodology is implemented to identify the source terms. To locate and reconstruct the source terms, we employ the algorithm described in Section 3.5. To implement the forward and backward problems in the 2D and 3D cases, we consider an explicit finite difference method with a space-step of $0.05[\mathrm{~m}]$ and a time-step of $0.001[s]$. The total time of simulation is 15 seconds for the 2D case and 7 seconds for the 3D case.

We consider the finite difference scheme given by [69] for the forward and backward problems. For the forward problem, we define a computational domain that contains subset $\Omega$ where we perform the measurement, and large enough such that the waves are free from the computational boundary influence. For the backward problem, we consider a computational domain equal to subset $\Omega$, where the boundary conditions are given by the measurements.

Here, we employ the expression (3.13) to approximate the Dirac delta function with $\alpha=$


Figure 3.6: Space-term reconstruction for the different times, second conf.
0.005 , and we consider the same distribution on time for the source acting times than in the previous section (see Figure 3.1). For the 2D case, on each component of the space-source terms, we consider the expressions $F_{1}(x, y, t)$ (3.14) and $F_{2}(x, y, t)$ (3.15). In the 3D case, we generalize the functions $\eta_{1}, \eta_{2}$, and $\xi_{x_{0}, y_{0}}$ as

$$
\begin{aligned}
& \eta_{1}(x, y, z)=\exp \left(1-4^{2}\left((x+1)^{2}+(y-1)^{2}+(z-0)^{2}\right)\right) \\
& \eta_{2}(x, y, z)=\exp \left(1-3^{2}\left((x-1)^{2}+(y+1)^{2}+(z-0)^{2}\right)\right)
\end{aligned}
$$

and

$$
\xi_{x_{0}, y_{0}, z_{0}}(x, y, z)=1 \chi_{\left\{\left|x-x_{0}\right|<0.2\right\}} 1 \chi_{\left\{\left|y-y_{0}\right|<0.2\right\}} 1 \chi_{\left\{\left|z-z_{0}\right|<0.2\right\}},
$$

Then, we construct $F_{1}(x, y, z, t)$ and $F_{2}(x, y, z, t)$ as in the previous section for each component.

$$
\begin{equation*}
F_{1}(x, y, z, t)=f_{1,1}(x, y, z) \delta_{\alpha}(t-0.2)+f_{1,2}(x, y, z) \delta_{\alpha}(t-0.5), \tag{3.16}
\end{equation*}
$$

where

$$
f_{1,1}(x, y, z)=1.0 \frac{\eta_{1}(x, y, z)}{\max \eta_{1}(x, y, z)}, \quad f_{1,2}(x, y, z)=0.7 \frac{\eta_{2}(x, y, z)}{\max \eta_{2}(x, y, z)},
$$

and

$$
\begin{equation*}
F_{2}(x, y, t)=f_{2,1}(x, y) \delta_{\alpha}(t-0.1)+f_{2,2}(x, y) \delta_{\alpha}(t-0.3)+f_{2,3}(x, y) \delta_{\alpha}(t-0.5) \tag{3.17}
\end{equation*}
$$

Figures 3.7 a and 3.8 a show the magnitude of the space-source terms for the first and second configuration in the 2D case, respectively. Figures 3.9a and 3.10a shows the spacesource terms for the first and second configuration in the 3D case, respectively.

### 3.7.1 2 D reconstruction of two sources with smooth space term

In this subsection, we present the results of discrete-in-time source reconstruction for a source composed in each component by the function (3.14). Then, the space-source term $\left(f_{1,1}(x, y), f_{1,1}(x, y)\right)$ acts at time $0.2[s]$ and $\left(f_{1,2}(x, y), f_{1,2}(x, y)\right)$ acts at time $0.5[s]$. With this configuration, the forward problem generates the boundary information necessary for implementing the source detection methodology. Then, we define the thresholds as thld ${ }_{1}=0.004$ and $\operatorname{thld}_{2}=1.1$. The cut-off radius $r$ is selected as 0.6 .

| Time | Source number |
| :---: | :---: |
| 0.20 | source 1 |
| 0.50 | source 2 |

Table 3.3: Source identification at different times for 2D elastic case, first conf.

Table 3.3 displays the times detected as a start source times. Figure 3.7 shows the magnitude of the original space-source terms (3.7a) and its reconstructions (3.7c and 3.7b) in correspondence with the times given by Table 3.3. For this experiment, the methodology recovers the shape of each source terms at the correct time and location.


Figure 3.7: Original and recons. of the space-source terms for 2D elastic case, first conf.

### 3.7.2 2 D reconstruction of three sources with discontinuous space term

In this subsection, we show the results of discrete-in-time source reconstruction for a source composed in each component by the function (3.15). This means that $\left(f_{2,1}(x, y), f_{2,1}(x, y)\right)$ starts at $0.1[s],\left(f_{2,2}(x, y), f_{2,2}(x, y)\right)$ starts at $0.3[s]$, and $\left(f_{2,3}(x, y), f_{2,3}(x, y)\right)$ starts at 0.5 $[s]$. After generating the boundary data with the forward problem, we set the thresholds in 0.007 for the displacement magnitude and 1.4 for the displacement velocity magnitude. The cut-off radius is given by $r=0.7$.

| Time | Source number |
| :---: | :---: |
| 0.10 | source 1 |
| 0.30 | source 2 |
| 0.50 | source 3 |

Table 3.4: Source identification at different times for 2D elastic case, second conf.


Figure 3.8: Original and recons. of the space-source terms for 2D elastic case, second conf.
Table 3.4 displays the detected times. Figure 3.8 shows the original position and the shape of the source terms (3.8a and also the reconstructed terms on each time detected
(3.8b, 3.8c, and 3.8 d ). In this experiment, the three source terms are correctly identified and reconstructed with the selected threshold values.

### 3.7.3 3D reconstruction of two sources with smooth space term

This subsection shows the results of the discrete-in-time source reconstruction for the first configuration given by the source term $\left(F_{1}(x, y, z, t), F_{1}(x, y, z, t), F_{1}(x, y, z, t)\right)$, where each component is given by (3.16). The space-source term $\left(f_{1,1}(x, y, z), f_{1,1}(x, y, z), f_{1,1}(x, y, z)\right)$ acts at the time $0.2[s]$ and $\left(f_{1,2}(x, y, z), f_{1,2}(x, y, z), f_{1,2}(x, y, z)\right)$ acts at the time $0.5[s]$. For this experiment, we consider the threshold values $5 \times 10^{-5}$ and 1.4 for the displacement magnitude and displacement velocity magnitude, respectively. We also consider the radius $r$ in 0.6.

| Time | Source number |
| :---: | :---: |
| 0.20 | source 1 |
| 0.50 | source 2 |

Table 3.5: Source identification at different times for 3D elastic case, first conf.


Figure 3.9: Original and recons. of the space-source terms for 3D elastic case, first conf.

Table 3.5 shows the times detected by the methodology. Figure 3.9 shows the magnitude
of the original space-source terms and its reconstructions at the times given by Table 3.5. This experiment recover properly the location and the shape of the source.

### 3.7.4 3D reconstruction of three sources with discontinuous space term

In this last subsection, we present the results for the second configuration given by the source $\left(F_{2}(x, y, z, t), F_{2}(x, y, z, t), F_{2}(x, y, z, t)\right)$, where each component is given by (3.17). This source is composed of three discontinuous space-source terms $\left(f_{2,1}(x, y, z), f_{2,1}(x, y, z)\right.$, $\left.f_{2,1}(x, y, z)\right),\left(f_{2,2}(x, y), f_{2,2}(x, y), f_{2,2}(x, y)\right)$, and $\left(f_{2,3}(x, y), f_{2,3}(x, y), f_{2,3}(x, y)\right)$ acting at the times $0.1[s], 0.3[s]$, and $0.5[s]$, respectively. We set the thresholds in thld $1=0.002$ and thld ${ }_{2}=2.0$. Additionally, the cut-off radius $r$ to define the maximum length of the source is 0.6 .

| Time | Source number |
| :---: | :---: |
| 0.10 | source 1 |
| 0.30 | source 2 |
| 0.50 | source 3 |

Table 3.6: Source identification at different times for 3D elastic case, second conf.

Table 3.6 displays the times detected by the methodology. Figure 3.10 presents the original source terms and the shape reconstructions for the detected times. Here, we can see the correct location in time and space and the correct shape reconstruction of these three discontinuous sources.


Figure 3.10: Original and recons. of the space-source terms for 3D elastic case, second conf.

## Main achievements

To study the problem of reconstruction and location of a source in seismicity induced by mining is common to consider the source as a variable separable function where each term is a Dirac delta function. The Time-Reversal Mirror (TRM) method enables to reconstruct a variable separable source with a more general compact support function in space and a Dirac delta function in time. The main achievement of this dissertation is to develop a method capable of reconstructing the space-source term in an even more general variable separable source, where each term can be considered as a compact support function (in space and time). While developing the method, we achieved the following research accomplishments:

- To develop the source time reversal method for acoustic problems.
- To estimate the source reconstruction error in the acoustic case.
- To find a local decay result for elastic waves.
- To extend the source time reversal method for systems of elastic waves.
- To develop two regularization methods for the source time reversal method.
- To implement 2D and 3D codes employing finite difference methods for acoustic and elastic waves.
- To implement several numerical experiments to test the properties of the method.
- To validate the fast source time reversal with cut-off regularization with a finite element method.
- To extend the reconstruction of discrete-in-time sources for linear elasticity.
- To develop an algorithm for elastic waves.

We thus increased the number of tools available in seismicity from a rigorous mathematical point of view for a better comprehension of the seismicity induced by mining in underground mining. This has a positive impact on the safety of miners inside mines.

The works included in this dissertation have been exposed in several occasions:

- MINIWORKSHOP Control y Problemas Inversos de EDP 2018, 18-19 January, Valparaíso, Chile.
- PRIMA 2017 third congress, 14-18 August, Oaxaca, Mexico (co-author).
- X Congress GAFEVOL 2016: "Evolution Equations and Functional Analysis", 23-25 November, Santiago, Chile.
- PICOF 2016, 1-3 June, Autrans, France (co-author).

Additionally, we have published the Chapter 1 under the same name "A source time reversal method for seismicity induced by mining" on the journal Inverse Problems and Imaging. We have submitted the Chapter 2 in a first-quartile journal. Chapter 3, at the moment of finishing this dissertation, will soon become the third paper stemming from this dissertation.

I also generated an international network composed of researchers at Universidad del País Vasco (UPV/EHU), where I spent 10 months during my dissertation, the Basque Center for Applied Mathematics (BCAM), Instituto de Matemática (IMA) at Universidad Catolica de Valparaíso, and the Center for Mathematical Modeling (CMM) at Universidad de Chile. Additionally, I worked as a part-time teacher at Departamento de Matemática y Ciencia de la Computación (DMCC) at Universidad de Santiago de Chile.

## Conclusion

Chapter 1 describes a novel source reconstruction method called Source Time Reversal (STR) based on a Time-Reversal Mirror (TRM) method, which is able to properly recover the spatial source dependence in microseismic events. The methodology reconstruct the spatial source term, regardless of the source time duration. This characteristic is the principal difference with classical time-reversal methods, since traditional methods lose precision when the temporal source term is different from a Dirac delta function.

We obtain an error estimate in the wave equation for the TRM method in the case when the boundary measurements are the wave displacement velocities over the entire boundary. This estimate depends on the domain, the propagation velocity map, and the initial displacement velocity. In terms of our original problem, this estimate depends on the domain where the measurements are acquired, the propagation velocity map, and the source. The error decays with $T$ exponentially for odd dimensions and polynomially for even dimensions.

Our proposed method properly reconstructs continuous (exhibiting a relative error below $3 \%$ ) and discontinuous (relative error below $9 \%$ ) spatial sources when the velocity information is available over the entire boundary. In the case with partial boundary information, the reconstruction also exhibits good results, although the reconstructed scale is significantly smaller than in the original source. Nonetheless, the relative error remains below $3 \%$ when the reconstruction is normalized. In addition, we compare the STR method with the classical approach of TRM method, and we show quantitatively the advantages of our methodology, reducing the error by approximately a factor of two in the considered examples.

In Chapter 2, we have developed a space-source term reconstruction method in linear elasticity for sources of the form $\boldsymbol{f}(\boldsymbol{x}) g(t)$. The proposed method is based on the STR methodology introduced in Chapter 1 for acoustic waves. Additionally, we describe two regularization methods: a traditional one, and a fast cut-off regularization.

The STR method has its basis on a property that allows waves to be reversed in time and the Duhamel's principle to define an auxiliary problem with final conditions. Additionally, the STR method requires a non-trapping condition to ensure the wavefronts measurements and a local decay result to approximate by zero the final conditions of the auxiliary problem given by the Duhamel's principle. A Volterra integral equation of the first kind with a convolution kernel gives the relation between the boundary measurements of the physical and the auxiliary problems. To reverse in time the boundary information in the auxiliary problem, it is necessary to solve the Volterra equation. Here, we have developed the two regularization methods mentioned above to solve such Volterra equation.

We have performed numerical experiments in 2D and 3D to test the reconstruction method with both regularization approaches. The STR method with traditional regularization considers a regularization constant $c_{0}$ to avoid divisions by zero. This methodology works well with partial data but excites some high frequencies that require a fine mesh in time to backpropagate them. The fast STR method with cut-off regularization introduces a cut-off constant $c_{1}$ as a low-pass filter to avoid the higher frequencies in the processed measurements. The fast method works well under noise measurements and with coarser meshes but presents some reconstruction limitations in the case with partial data. Additionally, 3D simulations exhibit a better local decay rate, which is traduced into better source reconstructions at shorter times.

In Chapter 3, we have extended the discrete-in-time source reconstruction from acoustic to elastic waves. Here the source has a from of a finite sum of variable separable functions, where each time-source term is a Dirac delta function. Under this assumption, it is possible to relate the solution of the original source problem with the solutions of a set of synthetic problems without source, where cardinalilty of the set is the number of different Dirac delta functions that compose the source. The original and synthetic solutions to problems are related by the Duhamel's principle. A difference with the previous chapters, the integral relation given by Duhamel's principle is easily solvable for this case.

Then, we present and implementation algorithm for locating and reconstructing each component of the source. The algorithm is based in the fact that reversing the boundary information from the original source problem, it is possible to detect the times when each source term starts by analyzing the displacement and the displacement velocity of the backward problem. Finally, we show some numerical source reconstructions for 2D acoustic waves and for 2D and 3D elastic waves.

The path forward could be divided into two parts: The STR method and discrete-in-time source reconstruction. In the STR method, we shall extend the methodology to heterogeneous elastic materials. Heterogeneous media allows a more accurate description of the ground and a better representation of the different layers that compose the Earth. Since the TRM method is suitable also for heterogeneous media (see [91]), the STR methodology should also be applicable provided that the media accomplishes a non-trapping condition. We also plan to study a theoretical estimate of the reconstruction error in the elastic case. Additionally, we may look for another way to solve the deconvolution problem, different from both regularization methods proposed. In the discrete-in-time source reconstruction, we can summarize the future work as follows

- To study a criteria to exclude the repeated localization of a source with small times difference.
- To analyze a relation between the threshold and the available information, e.g., the boundary forward data and the length of the domain.
- To find a uniqueness result for the inverse problem in elasticity.
- To implement the proposed method for heterogeneous elastic media with a non-trapping condition.
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[^0]:    ${ }^{1}$ Some authors use the term source, we reserve this word to refer an external force. Usually, the right-hand side of the equation.

[^1]:    ${ }^{1}$ Extended sources are those whose size is much larger than a wavelength 5].

