
International Journal of Heat and Mass Transfer 127 (2018) 245–256
Contents lists available at ScienceDirect

International Journal of Heat and Mass Transfer

journal homepage: www.elsevier .com/locate / i jhmt
Heat transfer enhancement strategies in a swirl flow minichannel heat
sink based on hydrodynamic receptivity
https://doi.org/10.1016/j.ijheatmasstransfer.2018.07.077
0017-9310/� 2018 Elsevier Ltd. All rights reserved.

⇑ Corresponding author.
E-mail address: bherrman@ing.uchile.cl (B. Herrmann-Priesnitz).
Benjamín Herrmann-Priesnitz a,⇑, Williams R. Calderón-Muñoz a,b, Gerardo Diaz c, Rodrigo Soto d

aDepartment of Mechanical Engineering, FCFM, Universidad de Chile, Beauchef 851, Santiago, Chile
b Energy Center, FCFM, Universidad de Chile, Av. Tupper 2007, Santiago, Chile
cDepartment of Mechanical Engineering, University of California-Merced, 5200 North Lake Rd., Merced, CA 95343, USA
d Physics Department, FCFM, Universidad de Chile, Av. Blanco Encalada 2008, Santiago, Chile

a r t i c l e i n f o a b s t r a c t
Article history:
Received 1 February 2018
Received in revised form 7 June 2018
Accepted 13 July 2018
Available online 29 July 2018

Keywords:
Hydrodynamic stability
Heat transfer enhancement
Minichannel heat sink
Swirl flow
The swirl flowminichannel heat sink has shown to be a promising alternative for thermal management of
high heat flux applications, such as electronics and concentrated photovoltaics. Effective heat transfer
enhancement strategies for this device are identified by studying the receptivity of temperature distur-
bances to a momentum forcing input. Steady state laminar flow is calculated numerically and experimen-
tal measurements are carried out to validate the results for subcritical Reynolds numbers. Using the
framework of nonmodal stability theory, a harmonically driven linear perturbation problem is formu-
lated, and the methodology to apply the local and parallel flow approximations based on order of mag-
nitude arguments is detailed. The input-output response of temperature perturbations to forcing of the
radial, azimuthal, and wall-normal momentum components is calculated for a range of wavenumbers,
waveangles and temporal frequencies. The largest amplification is presented by streamwise vortices
and streaks, followed by axisymmetric inward travelling waves, and then by streamwise propagating
waves. Micromachining the channel walls with streamwise spiral grooves is proposed as a heat transfer
enhancement technique. Excitation of streamwise independent structures in the wall-normal direction is
expected, therefore maximum amplification should be obtained. Due to its simple implementation, we
also propose using a pulsating flow rate as a heat transfer enhancement technique. Receptivity results
for streamwise propagating waves of radial forcing show a response curve with moderate amplification
for a wide range of actuation frequencies. Experimental work is conducted to measure the performance of
the swirl flow channel heat sink using flow pulsations at the range of forcing frequencies suggested by the
receptivity study. Compared to the unforced case, a lower wall temperature (up to 5 �C cooler) was
observed with pulsations, at the same imposed heat flux and flow rate. To get the same wall temperature
as in the unforced case, a pumping power reduction of up to 26:6% was observed, and using the same
pumping power resulted in up to a 10:3% Nusselt enhancement. Hydrodynamic receptivity was success-
fully used to identify effective heat transfer enhancement strategies, resulting in a significant perfor-
mance improvement for the swirl flow channel heat sink. This physics based approach can be
extended to other techniques, for instance, to select the wavelength of a wavy surface, the periodicity
of surface roughness elements, or the frequency of acoustic vibrations.

� 2018 Elsevier Ltd. All rights reserved.
1. Introduction

High heat flux removal is required in numerous industrial appli-
cations, such as electronics cooling [1], laser diodes cooling [2], and
concentrated photovoltaics [3]. Thermal management is important
for the performance, safety, and lifetime of these devices [4,5],
which is why high heat flux cooling technologies is one of the most
active fields of heat transfer research today. Most promising solu-
tions using single phase liquid cooled heat sinks include designs
with jet impingement, flow through porous media, and microchan-
nels [6–8]. During the last decade, several researchers have inves-
tigated single-phase heat transfer enhancement techniques for
microchannels and minichannels with the goal of extending the
applicability of single-phase cooling for critical applications, before
more aggressive techniques, such as flow boiling, are considered
[9–13]. Typical strategies include passive techniques, such as sur-
face roughness, flow disruptions, channel curvature, out of plane
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mixing and fluid additives, as well as active techniques, such as
vibration, electrostatic fields and flow pulsation [9]. In general,
most advances on heat transfer augmentation are inspired by tech-
niques that have proven to be successful in the past.

The swirl flow channel heat sink consists of an annular cavity
closed at the top and bottom, where fluid is admitted through
the outer radius, it spirals radially inward and exits through the
inner radius, heat is removed from one of the cavity walls whereas
the other one is insulated. This device was designed and first stud-
ied by Ruiz and Carey in 2012 [14,15]. In subsequent work in 2015,
they built a prototype and compared experimental measurements
using water to an analytical model for the heat and momentum
transport in the heat sink. They found that the model underpre-
dicted both, the pressure drop and total heat flux, due to not taking
into account secondary flows and instabilities induced by rotation.
The results from Ruiz and Carey also showed that the design is
promising, a heat flux of 113 W/cm2 was achieved while maintain-
ing a surface temperature below 80 �C and a ratio of pumping
power to heat rate of 0:03% [14,15]. Steady state flow in this heat
sink was studied numerically using integral methods by
Herrmann-Priesnitz et al. in 2016 [16], and different boundary
layer structures were observed depending on the governing
parameters. In subsequent work, a thermal design exploration of
this device was carried out [17]. Rotation of the fluid induces a
crossflow and entrainment, which was found to enhance convec-
tive heat transfer considerably due to motion of fluid towards
the heat exchange surface. This effect depends on the structure
of hydrodynamic boundary layers, and is intensified for small flow
inlet angles and high Reynolds number. Device performance was
compared to other single phase microchannel heat sinks for high
heat cooling applications reviewed by Agostini et al. [6]. Although
the swirl flow channel heat sink presented about 25% of the heat
flux achieved with other devices, the total pressure drop was much
lower, resulting in a ratio of pumping power to heat rate that of
about 20% of the lowest value reported in Ref. [6]. It was concluded
that the swirl flow channel heat sink is suitable for applications
where low pumping cost is required. Furthermore, for high heat
flux applications, there is a significant margin to use heat transfer
enhancement techniques even if the pumping cost increases.

The velocity profiles found in this type of channel are similar to
those observed in other rotating boundary layer flows, such as von
Kármán, Ekman and Bödewadt flows. The first experimental obser-
vation of stationary crossflow vortices and the first theoretical sta-
bility analysis for the rotating disc flow were presented by Gregory
et al. [18]. Work on the modal and spatial stability continued with
Malik, who computed the neutral curves for stationary distur-
bances using the parallel flow approximation [19]. Lingwood fol-
lowed by studying the absolute or convective nature of the
instabilities [20]. More recently, Serre et al. and Lopez et al. used
DNS and found that the Bödewadt layer is unstable to axisymmet-
ric circular radial waves and three-dimensional multi-armed spiral
waves [21,22]. In a follow up study, Do et al. showed that in the
absence of any external forcing, the circular waves are transitory,
but low amplitude forcing can sustain them indefinitely [23].

Over the past two decades, nonmodal stability theory has
emerged to provide a more complete picture of the linear perturba-
tion dynamics for fluid flows using an initial-value problem formu-
lation [24–27]. This framework allows the incorporation of an
external harmonic forcing term that may represent free-stream
turbulence, wall roughness, acoustic perturbations or body forces
among others. The response of the system to these external distur-
bances, i.e. receptivity of the flow, is determined by the particular
solution to the harmonically driven problem. A componentwise
receptivity analysis for plane channel flows was carried out by
Jovanović and Bamieh in 2005 [28]. Their results showed how
the roles of Tollmien-Schlichting (T-S) waves, oblique waves, and
streamwise vortices and streaks can be explained as input-output
resonances of the spatio-temporal frequency responses. Therefore,
one can identify efficient mechanisms to favor the emergence of
specific flow structures. In a similar manner, a receptivity analysis
can be used to identify efficient mechanisms to enhance convective
heat transfer. This approach, based on physics rather than experi-
ence has not been presented elsewhere.

In this work, we use the framework of nonmodal stability the-
ory to study the response of temperature disturbances to a
momentum forcing. The steady state flow is calulated using the
integral method developed in Ref. [16] for the velocity field,
and the spatial discretization presented in [17] followed by
matrix inversion is used for the temperature field. A swirl flow
channel heat sink is fabricated and experimental measurements
of the pressure drop and wall temperature are used to validate
the base flow in the laminar range of flow rates. A harmonically
driven linear perturbation problem is formulated, and the
methodology to apply the local and parallel flow approximations
based on order of magnitude arguments is detailed. The amplifi-
cation of temperature perturbations to forcing of the radial, azi-
muthal, and wall-normal momentum components is calculated
for a range of wavenumbers and temporal frequencies. Character-
istics of the most receptive types of forcing are used to identify
effective heat transfer enhancement techniques, resulting in a sig-
nificant performance improvement for the swirl flow channel
heat sink.

2. Theoretical analysis

2.1. Steady state flow

The swirl flowminichannel heat sink consists of an annular cav-
ity, which is open at the outer and inner radii, ro and ri, respec-
tively. The top and bottom boundaries are solid walls with a
separation of 2h, and it has a very small aspect ratio h=ro � 1.
Incompressible fluid enters the channel at ro with an inlet angle
ho with respect to the tangent, it spirals radially inward, and exits
through ri, heat is removed from the top channel wall whereas the
bottom one is insulated. A schematic of the heat sink design is
shown in Fig. 1.

The steady state flow is axisymmetric, it presents a boundary
layer nature, and viscous dissipation and buoyant effects are neg-
ligible, therefore the governing steady state equations are
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Fig. 1. Schematic of a swirl flow microchannel heat sink. (a) Top view. (b) Cross-sectional view.

B. Herrmann-Priesnitz et al. / International Journal of Heat and Mass Transfer 127 (2018) 245–256 247
where U ¼ ðU;V ;WÞT is the velocity field in cylindrical coordinates
ðr̂; ĥ; ẑÞ; P is the pressure, T is the temperature, q is the density, m is
the kinematic viscosity, and j and a are thermal conductivity and
thermal diffusivity, respectively. Boundary conditions are shown
in Eq. (1f): no-slip and a constant heat flux at the top wall, no-
slip and zero heat flux at the bottom wall, specified velocity compo-
nents and temperature at the inlet, and a reference pressure is set at
the outlet.

The parameters governing the steady state flow are the inlet
angle ho, the flow rate Reynolds number defined as

Reo ¼ Uoh
2
=ðmroÞ, and the Prandtl number Pr ¼ m=a. Numerical

solution to Eqs. (1a)–(1d) with boundary conditions (1f) is
obtained using the integral method developed in Ref. [16]. Once
the velocity field is known, Eq. (1e) subject to boundary conditions
(1f) becomes a linear parabolic PDE problem, therefore it can be
solved using spatial discretization followed by matrix inversion.
Specifically, we use the Chebyshev collocation method to discretize

in the z direction and a 2nd-order upwind scheme to discretize in
the r direction, as presented in [17].

In this work, we study the local behavior of the system
around a certain radial position r. The flow can be regarded as
locally Cartesian in the coordinates ðr̂; rĥ; ẑÞ if the radius is suffi-
ciently large compared to the half-height of the channel i.e.,
e ¼ h=r � 1. Due to the boundary layer nature of the flow, the
normal velocity component W is much smaller than those paral-
lel to the walls U and V, and radial dependence of U and T is
much smaller than their dependence in the direction normal
to wall. In fact, these are smaller by a factor of order OðeÞ,
and by neglecting them we get U � UðzÞ;VðzÞ;0ð ÞT and
T � TðzÞ, which is known in literature as the parallel flow
approximation.

2.2. Linearized perturbation equations

Linearizing the incompressible Navier-Stokes and energy equa-

tions about the base flow ðUðzÞ;VðzÞ;0ÞT and TðzÞ yields the follow-
ing system of equations
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where u ¼ ðu;v;wÞT is the perturbation velocity, p is the perturba-
tion pressure, s is the perturbation temperature, and 0 denotes dif-
ferentiation of the base flow with respect to to z. Here,r2 stands for
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@z2, which is the Cartesian Laplace operator in the local

coordinates ðr̂; rĥ; ẑÞ. We have added the external forcing terms

ðf u; f v ; f wÞT to the momentum equations and f s to the energy equa-
tion, which will later be used for the receptivity analysis. Eqs. (2)
have been nondimensionalized using the half-height of the channel
h as the characteristic length scale, the velocity magnitudeffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2 þ V2

p
at the midplane of the channel as the characteristic veloc-

ity scale, To is set as the temperature reference, and Ti � To is used
as the characteristic temperature difference scale, where Ti is the
average temperature at the inner radius (outlet). The temporal evo-
lution problem for the perturbations is completed with appropriate
initial conditions, and the boundary conditions i.e.,
u ¼ v ¼ w ¼ s ¼ 0 at z ¼ �1. Eqs. (2) have coefficients that do not
depend on r and h, this allows for the perturbation variables to be
expanded as Fourier modes in these directions uðr; h; z; tÞ ¼
ûðz; tÞ eiðarþmhÞ, where a is the radial wavenumber, andm is the inte-
ger azimuthal wavenumber. Identical expansions are carried out for
the perturbation pressure, perturbation temperature, and external
forcing terms. Governing equations are simplified to
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Re

D2 � k2
� �
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@ŝ
@t

þ i aU þ bVð Þŝþ T 0ŵ ¼ 1
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where b ¼ m=r, the total wavenumber is k ¼ ða2 þ b2Þ
1
2, and D

denotes differentiation with respect to z of the perturbation vari-
ables. A more compact formulation is obtained by rewriting the sys-
tem in terms of the normal vorticity ĝ and the normal velocity ŵ
instead of the primitive variables. To do this, we first derive the
transport equation for ĝ by taking the z component of the curl of
the momentum Eqs. (3b)–(3d). Secondly, we obtain an expression
for the pressure by taking the divergence of the momentum Eqs.
(3b)–(3d) and using the continuity Eq. (3a). The resulting expres-
sion is substituted into Eq. (3d) to eliminate p̂ from the system
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. The boundary conditions for the normal vor-

ticity, normal velocity, and temperature become Dŵð�1Þ ¼
ŵð�1Þ ¼ ĝð�1Þ ¼ ŝð�1Þ ¼ 0. Eqs. (4) are discretized using the Che-
byshev collocation method and the operator D is replaced with the
Chebyshev differentiation matrix D. We obtain a linear dynamical
system where the state variables are the normal velocity, normal
vorticity, and temperature evaluated at the collocation points. The
matrix representation of the system is
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where M is the discretized representation of M, and LOS; LSQ , and
LC1 are the familiar Orr-Sommerfeld, Squire, and coupling operators
for a base flow that has velocity components along both, the span-
wise and streamwise directions. The matrix denoted as LH corre-
sponds to the linearized heat equation operator, and LC2 is the
coupling term with the normal velocity perturbation. The rate of

change of the state vector q̂ ¼ ðŵ; ĝ; ŝÞT is related to its current state

by operator L, and to the input forcing f̂ ¼ ðf̂ u; f̂ v ; f̂ w; f̂ sÞ
T
by operator

B. The system can be written in compact notation as follows

dq̂
dt

¼ Lq̂þ Bf̂; ð6aÞ

ŷ ¼ Cq̂; ð6bÞ
where ŷ is a an observation of the state q̂ through the linear map-
ping C. Eq. (6) governs the dynamics of the perturbation variables
for a generalized forcing and a linear observable function. In partic-
ular, we are interested in the response of the temperature field to an
external harmonic momentum forcing in the radial, azimuthal or
axial component.

2.3. Componentwise response

For an external harmonic forcing f̂ðtÞ ¼ ~f expðixtÞ, the particu-
lar solution to Eqs. (6) is given by

ŷ ¼ C ixI� Lð Þ�1Bf̂: ð7Þ
For an asymptotically stable flow, this solution represents the
long-term response of the system. The operator

Hða; b;xÞ ¼ C ixI� Lð Þ�1B is closely related to the concept of the
transfer function of a linear time-invariant system, so that

ŷ ¼ Hða; b;xÞf̂. Hence, this operator maps the input forcing f̂ to
the observable ŷ, and it is a function of the forcing frequency x
and the wavenumbers a and b. We define the componentwise
transfer function, Hxsða; b;xÞ, as the mapping from the x-

component of the forcing f̂ to the s-component of the observable
ŷ, and it is obtained by zeroing out the corresponding columns of
B and rows of C. In this work we are interested in the response
of the disturbance temperature s to an external forcing in each
of the momentum components, i.e., we want to measure Hus;Hvs

and Hws.

2.3.1. Choice of measure
An important question we still need to answer is what measure

should we use to quantify the size of disturbances. In order to mea-
sure the momentum forcing (input) and the disturbance tempera-
ture (output), we need to define an energy norm jj � jjE. A physically
relevant choice to measure the forcing is the kinetic energy [29],
and for the output we use the standard (Euclidean) L2-norm, as it
measures the deviation of the disturbance temperature field from
the steady state temperature field. Hence, for a state vector

q̂ ¼ ðû; v̂; ŵ; ŝÞT , the following energy norm is defined

jjq̂jj2E ¼
Z 1
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1
2
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þ jŝj2
� 	

dz ¼ q̂HQq̂; ð8Þ

where Q is the energy weight matrix that contains the appropriate
weighting of the variables at the collocation points, as well as the
integration weights between the channel walls. A Cholesky decom-
position of Q ¼ FHF allows us to relate this norm to an equivalent
standard (Euclidean) L2-norm jjq̂jjE ¼ jjFq̂jj2. The energy norm of a
matrix A is easily derived using the definition of a vector-induced
norm

jjAjjE ¼ max
q̂–0

jjAq̂jE
jjq̂jjE

¼ max
q̂–0

jjFAF�1Fq̂jj2
jjFq̂jj2

¼ jjFAF�1jj2

¼ rmaxðFAF�1Þ; ð9Þ
where rmax is the largest singular value of the matrix. In order to
study the receptivity of the system, we calculate the maximum
energy amplification of the output with respect to the input, opti-
mized over all shapes of the input forcing

Rða; b;xÞ ¼ max
f̂–0

jjŷjjE
jjf̂jjE

¼ max
f̂–0

jjHða;b;xÞf̂jjE
jjf̂jjE

¼ jjHða;b;xÞjjE: ð10Þ
Hence, the response of the system is measured as the energy

norm of the transfer function. Subsequently, the componentwise
response is defined as the energy norm of the componentwise
transfer function, i.e., Rxsða; b;xÞ ¼ jjHxsða; b;xÞjjE. The response
maximized over all temporal frequencies is known in literature
as the H1-norm and can be interpreted as the worst case amplifi-
cation of deterministic inputs [30].

jjHxsjj1ða; bÞ ¼ max
x

Rxsða;b;xÞ: ð11Þ

Eq. (11) shows how we calculate the componentwise H1-norm.

2.3.2. Modal decomposition and order reduction
Before we can compute Rxsða; b;xÞ from the above expressions,

we have to perform a modal decomposition of the dynamics oper-
ator L ¼ VKV�1. Here, V is the matrix whose columns are the



Table 1
Dimensions of the fabricated device.

h ro ri h0

1:5 mm 50 mm 3:18 mm 4�
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eigenvectors of L, and K is a diagonal matrix containing its eigen-
values. This way, the resolvent operator in Eq. (7) becomes

C ixI� Lð Þ�1B ¼ CV ixI� Kð Þ�1V�1B, which now only requires
inverting a diagonal matrix instead of a full one.

Using N collocation points, the length of the state vector

q̂ ¼ ðŵ; ĝ; ŝÞT is 3N � 6 (since it does not include the domain
boundaries), and therefore computing the eigenvalues and eigen-

functions requires Oðð3N � 6Þ3Þ arithmetic operations. To reduce
the amount of computational work, we restrict our attention to
the K least stable modes instead of all 3N � 6, thus requiring only
OðK3Þ operations [31,25].

3. Experimental methods

3.1. Device fabrication

A swirl flow minichannel heat sink is fabricated in order to
assess the validity of the numerical base flow results, and to study
the influence of a pulsating flow rate on the thermal performance.
The device consists of two parts: a thermally insulating body made
from nylon thermoplastic, where the channel was manufactured
using conventional lathe and mill techniques; and a thermally con-
ductive cover made from a 6061 aluminum sheet used as the heat
exchange surface. Inlet and outlet ports were machined in the
body, as well as a feeder channel, holes for screws and a groove
for the o-ring used to seal the two pieces. A disassembled view
of the fabricated device is shown in Fig. 2.

The feeder channel is 12:7 mm deep and 3:18 mm wide, and is
designed to get a flow inlet angle h ¼ 4�. The most important
dimensions of the fabricated swirl flow minichannel heat sink
are shown in Table 1.

3.2. Experimental equipment and instrumentation

Water is pumped from a reservoir and through a Vinyl tubing
closed loop using a Cole-Parmer� gear pump. A needle valve and
an in-line flowmeter (both Cole-Parmer�) are used to regulate
and measure the flow rate. An OmegaTM ultra-thin heat sheet with
an output of 250 W is attached to the aluminum cover of the
minichannel to act as a heat source. Hot water leaving the heat sink
goes through a finned coil heat exchanger, there heat is rejected to
the ambient air via forced convection using fans, water cools down
and then it returns to the reservoir. A pulsating flow generator was
built to superimpose a pulsating flow rate over the mean flow pro-
vided by the gear pump. The mechanism of this actuator consists in
periodically squeezing the Vinyl tubing before the inlet of the heat
Fig. 2. Disassembled view of the fabricated device.
sink, and this is achieved using a 200 rpm and 12VDC motor to
drive a wheel that has rods attached to it. These rods are parallel
to the axis of the wheel but are eccentric, therefore pressing and
releasing the tubing on every rotation cycle. Fig. 3 shows the main
components of the experimental setup and the wheels with differ-
ent number of rods that are used to generate pulsations at different
frequencies.

An in-line flowmeter from Cole-Parmer� is used for a direct
reading of the flow rate. The pressure drop in the minichannel is
measured using two Cole-Parmer� high-accuracy pressure trans-
ducers and the inlet and outlet flow temperatures are measured
using K-type thermocouples. National InstrumentsTM data acquis-
tion systems (DAQs) along with the Labview software were used
for both, pressure and flow temperature measurements. In order
to estimate the inside wall temperature in the minichannel, we
measure temperature at the center of the exposed side of the
ultra-thin heat sheet using a FlirTM spot thermal camera with a tri-
pod. The range and accuracy of the instrumentation used for the
experiments are shown in Table 2, this excludes the range and res-
olution of the DAQs which was taken into account in the uncer-
tainty analysis.

3.3. Testing procedure

Inlet and outlet flow temperatures, surface temperature, and
pressure drop in the minichannel were registered simultaneously
for a range of flow rates with and without pulsations at different
frequencies. The procedure started by turning on the pump and
heater and letting the system run for 25 min, until the closed loop
reached a thermal steady state. Throughout the testing, room tem-
perature was maintained between 20 and 22 �C. Pressure drop and
flow temperatures were recorded over a period of 5s, and the sur-
face temperature reading was annotated. The flow rate was low-
ered and new measurements were taken after the temperature
fluctuations were smaller than 0:5 �C/min. Once the minimum flow
rate was reached, the needle valve was fully opened again, and the
procedure was repeated with the pulsating flow generator turned
on, and for each of the of four different wheels that give different
pulsating frequencies. Therefore, the data set is composed of mea-
surements at 17 different flow rates for each of the 6 pulsating fre-
quencies (including no pulsations). Results presented in this article
are the average of three series of data sets.

3.4. Experimental calculations

For each flow rate and pulsating frequency, the pumping power
_W, the average wall heat flux q00

w, the wall temperature at the inside
of the minichannel Tw, and the Nusselt number Nu were calculated
as follows

_W ¼ _VDp; ð12Þ

q00
w ¼ qCp

_V Tout � Tinð Þ
p r2o � r2i
� � ; ð13Þ

Tw ¼ Ttop � q00
w

Rth
; ð14Þ

Nu ¼ q00
wdh

jðTw � TavÞ ; ð15Þ



Fig. 3. Main components in experimental setup.

Table 2
Instrumentation range and accuracy.

Measurement Device range Accuracy

Flow rate 0:4–4 l/min 5%
Pressure 0–345 kPa 0:86 kPa

Flow temperature �200–1250 �C Greater of 1:1 �C or 0:4%
Surface temperature �25–380 �C Greater of 1:5 �C or 1:5%
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where _V is the volume flow rate, Dp is the root mean square (RMS)
of the total pressure drop signal, ri and ro are the inner and outer
radius respectively, Tin; Tout and Tav correspond to the flow temper-
atures measured at the inlet of the channel, at the outlet, and the
average between both, Ttop is the surface temperature measured
from the outside, Rth is the conductive thermal resistance of the alu-
minum cover, dh is the hydraulic diameter taken as twice the chan-
nel height, and Cp and j are the heat capacity and thermal
conductivity of water, respectively.

Uncertainty of the measured quantities is calculated using the
instrumentation information shown in Table 2, as well as the range
and resolution of the data acquisition systems. Systematic uncer-
tainty of the flow temperature difference Tout � Tin is eliminated
by zeroing the measurement of both thermocouples using the
same reference. Uncertainty is propagated from the measurements
Fig. 4. Numerical and experimental heat sink performance variables as a function of the fl
number.
to the calculated variables q00
w; Tw and Nu using the Taylor series

method.

e2f ðx1 ;...c;xnÞ ¼
Xn

i¼1

df
dxi

exi


 �2

: ð16Þ

Eq. (16) shows how we compute the uncertainty ef for a calculated
variable f which depends on measurements x1; . . . c; xn, each with
uncertainty exi .

4. Results and discussion

4.1. Steady state performance and base flow

Performance of the swirl flow minichannel heat sink for flow
rates between 0:43 and 1:12 l/min without pulsations is presented
in this section. The flow rate Reynolds number is calculated as
Reo ¼ _Vh=ð8pmr2oÞ, where the viscosity is evaluated at film temper-
ature Tfilm ¼ ðTo þ TwÞ=2. Experimental results for the total pres-
sure drop, wall temperature and Nusselt number as a function of
Reo, for the range allowed by the experimental setup, are shown
in Fig. 4.

Numerical results are also shown in Fig. 4 for flow rate Reynolds
numbers up to Reco ¼ 0:91, where the steady state solution predicts
ow rate Reynolds number. (a) Total pressure drop. (b) Wall temperature. (c) Nusselt



Table 4
Mesh sensitivity of the 10th eigenvalue for k ¼ 1 and hk ¼ 0.

N Reðk10Þ Imðk10Þ
20 �0:20314397 �0:36092704
60 �0:20335108 �0:36428062
120 �0:20335107 �0:36428062
200 �0:20335107 �0:36428062
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a change in the boundary layer structure from parabolic to
inflected velocity profiles. At the same time, for flow rate Reynolds
numbers greater than this, we find eigenvalues of the L operator
with positive real part, therefore the linearized perturbation equa-
tions predict the onset of asymptotic instability at this same criti-
cal value Reco. Although the present experiments were not designed
to determine the presence of instabilities, flow visualization exper-
iments were carried out by Ruiz and Carey in Ref. [15] using dye
injection. They observed the onset of unsteadiness and a significant
increase in dye diffusion when the flow rate going through the
channel exceeded 190 ml/min, which corresponds to Reo ¼ 0:86
according to our definition of the flow rate Reynolds number.
Therefore, the onset of transition predicted by the present theoret-
ical analysis is consistent with experimental observations. Pressure
ports in the present experiment are not located at the inlet and
outlet of the minichannel section that corresponds to the computa-
tional domain of the numerical simulations. Therefore, the numer-
ical values of Dp shown in Fig. 4. (a) consider the pressure drop
from the simulations, as well as losses that take place between
the pressure ports and the computational domain. These losses
are calculated using typical models found in literature such as Refs.
[32,33], and include friction losses in the tubing and the feeder
channel, a sudden expansion at the inlet, a sudden contraction
and a 90� bend at the outlet, and the fittings.

As shown in Fig. 4, reasonable agreement is found between the
numerical and experimental results for Reo < Reco, thus validating
the base flow that is used in the next section to carry out the com-
ponentwise receptivity analysis. This base flow corresponds to the
numerical solution for Reo ¼ 0:9 ( _V ¼ 603 ml/min) evaluated at a
local radius r. As discussed in Ref. [16], the overall behaviour of
the base flow does not depend strongly on the local radius, there-
fore we arbitrarily select r ¼ 0:4ro as a representative local radius
for the dynamics in the swirl flow minichannel heat sink. Although
our conclusions in this study are not affected by this particular
value, we consider that a global stability approach is a logical next
step for future work.

Table 3 shows the parameters that govern the local base flow:
the local Reynolds number Re based on the half-height of the chan-

nel and the streamwise velocity component
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2 þ V2

p
at z ¼ 0, the

Prandtl number Pr, and the local flow angle at the midplane of the
channel hc , measured starting from the tangential direction.

4.2. Componentwise response

In this section we present our results and analysis of the com-
ponentwise response of the base flow Rxs and its dependence on
the wavevector and temporal frequency. In order to study the
influence of the wavevector, instead of using its radial and azi-

muthal components a and b, we use its magnitude k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

q
and the waveangle defined as hk ¼ arctanða=bÞ � hc . In this nota-
tion, an angle hk ¼ 0 represents a wave propagating in the direction
of flow in the midplane of the channel (aligned with hc), which we
refer to as the streamwise direction. Therefore, we refer to
hk ¼ p=2 as the crossflow direction, and it represents a wave direc-
tion normal to the flow at z ¼ 0.

A mesh sensitivity analysis is carried out to select the number of
Chebyshev collocation points N used to discretize in the z direction.

Table 4 shows the real and imaginary parts of the 10th eigenvalue
Table 3
Local base flow parameters for Reo ¼ 0:9 at r ¼ 0:4ro .

Re Pr hc

200:97 3:41 32:17�
of L for k ¼ 1 and hk ¼ 0. We use N ¼ 120 collocation points, as it is
sufficient resolution to get convergence of up to 8 digits.

To reduce the computational cost, the state vector q̂ is repre-
sented as an eigenfunction expansion using only K modes instead
of all 3N � 6. The response to radial forcing Rus for k ¼ 10; hk ¼ 0
and x ¼ 0 is calculated for different values of K. As shown in
Fig. 5, a modal truncation using K ¼ 180 modes is enough to get
accurate results.

The componentwise response of the system is calculated for
wavenumbers between k ¼ 0:01 and 6, and waveangles varying
from the azimuthal direction (hk ¼ �32:17� � �p=6) to the cross-
flow direction (hk ¼ p=2). Results for different values of the tempo-
ral frequency x are shown in Figs. 6(a), 7(a) and 8(a), for a forcing
in the radial, azimuthal and wall-normal momentum components,
respectively. Our results for the componentwise H1-norm
(response maximized over all x) are shown in Figs. 6(b), 7(b) and
8(b), for radial, azimuthal and wall-normal momentum forcing
respectively.

Temperature perturbations are most amplified by streamwise
independent structures, i.e., streamwise vortices and streaks
(hk ¼ p=2), as shown in Figs. 6(b), 7(b) and 8(b). The maximum
response is of order Oð103Þ for all forcing components, where the
largest amplification corresponds to radial, then wall-normal, and
then azimuthal forcing. These largest amplifications occur for a
forcing frequency x ¼ 0 and, as x increases, the maximum
response decreases and oblique (spiral) waves become the most
amplified structures, as shown in Figs. 6(a), 7(a) and 8(a). Increas-
ing x further, the dominant structures become axisymmetric
inward traveling waves (hk ¼ �hc þ p=2 � p=3) with an amplifica-
tion of order Oð102Þ. At even higher frequencies, amplifications are
of order Oð10Þ and, azimuthally propagating waves
(hk ¼ �hc � �p=3) dominate for azimuthal forcing, while for radial
and wall-normal forcing the dominant structures are streamwise
propagating waves (hk ¼ 0), which we interpret as the spiral analog
to T-S waves.

The results presented above are useful for developing heat
transfer enhancement strategies, as we now know what are the
flow structures that generate the largest response in the tempera-
ture field for a given range of excitation frequencies.
Fig. 5. Response to radial forcing Rus for k ¼ 10; hk ¼ 0 and x ¼ 0 calculated using
K modes.



Fig. 6. Response to radial momentum forcingRus as a function of the total wavenumber k and the waveangle hk . (a) Slices for different values of the temporal frequencyx. (b)
Response maximized over all x. The largest response is indicated by a black dot.
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4.3. Heat transfer enhancement strategies

In order to develop a feasible heat transfer enhancement strat-
egy, many practical considerations have to be taken into account.
An actuator has to be designed that is able to excite waves that
propagate in a particular direction for a specific range of forcing
frequencies. It is also desired that the actuator is easy to manufac-
ture and to integrate with the heat sink design. With this in mind,
we will propose and discuss two strategies to enhance heat trans-
fer with distinct objectives: (1) maximum amplification, and (2)
simple implementation.

From Figs. 6–8 we know that the maximum amplification is
obtained for crossflow stationary waves with x ¼ 0 (streamwise
independent structures). In order to excite said structures, we pro-
pose micromachining the channel walls with spiral grooves that
follow the predicted streamlines of the base flow. These grooves
should be spatially periodic in the crossflow direction with a wave-
length corresponding to the wavenumber that provides the largest
amplification. The passive actuation is expected to generate
streamwise independent perturbations of the base flow in the
wall-normal direction, therefore, in order to study the response
to this type of forcing, we calculate Rws for hk ¼ p=2, which is
shown in Fig. 9.

Large amplifications are obtained for a narrow range of forcing
frequencies concentrated around x ¼ 0, and the maximum
response occurs for k ¼ 1:61, as shown in Fig. 9(a). Structures of
Fig. 7. Response to azimuthal momentum forcing Rvs as a function of the total wavenum
x. (b) Response maximized over all x. The largest response is indicated by a black dot.
different wavenumbers dominate for every frequency excited,
therefore the response to the actuation is given by the amplifica-
tion maximized over all k, that is, the envelope of the frequency
response for all k, as shown in Fig. 9(b).

As a second heat transfer enhancement strategy, we propose
using a pulsating flow rate, which can be achieved using the actu-
ator described in Section 3.2. Implementation of this strategy is
very simple, as it does not require any modifications to the heat
sink design. Using a pulsating flow rate results in an oscillating
perturbation of the pressure gradient, and therefore a forcing in
the radial momentum component. Pulsations are generated in
the tubing upstream of the minichannel, hence we expect only
streamwise propagating perturbations to reach the device. Conse-
quently in order to study the response to this type of forcing, we
calculate Rus for hk ¼ 0, which is shown in Fig. 10.

Moderate amplifications are obtained for a wide range of forc-
ing frequencies, and the maximum response occurs for k ¼ 0:11
at x ¼ 0:10, as shown in Fig. 10(a). As the forcing frequency
increases, the largest response is obtained for a larger wavenum-
ber, hence for a shorter wavelength. The response to the pulsating
flow rate is given by the amplification maximized over all k, that is,
the envelope of the frequency response for all k, as shown in Fig. 10
(b).

It is important to remark that, the strategies here presented are
based on the fact that a large temperature response to a momen-
tum forcing suggests a heat transfer enhancement, but nothing
ber k and the waveangle hk . (a) Slices for different values of the temporal frequency



Fig. 8. Response to wall-normal momentum forcing Rws as a function of the total wavenumber k and the waveangle hk . (a) Slices for different values of the temporal
frequency x. (b) Response maximized over all x. The largest response is indicated by a black dot.

Fig. 9. Response to wall-normal forcing of crossflow waves (hk ¼ p=2). (a) Response as a function of the total wavenumber k and temporal frequency x. The maximum
amplification is marked with a black dot. (b) Response maximized over all wavenumbers in black, and for selected wavenumbers in gray.

Fig. 10. Response to radial forcing of streamwise propagating waves (hk ¼ 0). (a) Response as a function of the total wavenumber k and temporal frequencyx. The maximum
amplification is marked with a black dot. (b) Response maximized over all wavenumbers in black, and for selected wavenumbers in gray.
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has been said about the kinetic energy loss that may be associated
with it. This may result in a higher pressure drop across the chan-
nel, and consequently an undesired heat sink performance. Exper-
imental results for the performance of the swirl flow minichannel
heat sink with a pulsating flow rate are presented in the next sec-
tion. Based on the receptivity analysis, the channel with stream-
wise and spiral grooves should be a more efficient strategy for
enhancing heat transfer. Nevertheless, testing this hypothesis
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experimentally requires manufacturing several devices, therefore
it will be investigated in future work. In addition to the strategies
here discussed, other more sophisticated techniques may be
implemented using the information provided by the receptivity
analysis, such as blowing and suction, vortex generators, or acous-
tic excitation.
4.4. Case study: pulsating flow rate

Experimental results of the heat sink performance using a pul-
sating flow rate are presented in this section as a proof of concept.
As explained in the previous subsection, flow pulsations result in a
streamwise propagating disturbance of the radial momentum com-
ponent. The range of pulsation frequencies used in the experiments
is selected based on the range of frequencies for which large ampli-
fication of disturbances is predicted by the componentwise recep-
tivity analysis, as shown in Fig. 10(b). The actuator described in
Section 3.2 is used with a different number of rods to generate pul-
sations with frequencies of 1:67; 3:33; 6:67; 13:33, and 26:67 s�1.
These correspond to the dimensionless angular frequencies
x ¼ 0:22; 0:44; 0:88; 1:76 and 3:52, based on the scales used for
the receptivity analysis. The RMS pressure drop, wall temperature
and Nusselt number present a similar behavior for all frequencies,
and the largest response is observed for x ¼ 0:88, which is shown
in Fig. 11.

Fig. 11(a) shows that the pulsations slightly increase the total
pressure drop, and this effect becomes accentuated for lower flow
rate Reynolds numbers. On the other hand, for the same Reo, the
Fig. 11. Experimental heat sink performance variables as a function of the flow rate Reyn
(c) Nusselt number.

Fig. 12. Heat sink performance response to actuation as a function of the pulsation frequ
achieve the same wall temperature. (b) Nusselt enhancement at the same pumping pow
wall temperature is noticeably reduced by the actuation, with up
to a 5 �C difference for the lowest flow rate tested, as shown in
Fig. 11(b). Because the heat input to the system is unchanged, this
means that convective heat transfer is being enhanced, as evi-
denced by the measurements of the Nusselt number shown in
Fig. 11(c). This occurs because of increased mixing due to the
unsteadiness provided by the flow pulsations, resulting in a more
homogeneous wall-normal temperature distribution.

In order to assess if the changes in performance using a pulsat-
ing flow rate are desirable, we calculate the following indicators:
(1) the reduction in the pumping power required to achieve the
same wall temperature as in the unforced case, and (2) the
enhancement of the Nusselt number using the same pumping
power as in the unforced case. These indicators are shown in
Fig. 12 as a function of the pulsation frequency for Reo ¼ 0:99.

According to Fig. 12(a), in order to achieve a specific wall tem-
perature requirement, up to 26:6% less pumping power is needed
when using a pulsating flow rate. If the same pumping power is
used, an increment of up to 10:3% in the Nusselt number is
observed with the actuation, as shown in Fig. 12(b). The experi-
mental response curves to a pulsating flow rate, Fig. 12, resemble
the result obtained from the receptivity analysis in Fig. 10(b),
where a maximum is obtained for a relatively low frequency, and
then the amplification slowly decays for higher frequencies.

These results are promising, since the receptivity analysis sug-
gests that an even larger response should be observed for other
types of forcing. However, a better heat sink performance is not
guaranteed, as the pumping cost penalty may be greater than the
benefit of increasing the convective heat transfer.
olds number with and without forcing. (a) Total pressure drop. (b) Wall temperature.

encyx for a flow rate Reynolds number Reo ¼ 0:99. (a) Pumping power reduction to
er.



B. Herrmann-Priesnitz et al. / International Journal of Heat and Mass Transfer 127 (2018) 245–256 255
5. Conclusions

This study presents a theoretical and numerical analysis of the
input-output response of temperature disturbances to forcing of
the momentum components in a swirl flow channel heat sink.
The steady state flow is solved using methods previously reported
in Refs. [16,17]. The device is fabricated and experiments are con-
ducted to measure the performance curves of the heat sink, that is,
pressure drop and wall temperature as a function of flow rate for a
given heat flux. Experimental results agree with numerical calcula-
tions for subcritical Reynolds numbers, therefore validating the
base flow. Linearized perturbation equations with harmonic forc-
ing are obtained using the local and parallel flow approximations
based on order of magnitude arguments.

The amplification of temperature perturbations to forcing of the
radial, azimuthal, and wall-normal momentum components is cal-
culated for a range of wavenumbers, waveangles and temporal fre-
quencies. The most amplified spatial structures are streamwise
vortices and streaks with a maximum response of order Oð103Þ
for x ¼ 0. As the forcing frequency increases, the dominant struc-
tures change their propagating direction, from crossflow to oblique
to axisymmetric radial waves with amplification of order Oð102Þ.
At higher frequencies, streamwise propagating waves dominate
for radial or wall-normal forcing, and azimuthally propagating
waves dominate for azimuthal forcing, in both cases with amplifi-
cations of order Oð10Þ.

Excitation of streamwise independent structures gives the lar-
gest amplification of temperature disturbances, it is therefore an
attractive strategy to enhance heat transfer. To achieve this, we
propose micromachining the channel walls with spiral grooves
aligned with the predicted streamlines of the base flow. The
response curve to this type of forcing shows that large amplifica-
tions occur for a narrow range of frequencies concentrated around
x ¼ 0. Excitation of streamwise propagating waves results in only
moderate amplification of temperature disturbances. Nonetheless,
in order to generate these perturbations, we propose using a pul-
sating flow rate as a heat transfer enhancement technique due to
its simple implementation. The response curve to this type of forc-
ing shows a wide range of actuation frequencies with similar gains.

Heat sink performance using a pulsating flow rate is measured
experimentally for the range of frequencies provided by the recep-
tivity analysis. Compared to the unforced case, the RMS pressure
drop is slightly higher, specially for low flow rates, and the wall
temperature decreases significantly, with a difference of up to
5 �C. In order to evaluate if the heat sink performance with pulsa-
tions is better than the performance in the unforced case, we cal-
culate the pumping power reduction to get the same wall
temperature, and the Nusselt enhancement using the same pump-
ing power. A pumping power reduction of up to 26:6% was
observed, along with a Nusselt enhancement of up to 10:3%.

In this work, a significant performance improvement for the
swirl flow channel heat sink was achieved using a pulsating flow
rate. Actuation parameters, in this case the range of pulsation fre-
quencies, were determined by the receptivity analysis. This physics
based approach can be extended to other heat transfer enhance-
ment techniques, for instance, to select the wavelength of a wavy
surface, the periodicity of surface roughness elements, or the fre-
quency of acoustic vibrations.
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