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Abstract—This paper presents two capacitor voltage
balancing (CVB) strategies for modular multilevel converter
(MMC) applications. Both balancing schemes are based
on model predictive control and are designed to efficiently
solve a constrained optimal control problem, where the
predicted capacitor voltage errors are included in the cost
function with the demanded output voltage of a cluster
being forced through an equality constraint. The first
method proposed in this paper computes specific modu-
lation indexes for each module using the explicit solution
of a relaxed version of the original optimization problem.
The second approach proposed in this paper reduces
the complexity of the original problem by linearizing the
objective function and using an optimal sorting network
based on a greedy algorithm to solve this approximation.
Considering the structures of both solution approaches,
they are integrated into modulation schemes based on
phase-shifted and level-shifted pulsewidth modulation
algorithms, respectively. Experimental results obtained
from a nine-cell single-phase MMC prototype demonstrate
the good performance achieved with the proposed method-
ologies, as well as the implementation simplicity offered by
the proposed CVB algorithms.
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I. INTRODUCTION

MODULAR multilevel converters (MMCs) are widely
accepted technology with successful insertion in high-

power and medium-voltage industrial applications. The high-
quality output voltage signals; the possibility to reach higher
voltage levels with lower rated semiconductors; the modular
design, which allows redundancy and maintenance simplicity;
their scalability without increasing the components rate; the op-
tion of using a transformerless configuration; and fault-tolerant
operation capability are the most attractive features of these
power converters [1]–[6].

The fundamental component of MMCs is the power cell,
which is based on power semiconductors and a floating capaci-
tor. These power cells are usually based on half- and full-bridge
(see Fig. 1). The set of n cells and an inductor connected in
series constitute an arm (or branch), whose interconnections
define specific topologies of MMCs family [3], [4]. For in-
stance, the modular multilevel matrix converter (M3C) has two
three-phase ac ports interconnected through nine arms as il-
lustrated in Fig. 1(a). Another typical topology is the MMC
(M2C) that is composed of six arms with half-bridge power
cells, as shown in Fig. 1(c). Regarding applications, the MMC
topologies have been applied to static synchronous compen-
sators, high-power electrical drives, HVdc topologies, and wind
energy conversion system [6]–[12]. The modulation methods for
MMCs could be classified according to the switching frequency
utilized. Within the high-frequency strategies, two conventional
multicarrier pulsewidth modulations (PWMs) are typically used,
phase-shifted PWM (PS-PWM) and level-shifted PWM (LS-
PWM) [13]. On the other hand, one of the most practical and
straightforward methods for low-switching frequency operation,
especially for MMCs with a large number of cells, is the nearest
level modulation (NLM) [4], [14].

The main challenge for the correct operation and control of
MMCs is the voltage unbalancing produced in the floating ca-
pacitors of the converter. For an adequate operation of an MMC,
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it is essential to maintain the voltage of all capacitors within a
feasible tolerance range. In this regard, several control strategies
have been proposed in the literature where mainly the following
aims are sought [15]–[18]: to control the total energy supplied
to the converter; to balance the energy between all the arms;
and to locally balance the energy of the cells located in a single
arm. The latter is defined as capacitor voltage balancing (CVB)
(or local balancing control) in this paper. Most of the CVB
strategies discussed in the literature could be classified into two
groups: 1) The CVB algorithms based on using additional volt-
age reference signals, which are consecutively synthesized by
the modulation scheme (e.g., PS-PWM); and 2) the CVB algo-
rithms that are somehow embedded in the modulation scheme
(e.g., LS-PWM), which manipulate the switching state of each
cell considering the cluster charging state and its capacitor
voltages. [15]–[22].

For CVB purposes using PS-PWM, a proportional controller
(PC) is included to locally balance the capacitor voltages [8],
[18], [19]. In this method, the capacitor voltage is compared to
its desired average value, and the resulting error is multiplied
by the sign of the arm current and the controller gain to obtain a
compensation signal. This signal is then added to the normalized
reference voltage, thereby generating the modulation index for
each cell. The dynamic and performance of this CVB strategy
depends on the PC gain that can be adjusted using conventional
linear control tools.

On the other hand, in [15] and [20], a priority list of cells is
implemented by sorting the capacitor voltages of each cluster.
In this strategy, the output voltage is built by modulating only
one cell per period and keeping the rest of the cells either in
the ON or OFF state during the full switching cycle. This CVB
method utilizes the priority list and the charging/discharging
cluster state to perform the voltage balancing. Moreover, it does
not require the tuning of controller gains or other parameters;
and thus, it is decoupled from the inner current control loop.
However, this strategy can lead to an increased switching fre-
quency [23] and undesired spikes in the cluster voltage [20].
To balance the capacitor voltages in low-switching frequency
modulation strategies, as NLM, a CVB method is also required,
which typically is based on sorting algorithms and a switching
state designation stage [4], [14].

Recently, thanks to technological advances in microproces-
sors, the use of model predictive control (MPC) has been pro-
posed for many applications related to power converters [24].
This control strategy can be applied to constrained nonlinear
systems with multiple inputs and outputs (e.g., MMC) solving,
at each sampling period, an optimal control problem (OCP) over
a finite horizon [25], [26]. This paper proposes to use MPC for
CVB in MMCs by using the state-average model of an n-cell
cluster. The CVB problem is formulated as a single-period OCP
(SP-OCP), from which two continuous control set MPC (CCS-
MPC) strategies are derived. These algorithms are designed to
solve two simplified versions of the underlying SP-OCP. The
first one relaxes one of the constraints associated with the con-
trol inputs to produce a closed-form solution. This solution does
not introduce a distortion into the output voltage, and its analyt-
ical structure allows embedding with the PS-PWM method.

Fig. 1. MMC topologies: (a) M3C; (b) M2C; (c) arm based on full-bridge
power cells; (d) arm based on half-bridge power cells.

The second MPC strategy proposed in this paper utilizes
a linear approximation of the cost function, maintaining all
its constraints. This primal formulation of the original SP-
OCP is solved by using a greedy algorithm embedded with a
sorting strategy of the capacitor voltages. The implementation of
optimal sorting networks (OSN) [27] in field programmable gate
arrays (FPGAs) is proposed in this paper to perform efficiently
the process of building a priority list based on the capacitor
voltage magnitudes.

The effectiveness of the proposed control strategies is vali-
dated through experimental results conducted with a nine mod-
ule prototype rated to 5.6 kVA.

II. CVB STRATEGIES

The aims of the CVB strategy are to simultaneously control
the mean value of each capacitor voltage and the output voltage
(averaged over a switching cycle) generated by a cluster for a
given current io . The typical structure of a cluster is depicted in
Fig. 1(b), where n full-bridge cells are connected in series.

For modeling purposes, it is considered that the jth capacitor
has a capacity of Cj , a conductance Gj , and a voltage uC j .
On the ac side of each cell, the voltage generated is voj , which
instantaneously depends on the switching state sj∈{−1, 0, 1}
and the capacitor voltage uC j . The set of all modules will be
denoted as C = {1, . . . , n}, the reference voltage for the jth ca-
pacitor is u∗

C j and the desired output voltage to be modulated is
v∗

o , which is typically defined by a current controller. Moreover,
a switching time Ts is assumed.

Considering the aforementioned, for each cluster, the capaci-
tor balancing problem can be considered as a constrained OCP
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defined as follows:

(P1) min
UC j ,mj

∑

j∈C

(
UC j − u∗

C j

)2
(1a)

s.t. Cj
dUC j

dt
+ GjUC j = iomj ∀j ∈ C (1b)

∑

j∈C
uC jmj = v∗

o (1c)

mj ∈ [−1, 1] ∀j ∈ C. (1d)

In this formulation, mj = 1
Ts

∫ Ts

0 sj (t)dt is the jth modula-
tion index, which is in the interval [−1, 1] for full-bridge cells,
UC j = 1

Ts

∫ Ts

0 uC k (t)dt is the jth capacitor voltage averaged
over a switching cycle, and integrals over products between con-
tinuous variables and switching states are approximated by us-
ing first-order Taylor series around the point (x, s) = (x(0), 0)
as 1

Ts

∫ Ts

0 x(t) s(t)dt � x(0)m. Note that for MMCs based on
half-bridges [see Fig. 1(d)], the switching states are defined as
sj∈{0, 1}; and thus, mj belongs to the interval [0, 1].

In (P1), the capacitor voltage errors are considered in the
quadratic cost function [see (1b)], whereas the other control
target, i.e., generating the desired output average voltage v∗

o , is
considered in the constraint (1c). This constraint means that v∗

o

has to be generated by a linear combination of the capacitor
voltages weighted by the modulation indexes mj . In addition,
from the continuous-time model in (1b), it is concluded that
for a given current io , the dynamic of the jth capacitor voltage
UC j depends on the modulation index assigned to the jth cell.
Hence, all the control targets can be achieved by manipulating
the modulation indexes of the cells.

To obtain the optimal control action mj for each cell, the prob-
lem (P1) can be reformulated by introducing the future value
of UC j in the cost function. For this purpose, the continuous-
time model of the capacitor voltages in (1b) is discretized us-
ing Forward Euler, which leads to the following discrete-time
model:

UC j [k + 1] = βjUC j [k] + Δûj [k]mj [k] (2)

with βj = 1 − Ts Gj

Cj
and Δûj [k] = Ts

Cj
io [k], the maximum in-

crement/decrement of the capacitor voltage when the maximum
modulation index is applied to the cell. Consequently, the bal-
ancing capability is affected by the magnitude of the arm current
at instant tk , i.e., io [k]. Thus, by replacing (2) into the cost func-
tion in (1a), the SP-OCP is formulated as follows:

(P2) min
mj [k ]

∑

j∈C

(
βjuC j [k] − u∗

C j [k] + Δûj [k]mj [k]
)2

(3a)

s.t.
∑

j∈C
uC j [k]mj [k] = v∗

o [k] (3b)

mj [k] ∈ [−1, 1] ∀j ∈ C. (3c)

Notice that, according to its structure, the problem (P2) is
known as a continuous quadratic knapsack problem [28] which
can be solved in a real-time digital control system by using
CCS-MPC [26].

Therefore, due to the limited processing time available for
real-time control of power converters, two methodologies to
reduce the complexity of (P2) are proposed in this research
effort. The first method relaxes some constraints of this problem,
preserving its original objective function (dual formulation), and
the second one uses a linear approximation of the cost function,
maintaining all its constraints (primal formulation).

In addition, hereinafter, it is assumed that the parameters and
voltage references are equal for all cells, i.e., Δûj [k] = Δû[k],
βj � 1, and u∗

C j [k] = U ∗
C , ∀j ∈ C.

A. Dual CVB Technique (Method-I)

The first approach to facilitate an approximated solution of
(P2) is by ignoring the upper and lower limits of the control
inputs [constraint (3c)]. Thereby, the solution is not necessarily
feasible and a saturation scheme must be implemented.

Accordingly, the following dual formulation is derived:

(P2d) max
λ

min
|mj |≤1

∑

j∈C
(uC j [k] − U ∗

C + Δûj [k]mj [k])2

+ λ

⎛

⎝v∗
o [k] −

∑

j∈C
uC j [k]mj [k]

⎞

⎠ . (4)

Since the inner problem of (P2d) is the sum of one–
dimensional positive definite quadratic problems, its optimal
solution is [29]:

mj (λ) = mid

{
−1,

uC j [k]
2Δû[k]2

λ +
U ∗

C − uC j [k]
Δû[k]

, +1
}

(5)

where operator mid{·} defines the component-wise median.
On the other hand, the Karush–Kuhn–Tucker (KKT) con-

ditions [30] of (P2d) are the constraint (3b), whose relaxed
solution, when bounds over mj are ignored, is given by

λ=
2Δû[k]2∑

j∈C
u2

C j [k]

(
v∗

o [k]− 1
Δû[k]

(∑

j∈C
U ∗

C uC j [k]−
∑

j∈C
u2

C j [k]
))

(6)

Therefore, the relaxed optimum of (P2) is finally obtained as
follows:

m∗
j [k] =

v∗
o [k]

uΣ2[k]
uC j [k] +

U ∗
C

Δû[k]

(
1 − uC j [k]

uΣ1[k]
uΣ2[k]

)
(7)

where uΣ1 and uΣ2 are, respectively, the linear and quadratic
sum of the whole capacitor voltages, i.e.,

uΣ1[k] =
∑

i∈C
uC i [k], uΣ2[k] =

∑

i∈C
u2

C i [k]. (8)

The structure of (7) does not allow us to define a proper mod-
ulation scheme at a glance. However, assuming that the ca-
pacitor voltages are well regulated with instantaneous values
close to U ∗

C , which is the desired steady-state operation, then
uΣ2 � U ∗

C uΣ1 ; and thus, the relaxed optimal solution (7) can
be assumed as follows:

m∗
j [k] � m0 [k] +

(
1

Δû[k]
− m0 [k]

U ∗
C

)
(U ∗

C − uC j [k]) (9)
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being m0 [k] = v∗
o/uΣ1 , the desired output voltage normalized

by the available cluster voltage uΣ1 .
As shown in (9), the approximated modulation index for each

cell can be decomposed into two terms: the first one proportional
to the desired output voltage v∗

o , and the second one commensu-
rate with the capacitor voltage error. Hence, the optimal solution
requires injecting a common modulation index to all modules
m0 [k] with a correction proportional to the capacitor voltage
error. It follows that, under steady-state conditions, an almost
even modulation index distribution among cells is established
and, in consequence, the PS-PWM strategy is proposed to syn-
thesize the output voltage when mj is computed according to
(7) for all j ∈ C. Therefore, the switching frequency harmonic
cancellation, due to the phase shifting produced by the carrier, is
accomplished and, the harmonic distortion of the output voltage
can be minimized [13].

Unlike the CVB strategies introduced in [8], [18], and [19],
one of the main advantages of (7) is the fact that it always
satisfies the constraint (3b); thus, no voltage deviation on the
synthesized voltage would be introduced by the converter and
the output cluster voltage averaged over a switching cycle will
be, ideally, equal to the reference voltage v∗

o [k]. However, de-
pending on the reference updating method implemented for the
PS-PWM [11], an additional source of distortion could be in-
troduced by the converter.

B. Primal CVB Technique (Method-II)

To reduce the complexity of the problem (P2), a linear ap-
proximation of its cost function is realised without ignoring
any of the constraints. Thus, the solution will be feasible in the
original domain.

A formal linear approximation of the cost function in (3a) is
obtained by using the first-order Taylor representation around
the origin. Thereby, and for minimization purposes, (P2) can be
rewritten as follows:

(P2p) min
mj

−io [k]U ∗
C

∑

j∈C
mj [k]

s.t. (3b) and (3c). (10)

This problem is a continuous linear knapsack with overall
complexity O(n). The optimal solution can be obtained using a
greedy algorithm with a sorting strategy [31].

1) Sorting Networks: FPGAs can be used to implement
fast sorting networks due to its parallel computing capability.
The parameters typically used to define the efficiency of the sort-
ing algorithms are the size (number of comparisons required)
and depth (number of stages) [27]. Among several methods,
OSNs have been proposed in the literature where the number
of comparators and stages are minimized for a given number
of inputs [27], [32]. In the context of MMCs, the cluster ca-
pacitor voltages define the input set U = {uC 1 , . . . , uC n} for
the sorting algorithm, whereas the indexes of the cell ordered
from the maximum to the minimum voltage define its output set
N = {j1 , . . . , jn}. This set means that uC j1 ≥ . . . ≥ uC jn

.
Fig. 2 shows the OSNs proposed in [27] for four, six, and

nine inputs. Notice that 8 stages and 25 comparators (see Knuth
notation in [27]) are necessary to sort 9 inputs, which in practice

Fig. 2. OSNs with (a) four, (b) six, and (c) nine inputs [27].

would mean that eight main clock counts of the FPGA are
necessary to obtain the fully sorted output set. In addition, it
is worth noting here that, on contrary to sequential algorithms,
the OSNs allow obtaining the min/max elements of U in fewer
steps than those required to implement the full sorted set. This
feature can be useful when a CVB strategy based on min/max
elements is implemented [21], [22].

2) Greedy Algorithm: In this strategy, all modulation in-
dexes are initialized with m = − 1 and going through the cells
in increasing order of efficiency; every cell is switched to m = 1
until the first overshoot of the output voltage is caused in the �th
iteration. Then, the execution of the algorithm is stopped and
the modulation index of the cell that caused the overflow (�th
cell) is computed to accomplish (3b), leading to

m� =
1

uC �

⎛

⎝v∗
o +

n∑

j=�+1

uC j −
�−1∑

j=1

uC j

⎞

⎠ . (11)

Taking into account the structure of (10), the cell efficiency is
defined as follows:

ηj = −io [k]U ∗
C /uC j [k]. (12)

It follows that if io < 0, an increasing order of efficiency implies
that the cells must be switched in decreasing order with respect
to the capacitor voltage magnitudes. Conversely, when io > 0,
the voltages are sorted in increasing order, and consequently, the
cell with the lowest capacitor voltage magnitude will be the first
to be switched from mj = − 1 to mj = 1. Therefore, to obtain
the optimal solution of (P2p) by using the greedy algorithm,
the cells must be sorted according to their capacitor voltage
magnitudes in increasing or decreasing order depending on the
cluster current polarity.

It is worth to remark that transitions between m = ±1 allow
some full bridges to be charged and others discharged in the
same switching period, which, in general, will produce a fast
balancing response but large capacitor voltages ripple. More-
over, more significant spikes are produced in the output voltage
when transitions between m = ± 1 are allowed in a single cell.
This is discussed in the following section.

3) Voltage Spikes and Partition of the Input Domain: As
it is well known, to avoid short circuits of the cell capacitors, a
dead time Td , which delays the turn-ON pulses, must be included
in the gate signals. The effect of the dead time on each cell
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Fig. 3. (a) Dead-time effect during complementary switch of two cells:
(a) Two cells of the cluster; (b) full-domain operation with mj∈[−1.1];
(c) partitioned-domain implementation with mj∈[−1, 0] or [0, 1].

can be summarized as follows [33]: transitions from sx = 1 to
sx = − 1 are only affected when the current polarity is positive,
io > 0, since the switching state during Td is sx = 1 even when
the demanded state is s∗x = − 1. Conversely, if the transition
from sx = −1 to sx = 1 is realised when io < 0, the switching
state during Td is sx = − 1 even when s∗x = 1.

Therefore, during dead-time transitions undesirable voltage
spikes in the output voltages of the cells could be produced
when two or more cells simultaneously switch between sx ± 1
[20]. This is illustrated using Fig. 3(a). Let us assume that the
demanded cluster voltage v∗

o remains constant but the posi-
tion of the cells in the priority list has changed. Then, ac-
cording to the greedy algorithm, the first cell would have to
switch from s1 = − 1 to s1 = 1 and the second one in the
opposite direction, i.e., from s2 = 1 to s2 = − 1 to main-
tain the same output voltage, as shown in Fig. 3(b) at instant
t1 . However, due to the dead-time influence, the first cell re-
mains in the state s1 = − 1 during Td producing an output
voltage error of approximately −2uC , where uC is the average
voltage of the cells being switched. Additionally, during the
transition after instant t3 , the output voltage error is 2uc be-
cause the second cell does not switch immediately from s2 = 1
to s2 = − 1. The other two combinations where undesired
spikes of amplitude 2uC are produced are shown at instants t2
and t4 .

Nevertheless, the amplitude of the voltage spikes can be
halved when transitions are limited from sx = 0 to sx = ± 1
and vice versa, as shown in Fig. 3(c). Therefore, the original
domain in (3c) is divided into two subsets, i.e., mj∈[0, 1] and
mj∈[−1, 0]. Thereby, depending on the voltage reference polar-
ity, the greedy algorithm is performed over one of these subsets
always starting with all cells bypassed, i.e., m = 0.

An explicit description of this procedure for v∗
o > 0 is shown

in Algorithm 1, where a running time of O(n) is achieved.
Because only one cell per period is modulated and the rest of
cells either are in the ON state or bypassed, this solution approach
is suitable for applications based on LS-PWM.

4) Extended Formulation for NLM: The previous algo-
rithm can be easily extended to the NLM strategy by
simply restricting the domain of the modulation indexes to
mj∈{−1, 0, 1}. Under this perspective, the only modification

Algorithm 1: Greedy Algorithm for v∗
o > 0.

Inputs: v∗
o , io , N , and U ;

1: if io > 0 then � charging state
2: for j = 1 to n do
3: Nj = Nn−j+1 ; � sorting in increasing order
4: m := zeros(n); � all cells are assigned with m = 0
5: uΣ := 0;
6: for j = 1 to n do
7: � := Nj ;
8: if uΣ + uC � ≤ v∗

o then
9: m� := 1;

10: uΣ := uΣ + uC � ;
11: else
12: m� := 1

uC �
(v∗

o − uΣ); � for the cell to be
modulated

13: break;
Output: m;

to the Algorithm 1 must be realised in the �th iteration, when
the first overshoot respect to the voltage reference is pro-
duced. Thus, the �th modulation index can be computed as
follows:

m� = round

⎛

⎝ 1
uC �

(v∗
o −

�−1∑

j=1

uC j )

⎞

⎠ (13)

with round(·), a function that rounds its argument to the near-
est integer. Therefore, the computational burden of the NLM
method is very similar to that required to solve (P2p).

III. CONDITIONS AND CONTROL SYSTEM FOR

TESTING THE CVB STRATEGIES

To analyze the performance of modulation algorithms, typi-
cally some performance criteria, e.g., harmonic distortion ver-
sus modulation index, are utilized. However, for MMCs, these
goodness factors cannot be directly applied since the modules
are composed of floating capacitors and a current flow in the
cluster is required to balance them [4], [6]. Besides, depending
on the load operation point, oscillations of different amplitude
and frequency are produced in the capacitor voltages. To make a
fair comparison of all the CVB methods evaluated in this paper,
it is necessary to operate the MMC in the same operating point,
including identical voltage ripple in the capacitors.

Assuming that each instantaneous capacitor voltage is close
to the desired value U ∗

C , the following small signal model for
the capacitor voltage ripple ΔuC can be derived [17]:

nCU ∗
C

dΔuC

dt
= po − ploss (14)

where po and ploss are the instantaneous power and the total
losses of the cluster, respectively.

Under steady-state operation, the voltage between the termi-
nals of a branch (see Fig. 4) can be assumed as vs = Vs cos ωst,
and both the current and the fundamental cluster voltage
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Fig. 4. General control scheme for testing the CVB strategies.

can be decomposed respectively in two orthogonal terms as
follows:

io = Id cos ωst − Iq sinωst , vo = Vod cos ωst − Voq sinωst.
(15)

Hence, the instantaneous power of the cluster is

po = 1
2 (VodId + Voq Iq ) + 1

2 VoIo cos (2ωst + θv + θi) (16)

where Vo and Io are the amplitudes, and θv and θi are the phase
angles of vo and io , respectively.

Typically, the capacitors operate with a fixed average voltage
reference, thus, according to (14), the first term on the right
hand of (16) must be approximatively zero since the converter
losses are very low. Therefore, only the oscillating power in
(16) will produce a sinusoidal voltage ripple whose amplitude
is approximately given by

|ΔuC | ≈ (Vs − ωsLB Iq )Iq

4ωsCnU ∗
C

=
m0Iq

4ωsC
. (17)

In consequence, to keep constant the magnitude of ΔuC against
changes in the modulation index m0 , it is required to regulate
both Vs and Iq in order to satisfy (17).

Fig. 4 shows the overall control system for testing the CVB
strategies analyzed in this paper. The inputs to the MPC-block
are the capacitor voltages, the cluster current, and the output
voltage to be modulated v∗

o , whereas the output is the modulation
index mj of each cell. On the other hand, the external control
loop is based on a nested structure where the outer PI controller
allows regulating the total energy available in the cluster. The
inner current loop is based on a resonant controller (RC), whose
reference signal is obtained from (15) by using a single-phase
PLL [34].

Notice that in the system of Fig. 4, the proposed CVB
methods are tested considering an inductance at the output,
which consumes reactive power only. However, this is not re-
ally important considering that the converter itself is always
consuming reactive power in the steady-state operation regard-
less of the power factor at the load. This is a well-known
issue as reported in several papers where control systems
for different topologies of MMCs are discussed (see [6], [8],
and [35]).

IV. EXPERIMENTAL RESULTS

This section presents the experimental results for the pro-
posed CVB strategies considering a nine-cell cluster configura-

Fig. 5. Downscaled experimental prototype of nine-cell full-bridge
cluster.

tion. The laboratory setup with the details of the experimental
parameters is depicted in Fig. 5.

The control algorithms were implemented in a DSP board
based on the Texas Instrument DSK6713 platform augmented
with a Xilinx FPGA Spartan 6 based board, as shown Fig. 5.
Optical fiber links are used to transmit the switching signals to
the IGBT gate drivers. The FPGA platform is programmed to
handle the analog-to-digital converters as well as to implement
the PWM algorithms. The OSN depicted in Fig. 2(c) are also
programmed in this Xilinx FPGA.

To experimentally compare the performance of all the CVB
methods fairly, the inner current loop based on RCs (see the
control scheme illustrated in Fig 4) is designed with the same
bandwidth for all the CVB strategy implemented in this section.
Additionally, since two multicarrier PWM schemes are used,
it is desired that both the switching frequency (fsw = 450 Hz)
and the equivalent switching frequency of the output waveform
(fo = 8.1 kHz) be equal for all CVB schemes. In consequence,
the carrier frequency is set to 0.45 and 8.1 kHz for PS- and
LS-PWM, respectively.

Experimental results include both steady-state and dynamic
operating conditions. The performance of the proposed strate-
gies are compared with that obtained with two well-known CVB
methods that have been previously discussed in the literature
(see Section IV-B).

A. Proposed CVB Strategies

1) Method-I, Dual CVB Technique: The experimental re-
sults obtained using the dual CVB technique are depicted in
Fig. 6, considering three different modulation indexes (m = 0.4,
m = 0.6, and m = 0.9). Because of the reduced number of
channels available in the digital scope, only three of the nine
capacitor voltage waveforms are shown. The average values are
depicted at the right-hand side of the scope shots and, as shown
in Fig. 6, the capacitor voltages are well regulated (≈33.3 V)
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Fig. 6. Method-I: Experimental waveforms for nine cells with 1000 var:
(a) m = 0.4 with vo [60 V/div]; (b) m = 0.6 with vo [90 V/div]; and
(c) m = 0.9 with vo [110 V/div]. For all cases |vo (hω)| [4 V/div] and
uC j [10 V/div].

with a ripple of ≈7.25 V for all the cases. This experimentally
validates the methodology presented in Section III to keep con-
stant the magnitude of the capacitor voltage ripple even when
the modulation index is changed.

Experimental results considering m = 0.9 are shown in
Fig. 6(c). From this graphic it is concluded that 19 levels are
generated in the output voltage (the maximum available for
this number of cells), which are reduced to nine when the
modulation index is changed to m = 0.4 [see Fig. 6(a)]. This
behavior is typical of a PS-PWM strategy.

The cluster voltage frequency spectrum is obtained us-
ing the FFT feature embedded in the digital scope firmware
(considering 2 kHz/division). As shown in Fig. 6, the first domi-
nant high-frequency harmonics are centered around 8.1 kHz for
all the cases, which is consistent with the number of cells and
the set carrier frequency (450 Hz) utilized in this experiment.
However, the frequency components at 0.9 and 1.8 kHz are not
completely cancelled mainly because not all the cells are operat-
ing with exactly the same modulation index at a given sampling
time [see (7)].

2) Method-II, Primal CVB Technique: The experimental
results obtained using this CBV technique are shown in Fig. 7
considering two modulation indexes (m = 0.6 and m = 0.9).
Fig. 7(a) and (b) shows the performance obtained utilizing
the greedy algorithm with the original domain mj∈[−1, 1].
Fig. 7(c) and (d) shows the same operating conditions but using
the partitioned-domain implementation (see Section II.B), i.e.,
mj∈[0, 1] for v∗

o > 0 and, mj∈[−1, 0] for v∗
o < 0.

Focusing on the output voltage (purple waveforms), it is con-
cluded that both methods produce output voltage spikes, but they
clearly have a larger magnitude when the first approach is used,
where each cell mj could change in the range mj ∈ [−1, 1] in
a single sampling time. On the other hand, for both implemen-
tations, the capacitor average voltages are close to their refer-
ence value (33.3 V). However, the first approach [see Fig. 7(a)
and (b)] produces a larger capacitor voltage ripple since the
modules are continuously switching between m = ± 1. This
certainly produces a higher ac ripple in the capacitor currents.
Taking all these issues into consideration and unless otherwise
stated, in the rest of this paper Method-II is implemented using
Algorithm 1.

Regarding the harmonic spectrum of the output voltage [see
|vo(hω)| in Fig. 7(c) and (d)], the dominant high-frequency har-
monics appear around the carrier frequency fc = 8.1 kHz. The
shape of the spectrum is coincident with the typical LS-PWM
harmonic spectrum, where the dominant harmonics correspond
to the carrier frequency.

B. Performance Comparison With Other CVB Strategies

The proposed CVB strategies are compared with two well-
known CVB strategies, which have been reported in the lit-
erature: The first one only uses the minimum and maximum
capacitor voltage values in the cluster [21], [22]. Because of
its similarity with the primal CVB technique, it is denoted as
Method-II(b) or min/max in the rest of this paper. The second
strategy uses additional control loops based on PCs to locally
compensate each cell [18], [19]. To allow a fair comparison, a
slight modification to this strategy is implemented in this paper
to cancel the total output voltage error produced by the signals
added locally by the CVB loops. The resulting signal flow of the
modified local balancing strategy is illustrated in Fig. 8. This
method is denoted as Method-III.

For comparison purposes, the following performance indexes
are considered: capacitor voltage error, output voltage error, and
harmonic distortion of the cluster voltage.
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Fig. 7. Method-II: Experimental waveforms for nine cells considering 1000 var with m = 0.6 and m = 0.9, respectively: (a) and (b) Greedy algorithm
with mj∈[−1.1]. (c) and (d) Greedy algorithm with two subsets mj∈[0, 1] or mj∈[−1, 0] depending on the sgn{v∗

o }. Scale: vo [90 V/div] for m = 0.6,
and vo [110V/div] for m = 0.9, |vo (hω)| [4 V/div], and uC j [10 V/div].

Fig. 8. Signal flow of the Method-III.

For all the results presented in this section, the compari-
son is realised considering operation along the linear mod-
ulation range for three different levels of reactive power in
the cluster: 500, 1000, and 1500 var. The modulation ranges
are selected considering the thermal limits of the converter.
Hence, the modulation indexes selected are mo ∈ [0.2 − 0.9] for
500 var, mo ∈ [0.3 − 0.9] for 1000 var, and mo ∈ [0.4 − 0.9]
for 1500 var. The ripple of the capacitor voltages is regulated
to a constant value by modifying the peak values of vs and
I∗q according to (17). The dc-reference value for the capacitor
voltage is U ∗

C = 33.3 V and the fundamental frequency utilized
is 50 Hz. In addition, the computational burden of each CVB
strategy is represented by their DSP processing time.

1) Capacitor Voltages Error: The first performance in-
dex to be considered is obtained using (18) and it is repre-
sentative of the cost value obtained for each CVB compared

Fig. 9. Comparison of Eu : (a) 500 var; (b) 1000 var; and (c) 1500 var.

in this paper:

Eu =
1

Np

∑

k∈S

1
nU ∗

C

√∑

j∈C
(U ∗

C − uC j [k])2 (18)

where Np = To/Ts is the number of samples per fundamen-
tal cycle, and S = {1, . . . , Np}.

The values of Eu obtained experimentally are summarized
in Fig. 9. As aforementioned, three reactive power levels are
considered for operation along the linear modulation range. As
depicted in Fig. 9, Method-I (blue line) produces a better per-
formance than Method-II (green line). In this comparison, the
CVB strategy based on the min/max elements of the capacitor
voltages (red line) has the worst behavior.
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Fig. 10. Comparison of Eo : (a) 500 var; (b) 1000 var; and (c) 1500 var.

Fig. 11. WTHD comparison: (a) 500 var; (b) 1000 var; and (c) 1500 var.

TABLE I
MEASURED EXECUTING TIME FOR ALL CVB METHODS

2) Output Voltage Error: To measure the accuracy of the
balancing methods respect to the constraint (1c), the error
between the output voltage vo (averaged over each switching
cycle) and the reference v∗

o (provided at the current controller
output) is considered as the second comparison criterion.
The corresponding output voltage error is computed as
follows:

Eo =
1

U ∗
C

√
1

Np

∑

k∈S
(v∗

o [k] − v̄o [k])2 . (19)

From Fig. 10, it is concluded that the errors achieved by all
CVB strategies are less than 1% of the output and there are
no significant differences between them. Then, in practice, all
strategies produce a good tracking of the demanded output
voltage v∗

o represented by constraint (1c).
Finally, the weighted total harmonic distortion (WTHD) in

the voltage vo is computed for each method and summarized in
Fig. 11. From that graphic it is concluded that the CVB methods
based on PS-PWM present the best performance. The min/max
scheme possess the highest WTHD for all cases.

3) Algorithm Executing Times: The overall executing
time for all methods are summarized in Table I. The

Fig. 12. Processing time of the greedy algorithm.

methods based on the greedy algorithm have the lowest exe-
cuting times. This good result is partially explained because
of implementation issues. For methods M-I and M-III, the
algorithms were completely programmed in the DSP and,
on the other side, for methods M-II and M-IIb, the greedy
algorithm was implemented in the DSP while the OSN was
directly programmed in the FPGA. This leads to a reduced
computational burden.

Additionally, for M-II and M-IIb, the execution time is vari-
able because the greedy algorithm stops when the first over-
shoot respect to the voltage reference is produced. Therefore,
its executing time depends on the number of cells required to
modulate v∗

o . Fig. 12 shows the executing time of the greedy al-
gorithm versus the output voltage levels in the cluster. This result
experimentally validates its theoretical processing time O(n).
Furthermore, from Fig. 12, it is concluded that the additional
execution time per cell added into the greedy algorithm was
≈0.26 μ s, value which can be useful to estimate the maximum
number of modules for which this algorithm is suitable. For
instance, if the time to perform the greedy algorithm is lim-
ited to half the sampling period, the maximum number of cells
for which this algorithm could be implemented is nmax = 230
modules (considering the same digital control platform) for a
sampling frequency of 8.1 kHz. Notice that this figure is based
mainly in the processing time of the greedy algorithm and other
time delays, as for instance those produced by the handling
and conversion time of the ADCs, have not been considered.
However, from this analysis it is fair to conclude that the appli-
cation of the greedy algorithm to MMC-CVB is a very efficient
methodology.

C. OFF–ON Test

This test consists on temporarily disabling the balancing con-
trol scheme, activating it again when any of the cell capaci-
tor voltages reaches a threshold of ±50% of their reference
value. The resulting capacitor voltage waveforms for all strate-
gies are shown in Fig. 13. Method-I and II (including min/max
approach) show the fastest recovering response, with balanc-
ing times around 10 ms and 5 ms, respectively. For this test,
Method-III shows the poorest dynamic performance. Moreover,
analyzing the deviation of each capacitor voltage with respect to
the average value ΔuC j , it is concluded that Method-I possess
the lowest deviation. Finally, it is also concluded that the method
based on the full sorted set (Method-II) has a better overall be-
havior than that based on the min/max scheme. Fig. 14 shows
the output voltage and current waveforms corresponding to the
OFF–ON test depicted in Fig. 13(a) and (b).
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Fig. 13. Capacitor voltage waveforms for OFF–ON testing with m = 0.7, S = 2000 var, and nU ∗
C = 360 V: (a) Method-I; (b) Method-II; (c) Method-IIb

(min/mix); (d) Method-III. The second row shows the deviation of each capacitor voltage concerning the average value, i.e., ΔuC j = uΣ1 /n − uC j .

Fig. 14. Output voltage and current waveforms during the OFF–ON test:
(a) Method-I; (b) Method-II.

V. CONCLUSION

This paper presented two MPC-based CVB strategies. Both
methodologies were introduced to efficiently solve the approx-
imated versions of the original control problem, allowing its
implementation for the control of converters with a relatively
large number of cells per cluster. The first method could be eas-
ily integrated with PS-PWM and the second CBV strategy is
simple to integrate with LS-PWM. Thus, a cluster voltage with
a shaped harmonic spectrum was achieved with both methods.

The experimental results validated the effectiveness of the
proposed strategies since both methods achieve the control tar-
gets stated in the original optimization problem, i.e., the ca-
pacitors are well-balanced, and the synthesized cluster output
voltage shows a good tracking of the reference.

The proposed dual CVB method has a steady-state response
similar to the existing PS-PWM based CVB algorithm. Never-
theless, its dynamic performance is much faster. On the other
hand, the primal CVB method produces a slightly higher har-
monic distortion than that produced by the PS-PWM based
methods due (mainly) to the voltage spikes. However, the ex-
perimental results showed that this strategy presents the fastest
dynamic performance.

The computational burden of the dual CVB strategy was
slightly higher than the existing PS-PWM based CVB algo-

rithm. On the other hand, the use of the greedy algorithm with
an OSN allowed the primal CVB strategy scalability to be ap-
plied in MMCs with a large number of cells.
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mento de Ingenierı́a Eléctrica, UTFSM. Since 2015, he has been one
of the Principal Investigators of the Advanced Center for Electrical and
Electronic Engineering Basal Center, Valparaiso, Chile, funded by the
Chilean Research Council. His research interests include topologies and
control of power converters and modern digital control devices (DSPs
and field programmable gate arrays).

Dr. Lezana was the recipient of the IEEE Transactions on Industrial
Electronics Best Paper Award in 2007.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


