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ESTUDIO EXPERIMENTAL DE ESTADOS DINÁMICAMENTE

HIPERUNIFORMES

Esta tesis consiste en un estudio experimental de estados dinámicamente hiperuniformes,
llevado a cabo mediante la caracterización de las �uctuaciones de densidad en un sistema
granular vibrado de geometría cuasi-bidimensional. El Capítulo 1 consta de una introducción
al concepto de hiperuniformidad, así como una revisión de los trabajos previos en este tema
y sus aplicaciones. De manera adicional, se exponen las características fundamentales de los
medios granulares y su reciente vinculación con el estudio de sistemas hiperuniformes. En el
Capítulo 2 se presenta la descripción de las �uctuaciones de densidad mediante la varianza
del número de partículas y el factor de estructura, y posteriormente, la de�nición formal de
hiperuniformidad a través de estas cantidades. En el Capítulo 3, con el propósito de estu-
diar el transporte de granos en el experimento, introducimos el coe�ciente de difusión y su
relación con el desplazamiento cuadrático medio, además de incluir una breve discusión sobre
el concepto de temperatura granular. Estos dos últimos capítulos representan el fundamento
teórico de esta investigación, que nos permite describir el sistema en estudio y analizar los
resultados experimentales obtenidos posteriormente. El Capítulo 4 consta de una descripción
detallada del montaje experimental y de los métodos experimentales utilizados, especí�ca-
mente la detección de partículas y el seguimiento de sus trayectorias. Además, en el Capítulo
5 se incluyen resultados de trabajos previos en este mismo montaje que son útiles para el
posterior análisis de nuestros resultados, tales como la existencia de una transición de fase
de tipo líquido-sólido y los parámetros de orden que permiten describirla. En el Capítulo 6
se exponen los resultados experimentales y su posterior discusión. En especí�co, se muestra
que la varianza del número de partículas no es un parámetro idóneo para caracterizar hipe-
runiformidad en nuestro montaje, debido a efectos de tamaño �nito. Es más, la varianza
del número de partículas puede dar indicaciones erróneas de hiperuniformidad en un sistema
�nito. Sin embargo, el factor de estructura permite observar la supresión de las �uctua-
ciones de densidad a gran escala que caracteriza a un estado hiperuniforme, y demuestra
ser robusto con respecto al tamaño del sistema. De forma adicional, se presenta brevemente
el modelo teórico propuesto por nuestros colaboradores, Rodrigo Soto y Néstor Sepúlveda,
basado en una hipótesis que otorga una posible explicación al origen de los estados hipe-
runiformes generados dinámicamente en este sistema. La solución numérica de este modelo
reproduce los resultados experimentales, en particular la presencia de hiperuniformidad en
el punto crítico. Finalmente, en el Capítulo 7 se presentan las conclusiones más relevantes
de esta tesis, además de propuestas para investigaciones futuras que puedan continuar y
complementar este trabajo.
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Abstract

This thesis consists of an experimental study on dynamic hyperuniformity, carried out through
the characterization of density �uctuations in a vibrated granular setup of quasi-bidimensional
geometry. In Chapter 1 we introduce the concept of hyperuniformity, and review previous
work on this subject and its applications. Additionally, we present the fundamental features
of granular media, and their recent relevance in the study of hyperuniform systems. Chapter 2
introduces the description of density �uctuations through the particle number variance and
the structure factor, and the formal de�nition of hyperuniformity through these quantities.
In Chapter 3, with the aim of studying transport of the grains in the experiment, we intro-
duce the di�usion coe�cient and its relation to the mean square displacement of particles,
and make a brief discussion on the concept of granular temperature. These last two chapters
represent the theoretical background for this research, which allows us to describe the system
under study and analyze subsequently the experimental results obtained. In Chapter 4 we
present a detailed description of the experimental setup and the experimental methods used,
speci�cally, particle detection and tracking of their trajectories. Furthermore, in Chapter 5
we include results from previous work on this same setup, such as the existence of a liquid-to-
solid-like phase transition and the order parameters that describe it. These previous results
are useful for the subsequent analysis of our data. Chapter 6 comprises our experimental
results and the ensuing discussion. Speci�cally, we show that the particle number variance
is not a well-suited parameter in order to characterize hyperuniformity in our setup, due to
�nite size e�ects. Moreover, the particle number variance can give erroneous indications of
hyperuniformity for �nite size systems. On the other hand, the structure factor allows us to
observe the suppression of density �uctuations at large scales, characteristic of a hyperuni-
form state, and proves to be robust to the system size. Additionally, we brie�y illustrate the
theoretical model proposed by our collaborators, Rodrigo Soto and Nestor Sepulveda, based
on a hypothesis that provides a possible explanation to the origin of hyperuniform states
generated dynamically in this experiment. Numerical solution of this model reproduces the
experimental results, particularly the presence of hyperuniformity. Finally, in Chapter 7 we
present the most relevant conclusions of this thesis, as well as a perspective on future research
that could complement and give continuity to this work.
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Chapter 1

Introduction

One of the most remarkable human abilities is pattern recognition: the cognitive process
that matches a perceived stimulus with information retrieved from memory. Our brains are
constantly identifying order, shapes and structures everywhere we look. This phenomenon is
so persistent that it can be misleading, making us see a familiar pattern where there is none.
In 1976, Viking 1 spacecraft, part of NASA's Viking program, took images of Mars surface in
the region called Cydonia. One of the images taken captured the public eye because it bore a
striking resemblance to a human face (see Figure 1.1a). This led many people to believe that
the structure was the remnant of an alien civilization. Later on, higher resolution images
proved it was just a trick of light and shadows. The Italian painter Giuseppe Arcimboldo
(1527-1593) is widely known for producing paintings of simple objects, like fruits, vegetables,
�owers or books, but arranged in such a way that gives them the appearance of human heads
(see Figure 1.1b). In psychology, the term pareidolia is used to describe the phenomenon in
which the mind responds to a vague, random stimulus by mistakenly perceiving a familiar
pattern.

(a)
(b)

Figure 1.1: Pareidolia. (a) Viking 1 processed image of the �Face on Mars�, a hill in the region
of Cydonia in Mars, with the appearance of a humanoid face. Cropped image from NASA,
public domain. (b) The fruit basket, by Giuseppe Arcimboldo (c. 1590), public domain.
Inverting the painting it displays a fruit basket, but the orientation intentionally given by
the artist shows the resemblance of an anthropomorphic face.
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But what happens when there is actually a pattern, a hidden order that we are just not
able to identify? Particularly in physics, we have been studying how matter is structured for
centuries. We have categorized it, among other criteria, according to the degree of order of
its components. We know atoms in a crystalline solid are ordered in a periodic lattice, while
in an amorphous solid, they have no long-range order. In the early 2000s, professor Salvatore
Torquato from Princeton University started studying point con�gurations and density �uc-
tuations of hyperuniform states : systems that, regardless of their degree of local order, look
extremely uniform at large scales [1]. Regular lattices naturally fall into this category, and
thus are named ordered hyperuniform. But more interestingly, there are systems that can be
classi�ed as disordered hyperuniform: while isotropic, with no long-range order, they feature
the suppression of density �uctuations at large scales. Thus, disordered hyperuniformity rep-
resents a �hidden order�, one that we must uncover through the characterization of density
�uctuations of the system in question (see Figure 1.2). This task is usually approached by
direct calculation of the particle number variance in real space, or by the static structure
factor, which measures density �uctuations in Fourier space. However, the di�culty lies
in �nding the best observable for each particular case, as it may happen that one of these
quantities does not show hyperuniformity, while the other does.

(a) (b)

Figure 1.2: Two disordered con�gurations, (a) nonhyperuniform and (b) hyperuniform (b).
The comparison makes evident how di�cult is to detect hyperuniformity by eye, and why it
can be regarded as a �hidden order� [2].

1.1 Hyperuniformity in nature

Since the introduction of the concept, hyperuniformity has been identi�ed in a variety of
systems from diverse �elds, and several potential applications have been theorized due to
novel properties it possesses. In cosmology, the standard theories of structure formation
describe the density �eld in the early universe as a perfectly homogeneous and isotropic dis-
tribution of matter, with the imposition of very small �uctuations, described by the so-called
Harrison-Zeldovich (HZ) power spectrum. After the Cosmic Background Explorer (COBE)
experiment measured for the �rst time the large-scale �uctuations of the temperature in the
cosmic microwave background radiation, results were consistent with the predictions of HZ
spectrum models. Therefore, the HZ spectra became a central pillar of standard models
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of structure formation in the early universe. It was shown by Gabrielli et al. [3] that the
distribution that reproduces the HZ behavior is in fact �superhomogeneous� (which was the
term competing with �hyperuniformity� around the time of publication of their work). Un-
derstanding the physical processes that produce a hyperuniform state could be fundamental
to comprehend how and why the Universe as we know it came to be, since the small density
�uctuations characterized by the HZ spectra are believed to be the reason for the emergence
of galaxies and other structures through a complex dynamical evolution.

Most colors present in the animal kingdom are due to pigmentation. But there are only a
handful of species that can produce a blue pigment, which is the reason why this color is
extremely rare. Some butter�y species have blue colored wings, but it is not pigmentary, it is
a structural color: the scales in their wings are photonic crystals that only allow light in the
blue portion of the visible spectrum to re�ect. Photonic crystals are optical structures that
a�ect the motion of photons analogously to the way a periodic potential in a semiconductor
crystal a�ects the motion of electrons, by de�ning allowed and forbidden energy bands: a
photonic band gap (PBG). But the PBG structure found in butter�y wings has an angular
dependence, inherent to the lack of isotropy imposed by the crystalline structure. Work by
Florescu et al. showed that Complete PBG materials (that is, with an isotropic photonic
band gap) could be designed using hyperuniformity [4]. This was later experimentally proved
by building a hyperuniform arrangement of air enclosing cells formed by a connected network
of dielectric walls that displayed the expected complete PBG [5]. All the current applica-
tions of PBG materials, such as thin-�lm coatings of lenses and mirrors, photonic-crystal
�ber (PCF) and security printing share the limitations of angular dependence, since they
are designed as photonic crystals. A better understanding of how hyperuniformity can be
generated could lead to the production of more advanced materials with a complete PBG.

Vision has the purpose of sampling light to provide an organism with information of its
surroundings, allowing it to survive. According to sampling theory, the most e�ective way to
accomplish this goal is by a perfectly regular 2D array of photoreceptors that allow to evenly
sample the incoming light, in order to generate an accurate representation of the environment.
Any deviation from this highly regular arrangement results in a deteriorated image. Most
arthropods, like insects and crustaceans have this kind of structure in the form of compound
eyes, which consist of thousands of photoreceptive units, or ommatidia, in a periodic lattice
(see Figure 1.3a). Nevertheless, it has been found that the photoreceptive cells in chickens
eyes are disorderly arranged in the retina, which is very surprising considering that diurnal
birds have one of the most sophisticated visual systems of any vertebrate: four types of single
cone cells responsible for color vision (red, green, blue and violet) and double cones involved
in the detection of intensity (see Figure 1.3b). Recent research [6] showed that, not only
the overall distribution of cone cells is hyperuniform, but each cell type when isolated is also
hyperuniform, a phenomenon that has been termed multihyperuniformity. These �ndings
suggest that a disordered hyperuniform pattern may produce a di�erent optimal sampling
arrangement, given the existence of some constraints imposed on the photoreceptors because
of their interactions. Jiao et al. suggest that these constraints represent a compromise
between the tendency of individual cell types to maximize their spatial regularity, and the
counter-e�ect of polydisperse packing of di�erent types of cells.

3



(a)
(b)

Figure 1.3: Examples of hyperuniformity found in nature. (a) Ommatidia of a krill, displaying
a hexagonal lattice organization. Photograph by Uwe Kils, under a CC-BY-SA-3.0 license.
(b) Chicken cone cells have a multihyperuniform distribution in the retina [6].

1.2 Granular matter and hyperuniformity

Beans and condiments in our kitchens, powders in the pharmaceutical industry, landslides
and other geomorphic processes, the asteroid belt in the solar system and cosmic dust clouds
in space; all of these are examples of how vast, diverse and ubiquitous granular matter is. By
de�nition, a granular material is a conglomeration of discrete, solid, macroscopic particles
that interact mainly through solid contacts. Grains can have a variety of shapes and compo-
sitions, and can span over several orders of magnitude in size, but are considered to be large
enough so that thermal �uctuations do not intervene in their motion. In comparison, ther-
mal energy at room temperature (298 K) is of the order of kBT ∼ 10−21 J, while for granular
particles of mass m ∼ 10−6 kg and diameter a ∼ 10−3 m, the energy can be approximated by
mga ∼ 10−9 J.

Figure 1.4: Solid, liquid, and gas �ow regimes obtained by pouring steel beads on a pile [7].

Thus, when there is no energy injection, and the particles are at rest relative to each other
in the presence of gravity, a granular material behaves like a solid. However, this solid lacks
a uniform distribution of stress due to the inhomogeneous distribution of contacts between
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grains. Instead, stress is conducted through force chains, which are networks of particles
resting on one another. On the other hand, if the granular material is driven with su�cient
energy so that contacts between particles become highly infrequent, it behaves like a liquid or
gas (see Figure 1.4). Despite these similarities, granular media has a fundamental di�erence
with conventional states of matter: the dissipative collisions between the grains imply the
need of continuous energy injection in order to sustain a dynamical state. Therefore, they
are intrinsically out of equilibrium.

Recently, hyperuniformity has been observed in a few granular systems. Random jammed
sphere packings were theorized to present hyperuniformity, and have been successfully demon-
strated to do so [8]. As it was mentioned before, the main di�culty lies in �nding the best
observable to describe the suppression of density �uctuations at large scales. In jammed
packings of size-disperse spheres, the structure factor does not display the expected hype-
runiform behavior, despite being observed through the particle number variance. Berthier
et al. show that in this case, the compressibility vanishes for in�nite wavelengths, and thus
proves to be a more adequate quantity to describe the hyperuniform state of the system [9].
In the case of multi-phase media, the particle number variance is not well suited to quan-
tify the �uctuations of density, since it does not account for di�erent volume fractions of
the di�erent phases that compose the system. In this case, a more general de�nition of hy-
peruniformity must be employed, which relies on the variance of the local volume fraction [10].

Our particular case is that of a collection of hard spheres con�ned in a quasi-2D cell, where
the lateral dimensions are much larger than the height of the cell, which is constantly �uidized
through vibration. This system presents a liquid-to-solid-like phase transition where, past
a critical acceleration, a �uidized liquid phase coexists with a solid, crystalline cluster. The
phase transition has the peculiarity of being �rst or second order, depending on the height
of the cell or the particle density, and has been previously characterized [11, 12, 13]. In
this thesis, we present an experimental study of density �uctuations in this system, and
aim to demonstrate the existance of hyperuniform states that are dinamically generated.
Additionally, the analysis of di�usion in the systems grants us an insight on a possible
interpretation of this phenomenon, that could lead to a better understanding on the nature
of hyperuniformity.

1.3 Objectives

To summarize, the main objectives of this thesis are:

• To characterize hyperuniformity in a vibrated granular quasi-2D system that undegoes
a liquid-to-solid-like phase transition.

• To study the transport of the grains, and its relation to the dynamic generation of
hyperuniform states.

1.4 Outline

This thesis is organized as follows: In Chapter 2, we introduce the main quantities used to
measure density �uctuations, in order to formally de�ne the concept of hyperuniformity and
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its characterization. Then, in Chapter 3, we present a brief review on di�usion, which will be
useful to study the transport of grains in our system. In Chapter 4, we present the existing
experimental setup, the improvements done during this thesis, and the computional tools
we use to detect and track particles. In Chapter 5 we present some results from previous
work in this same setup, particularly the order parameter used to characterize the phase
transition present in the system. In Chapter 6, we show the results of the characterization
of hyperuniformity in our particular setup, via the variance of the particle number and the
static structure factor, and the corresponding discussion on which of these parameters is
the best suited for this task. Through the study of di�usion in the system, we propose an
explanation on how these dynamic hyperuniform states are generated in the system. Finally,
in Chapter 7 we present our �nal remarks and an insight on the possible direction for future
research on this topic.
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Chapter 2

Hyperuniformity

The unusual suppression of density �uctuations at large length scales is the central charac-
teristic of hyperuniformity. As we have mentioned before, there is no apparent visual pattern
that can help us identify a hyperuniform state: we must quantify density �uctuations and
verify that they are indeed suppressed for large scales. The di�culty lies in �nding the
best observable to accomplish this task, as it must be done for each particular case. In this
chapter, we review the main tools employed to study density �uctuations, and the de�nition
of hyperuniformity. First, in Section �2.1, we de�ne the particle number variance and the
structure factor as the quantities that allow us to measure density �uctuations in real and
Fourier space, respectively, and then derive the relation between them. In Section �2.2, we
give an intuitive description of the expected behavior of these quantities in a hyperuniform
system, followed by a more thorough mathematical description, which will lay the foundation
for the characterization of hyperuniformity in our particular experiment.

2.1 Density �uctuations in real and reciprocal space

Density �uctuations, as it is well known, contain crucial thermodynamic and structural infor-
mation about many-particle systems. Hence, characterizing them is a fundamental problem
of great interest for a wide variety of areas, such as physics, biology and materials science.
Measurements of galaxy density �uctuations represent a powerful tool to study the large-
scale structure of the Universe [14]. The quanti�cation of density �uctuations has revealed
that structures within cells have a fractal nature [15], and has been used to distinguish the
spatial distribution of cancer cells from that of normal, healthy cells [16]. In granular media,
density �uctuations have allowed us to explore structure and collective motion of vibrated
grains [11, 12, 17]. Henceforth, we will de�ne the main tools used to describe density �uctu-
ations in a system.
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2.1.1 Structure factor and total correlation function

Let us consider a system of N particles in a volume V in Rn, with con�guration rN =
r1, r2, . . . , rN . The local number density at position x is given by

ρ(x) =
N∑
j=1

δ(x− rj) , (2.1.1)

where δ(x) is the Dirac delta function. We can de�ne the probability density P
(
rN
)
, such

that P
(
rN
)

drN gives the probability of �nding partice 1 in volume element dr1 about r1,
particle 2 in volume element dr2 about r2, and so on. Thus, P

(
rN
)
normalizes to unity and

drN ≡ dr1 dr2 · · · drN represents the (N × n)-dimensional volume element. The ensemble
average of any function f

(
rN
)
is given by〈

f
(
rN
)〉

=

∫
V

· · ·
∫
V

f
(
rN
)
P
(
rN
)

drN . (2.1.2)

Given that complete statistical information is usually unavailable, it is convenient to introduce
the reduced generic density function pj(rj) (j < N), de�ned as

pj
(
rj
)

=
N !

(N − j)!

∫
V

· · ·
∫
V

PN
(
rN
)

drN−j , (2.1.3)

where drN−j ≡ drj+1 rj+1 · · · rN . In words, pj(rj) drj is proportional to the probability of
�nding any j ≤ N particles with con�guration rj in volume element drj. For statistically
homogeneous media, pj(rj) is translationally invariant so it must depend only on the relative
displacements, say with respect to r1:

pj
(
rj
)

= pj(r12, r13, . . . , r1j) , (2.1.4)

where rij = rj − ri.

Note that the de�nition in equation (2.1.3) implies that∫
V

pj
(
rj
)

drj =
N !

(N − j)! , (2.1.5)

where drj = dr1 dr2 · · · drj. In particular, for the one-particle function p1(r1),∫
V

p1(r1) dr1 =
N !

(N − 1)!
= N , (2.1.6)

and therefore, p1(r1) is just equal to the constant number density of particles ρ0, that is,

p1(r1) = ρ0 ≡ lim
N,V→∞

N

V
, (2.1.7)

where we have taken the thermodynamic limit. Additionally, if we calculate the average of
the product of two Dirac deltas, we obtain〈

N∑
i=1

∑
j 6=i

δ(x− ri)δ(x
′ − rj)

〉
=

∫
V

N∑
i=1

∑
j 6=i

δ(x− ri)δ(x
′ − rj)P

(
rN
)

drN (2.1.8)

=

∫
V

N(N − 1)P
(
rN
)

drN−2 (2.1.9)

=
N !

(N − 1)!

∫
V

P
(
rN
)

drN−2 , (2.1.10)
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which is just p2(x,x′). Therefore, we have the alternative expression,

p2(r) =

〈
N∑
i=1

∑
j 6=i

δ(x− ri)δ(x
′ − rj)

〉
, (2.1.11)

where r ≡ x − x′, assuming translational invariance. Now, we de�ne the pair correlation
function,

g2(r) =
p2(r)

ρ2
0

. (2.1.12)

In systems without long-range order and in which the particles are mutually far from one
another, p2(r) → ρ2

0 and therefore, g2(r2) → 1. Thus, deviation of g2 from unity provides a
measure of the degree of spatial correlation between the particles, with unity corresponding
to no spatial correlation at all. On the other hand, the total correlation function,

h(r) = g2(r)− 1 , (2.1.13)

is de�ned in such a way that is zero when there are no spatial correlations in the system.

The static structure factor measures density �uctuations in the reciprocal space. The Fourier
transform of an absolutely integrable function f(x) in n dimensions is given by

f̂(k) =

∫
f(x)e−ik·x , (2.1.14)

and the associated inverse transform is

f(x) =
1

(2π)n

∫
f̂(k)eik·x . (2.1.15)

Accordingly, the structure factor is de�ned as

S(k) =

〈
|ρ̂(k)|2

〉
N

, (2.1.16)

where ρ̂(k) is the Fourier transform of the density,

ρ̂(k) =

∫
ρ(x)e−ik·x dx (2.1.17)

=

∫ N∑
j=1

δ(x− rj)e
−ik·x dx (2.1.18)

=
N∑
j=1

e−ik·rj . (2.1.19)

In condensed matter, the structure factor is used to describe the scattering of incident radia-
tion on materials. For regular lattices, S(k) exhibits sharp peaks at certain wavelengths that
are related to the structure of the crystal. X-ray crystallography allows us to identify the
crystalline structure of a material by measuring the intensity of X-rays scattered in di�erent
directions, which is related to the structure factor [18]. In liquids, the lack of long-range order
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implies that there are no sharp peaks in S(k), although it can display a certain degree of
short to medium range order depending on the strength of the interaction between particles
or their density [19]. X-ray di�raction can be used to measure the structure factor directly,
and it can also be calculated for hard-sphere models with di�erent types of interaction po-
tentials (See Figure 2.1).

2

1

0

S(
q)

86420
qR

Figure 2.1: Calculated structure factor of a hard-sphere �uid, with wavenumber q and particle
radius R. The existance of short or medium range order produces the peak observed. Figure
adapted from image by Dcconsta at Wikimedia Commons, under a CC-BY-SA-3.0 license.

The structure factor is also related to the fourier transform of the total correlation function.
From the de�nition, we obtain

S(k) =
1

N

〈
ρ̂(k)ρ̂†(k)

〉
(2.1.20)

=
1

N

〈
N∑
i=1

N∑
j=1

e−ik·(ri−rj)

〉
(2.1.21)

=1 +
1

N

〈
N∑
i=1

N∑
j 6=i

e−ik·(ri−rj)

〉
(2.1.22)

=1 +
1

N

〈
N∑
i=1

N∑
j 6=i

∫ ∫
e−ik·(x−x′)δ(x− ri)δ(x

′ − rj) dx dx′

〉
(2.1.23)

=1 +
1

N

∫ ∫
e−ik·(x−x′)

〈
N∑
i=1

N∑
j 6=i

δ(x− ri)δ(x
′ − rj)

〉
dx dx′ (2.1.24)

=1 +
1

N

∫ ∫
e−ik·(x−x′)p2(x− x′) dx dx′ , (2.1.25)

where we have used equation (2.1.11). Exploiting our assumption of translational invariance
to integrate over x′ and recalling that r = x− x′, it yields
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S(k) =1 +
1

ρ0

∫
e−ik·rp2(r) dr (2.1.26)

=1 +
1

ρ0

∫
e−ik·rρ2

0g2(r) dr (2.1.27)

=1 + ρ0

∫
e−ik·rg2(r) dr . (2.1.28)

The last integral ressembles a Fourier transform of the pair correlation function. However,
g2(r) is not absolutely integrable, as lim|r|→∞ g2(r) = 1. To bypass this, we extract the
singularity from the integral,

S(k) =1 + ρ0

∫
e−ik·r(g2(r)− 1 + 1) dr (2.1.29)

=1 + ρ0

∫
e−ik·r(g2(r)− 1) dr + ρ0

∫
e−ik·r dr . (2.1.30)

But the parenthesis is just h(r), and the last term is proportional to a Dirac delta in Fourier
space. Hence,

S(k) =1 + ρ0

∫
e−ik·rh(r) dr + (2π)nρ0δ(k) (2.1.31)

=1 + ρ0ĥ(k) + (2π)nρ0δ(k) , (2.1.32)

remarking that the Fourier transform of the total correlation function, ĥ(k), is well de�ned.
This result implies that the structure factor has a singularity for k = 0. Experimentally, this
corresponds to forward scattering, that is, radiation that passes through the sample unscat-
tered. Henceforth, we will ignore this contribution in the structure factor, and therefore,

S(k) = 1 + ρ0ĥ(k) . (2.1.33)

2.1.2 Particle number variance

The particle number variance measures density �uctuations in real space. We will consider
an observation window Ω whose geometry is characterized by parameters R. For a spherical
window, R would represent its radius, while for a square window, its side. The particle
number variance in an observation window Ω is de�ned as

σ2
N(R) =

〈
N(R)2〉− 〈N(R)〉2 , (2.1.34)

where 〈N(R)〉 is the average number of particles inside Ω. Let us introduce the window
indicator function

υ(x− x0) =

{
1 , x ∈ Ω

0 , x /∈ Ω ,
(2.1.35)
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for a window with centroid x0. The number of particles contained within the window Ω
centered at x0, which we will denote NΩ(x0; R), is given by

NΩ(x0; R) =

∫
V

ρ(x)υ(x− x0; R) dx (2.1.36)

=
N∑
j=1

∫
V

δ(x− rj)υ(x− x0; R) dx (2.1.37)

=
N∑
j=1

υ(rj − x0; R) . (2.1.38)

Therefore, the average number of particles within an observation window Ω can be calculated
as

〈N(R)〉 =

∫
V

NΩ(x0; R)P
(
rN
)

drN (2.1.39)

=

∫
V

N∑
j=1

υ(rj − x0; R)P
(
rN
)

drN (2.1.40)

=

∫
V

Nυ(r1 − x0; R)P
(
rN
)

drN , (2.1.41)

where we have replaced the sum by N times a single term, given that we are integrating over
every possible con�guration of the system. Now, we will separate the di�erential, to make
use of equation (2.1.3),

〈N(R)〉 =

∫
V

Nυ(r1 − x0; R)

(∫
V

P
(
rN
)

drN−1

)
dr1 (2.1.42)

=

∫
V

Nυ(r1 − x0; R)

(
(N − 1)!

N !
p1(r1)

)
dr1 (2.1.43)

=

∫
V

υ(r1 − x0; R)p1(r1) dr1 . (2.1.44)

Here, we recall that p1(r1) = ρ0, thus yielding

〈N(R)〉 =ρ0

∫
V

υ(r1 − x0; R) dr1 (2.1.45)

=ρ0

∫
V

υ(r− x0; R) dr , (2.1.46)

where we have dropped the subindex for r. Additionally, the translational invariance implies
that the average cannot depend on the position of the window, x0, thus

〈N(R)〉 = ρ0

∫
V

υ(r; R) dr . (2.1.47)

But now the integral is just the volume of the window Ω, therefore

〈N(R)〉 = ρ0V1(R) , (2.1.48)
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where we have de�ned the volume as

V1(R) =

∫
Rn

υ(r; R) dr . (2.1.49)

Similarly, we can calculate the ensemble average of the number of particles inside Ω squared〈
N2(R)

〉
=

∫
V

N2
Ω(x0; R)P

(
rN
)

drN (2.1.50)

=

∫
V

(
N∑
i=1

υ(ri − x0; R)

)2

P
(
rN
)

drN . (2.1.51)

If we expand the square of the sum, it allows us to split the integral〈
N2(R)

〉
=

∫
V

(
N∑
i=1

υ2(ri − x0; R)

+2
N∑
i=1

∑
j 6=i

υ(ri − x0; R)υ(rj − x0; R)

)
P
(
rN
)

drN (2.1.52)

=

∫
V

N∑
i=1

υ2(ri − x0; R)P
(
rN
)

drN

+ 2

∫
V

N∑
i=1

∑
j 6=i

υ(ri − x0; R)υ(rj − x0; R)P
(
rN
)

drN . (2.1.53)

Now, we note that υ2(rj − x0; R) = υ(rj − x0; R), and thus

〈
N2(R)

〉
=

∫
V

N∑
j=1

υ(rj − x0; R)P
(
rN
)

drN

+ 2

∫
V

N∑
i=1

∑
j 6=i

υ(ri − x0; R)υ(rj − x0; R)P
(
rN
)

drN . (2.1.54)

But the �rst integral is just 〈N(R)〉. As for the second integral, we replace the sum of pairs
by N(N − 1)/2 (since the contribution of any particle pair is identical) yielding〈

N2(R)
〉

= 〈N(R)〉+ 2

∫
V

N(N − 1)

2
υ(r1 − x0; R)υ(r2 − x0; R)P

(
rN
)

drN (2.1.55)

= 〈N(R)〉+

∫
V

N(N − 1)υ(r1 − x0; R)υ(r2 − x0; R)P
(
rN
)

drN . (2.1.56)

Now, we will separate the di�erential again, to make use of equation (2.1.3)〈
N2(R)

〉
= 〈N(R)〉

+

∫
V

N(N − 1)υ(r1 − x0; R)υ(r2 − x0; R)

(∫
V

P
(
rN
)

drN−2

)
dr1 dr2 (2.1.57)

= 〈N(R)〉

+

∫
V

N(N − 1)υ(r1 − x0; R)υ(r2 − x0; R)

(
(N − 2)!

N !
p2(r1, r2)

)
dr1 dr2 ,

(2.1.58)
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which �nally yields〈
N2(R)

〉
= 〈N(R)〉+

∫
V

υ(r1 − x0; R)υ(r2 − x0; R)p2(r1, r2) dr1 dr2 . (2.1.59)

Now we use equation (2.1.44) to calculate the average of the number of particles squared as

〈N(R)〉2 =

∫
V

υ(r1 − x0; R)υ(r2 − x0; R)p1(r1)p1(r2) dr1 dr2 (2.1.60)

=

∫
V

υ(r1 − x0; R)υ(r2 − x0; R)ρ2
0 dr1 dr2 , (2.1.61)

where we have used that p1(r1) = p1(r2) = ρ0.

Replacing equations (2.1.59) and (2.1.61) in the de�nition of the particle number variance
(2.1.34), we obtain

σ2
N = 〈N(R)〉+

∫
V

(
p2(r1, r2)− ρ2

0

)
υ(r1 − x0; R)υ(r2 − x0; R) dr1 dr2 (2.1.62)

= 〈N(R)〉
[
1 +

1

〈N(R)〉

∫
V

(
p2(r1, r2)− ρ2

0

)
υ(r1 − x0; R)υ(r2 − x0; R) dr1 dr2

]
(2.1.63)

Now we recall equation (2.1.48), and factor ρ2
0 out of the integral, which yields

σ2
N = 〈N(R)〉

[
1 +

1

ρ0V1(R)
ρ2

0

∫
V

(
p2(r1, r2)

ρ2
0

− 1

)
υ(r1 − x0; R)υ(r2 − x0; R) dr1 dr2

]
(2.1.64)

= 〈N(R)〉
[
1 + ρ0

∫
V

(
p2(r1, r2)

ρ2
0

− 1

)
υ(r1 − x0; R)υ(r2 − x0; R)

V1(R)
dr1 dr2

]
(2.1.65)

= 〈N(R)〉
[
1 + ρ0

∫
V

(
p2(r12)

ρ2
0

− 1

)
υ(r1 − x0; R)υ(r2 − x0; R)

V1(R)
dr1 dr2

]
, (2.1.66)

where, in the last line, we have invoked translational invariance once again. De�ning the
intersection volume of two windows (with the same orientations)

V int
2 (r; R) ≡

∫
Rn

υ(r1 − x0; R)υ(r2 − x0; R) dx0 (2.1.67)

=

∫
Rn

υ(x0; R)υ(x0 + r; R) dx0 , (2.1.68)

where r ≡ r12 is the distance between the centroids of the two windows, and noticing that
the quantity inside the parenthesis is just the total correlation function, h(r), we can rewrite
equation (2.1.66) as

σ2
N = 〈N(R)〉

[
1 + ρ0

∫
Rn

h(r)
V int

2 (r; R)

V1(R)
dr

]
(2.1.69)

= 〈N(R)〉
[
1 + ρ0

∫
Rn

h(r)Λ(r; R) dr

]
, (2.1.70)
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where

Λ(r; R) ≡V
int

2 (r; R)

V1(R)
(2.1.71)

is the scaled intersection volume.

Plancherel's theorem in Fourier analysis states that the inner product of complex functions,
f and g, is related to the inner product of their Fourier transforms, f̂ and ĝ, as∫

f · g† dr =
1

(2π)n

∫
f̂ · ĝ† dk . (2.1.72)

Thus, we can express equation (2.1.70) in terms of the Fourier transforms of h(r) and Λ(r; R):

σ2
N = 〈N(R)〉

[
1 +

ρ0

(2π)n

∫
ĥ(k)Λ̂(k; R) dk

]
, (2.1.73)

where

Λ̂(k; R) =
V̂ int

2 (k; R)

V1(R)
. (2.1.74)

But the Fourier transform of V int
2 corresponds to

V̂ int
2 (k; R) = υ̂2(k,R) , (2.1.75)

where υ̂(k,R) is the Fourier transform of the window indicator function. Then,

Λ̂(k; R) =
υ̂2(k,R)

V1(R)
. (2.1.76)

Turning back to the particle number variance

σ2
N = 〈N(R)〉

[
1 +

1

(2π)n

∫
ρ0ĥ(k)Λ̂(k; R) dk

]
, (2.1.77)

using equation (2.1.33), we rewrite

σ2
N = 〈N(R)〉

[
1 +

1

(2π)n

∫
(S(k)− 1)Λ̂(k; R) dk

]
, (2.1.78)

and splitting the integral, we obtain

σ2
N = 〈N(R)〉

[
1 +

1

(2π)n

∫
S(k)Λ̂(k; R) dk− 1

(2π)n

∫
Λ̂(k; R) dk

]
. (2.1.79)

However, with equation (2.1.76) and Plancherel's theorem, the second integral yields

1

(2π)n

∫
Λ̂(r; R) dr =

1

(2π)n

∫
υ̂2(k,R)

V1(R)
dk (2.1.80)

=
1

V1(R)

1

(2π)n

∫
υ̂2(k,R) dk (2.1.81)

=
1

V1(R)

∫
υ2(r,R) dr (2.1.82)

=
1

V1(R)

∫
υ(r,R) dr . (2.1.83)

=1 , (2.1.84)
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where we have recalled equation (2.1.49). Replacing this result in equation (2.1.79), we �nally
obtain

σ2
N(R) = 〈N(R)〉 1

(2π)n

∫
S(k)Λ̂(k; R) dk . (2.1.85)

This last result reveals the expected equivalence of measuring density �uctuations in real
space, through the particle number variance, or Fourier space, through the structure factor.

2.2 Characterization of hyperuniformity

We have stablished the particle number variance and structure factor as means to quantify
density �uctuations in real and reciprocal space, respectively, and the equivalence of both
descriptions. As we have previously stated, hyperuniform systems are characterized by the
suppression of density �uctuations on large scales. In this section we will give a hand-waving
explanation of what this means in terms of σ2

N and S(k), followed by a more thorough
mathematical description.

2.2.1 Hyperuniformity

Let us consider a system of particles distributed arbitrarily in 2D, and a circular window
of radius R which encloses a part of this system. The average number of particles con�ned
by the window should be proportional to its area (as we found in equation (2.1.48)), but
the behavior of the particle number variance should depend on the particular distribution.
Figure 2.2a shows a pictoric representation of a disordered distribution of particles in 2D. We
observe that the variation in the number of particles enclosed by the circles grows with the
area, since the density of particles varies within the circle. Therefore, the particle number
variance should be proportional to the area of the window.

37
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(c)

Figure 2.2: Schematic of the number of particles enclosed by circles for a disordered non-
hyperuniform system (a), a regular lattice (b) and a disordered hyperuniform system (c). The
variation in the number of particles inside small circles for a hyperuniform state is similar to
that of an arbitrary disordered system, but for large circles this variation decays, like in the
regular lattice.
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Now we consider a regular lattice in 2D, as in Figure 2.2b. Observe that for small circles,
there is no variation on the number of particles. As we increase the circle radius, the number
of particles varies more, but not as much as for the disordered distribution in Figure 2.2a. In
fact, variation only occurs at the boundary, because the regularity of the lattice makes the
number of particles in the bulk virtually constant for same-size circles. Thus, for a regular
lattice, the variance is proportional to the perimeter of the circular window.

Figure 2.2c shows a disordered hyperuniform distribution in 2D. We observe that the variation
of the number of particles for small circles is similar to the disordered case in Figure 2.2a,
but for large circles, it reproduces the behavior of regular lattices. This large-scale decay
of the particle correlations can be used to characterize hyperuniformity: any 2D system in
which the particle number variance grows slower than the area of an observation window, in
the in�nite window-size limit, is hyperuniform [1]. For a hyperuniform system of arbitrary
dimension n,

lim
R→∞

σ2
N(R)

V1(R)
= 0 , (2.2.1)

where R→∞ denotes the limit in which the window Ω grows in�nitely large in a self-similar
fashion (that is, preserving its shape and orientation). The statement in equation (2.2.1)
automatically implies that the 2D regular lattice in Figure 2.2b is hyperuniform, and in fact,
it is ordered hyperuniform. Naturally, the system shown in Figure 2.2c is an example of
disordered hyperuniformity.

In order to observe the suppression of large scale density �uctuations, the structure factor
must satisfy [20]

lim
|k|→0

S(k) = 0 . (2.2.2)

(a) (b)

Figure 2.3: Scattering patterns for two distinctly di�erent hyperuniform systems: (a) a six-
fold symmetric crystal and (b) a disordered �stealthy� hyperuniform system. Observe that
the stealthy hyperuniform system has no scattering in a circular region around the origin.
[21]
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As we previously stated, the structure factor is intimately related to the scattering pattern of
a material. Figure 2.3a presents a scattering pattern for a six-fold symmetric crystal, showing
peaks for certain wavevectors associated with the crystalline structure. Figure 2.3b shows
the scattering pattern for a �stealthy� disordered hyperuniform. Stealthy hyperuniformity
corresponds to systems in which density �uctuations are suppressed for a range of wavevectors
around the origin, i.e.,

S(k) = 0, 0 < |k| < K , (2.2.3)

where K is some positive number. As we observe in �gure 2.3b, there is a circular region
close to the origin where scattering intensity is exactly zero (discarding forward scattering),
a highly exotic situation for an amorphous state of matter.

Now, we will show that the conditions for hyperuniformity expressed in equations (2.2.1)
and (2.2.2) are in fact, equivalent. We turn back to equation (2.1.85), and take the in�nite
window-size limit previusly de�ned, R → ∞ (that preserves orientation and shape of the
window). In this limit, given that the Λ(k,R) → 1, the Fourier transform Λ̂(k,R) tends to
(2π)nδ(k), with δ(k), the n-dimensional Dirac delta. Therefore, we can write

lim
R→∞

σ2
N(R) = 〈N(R)〉 1

(2π)n

∫
S(k)(2π)nδ(k) dk (2.2.4)

= 〈N(R)〉S(k = 0) . (2.2.5)

Dividing by 〈N(R)〉 = ρ0V1(R), we obtain

lim
R→∞

σ2
N(R)

〈N(R)〉 = lim
|k|→0

S(k) . (2.2.6)

Hence, the suppression of density �uctuations for small wavenumbers on the structure factor,

lim
|k|→0

S(k) = 0 , (2.2.7)

is equivalent to the particle number variance obeying

lim
R→∞

σ2
N(R)

V1(R)
= 0 , (2.2.8)

that is, particle number variance as a function of window size grows slower than the window
volume, in the in�nitely large window limit.

2.2.2 Asymptotic scalings and hyperuniformity classes

So far, we are aware of the conditions necessary for hyperuniformity, in particular, that the
particle number variance must grow slower than the volume of the observation window. But
we do not know how exactly should it behave in the large window size limit. In this section,
we will derive the expected scaling laws for σ2

N in that limit.
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Subsequent results will be given for the case of a n-dimensional spherical (hyperspherical)
window of radius R centered at position x0. Thus, the window indicator function de�ned in
equation (2.1.35) is replaced by the Heaviside step function

Θ(R− |x− x0|) =

{
0 , |x− x0| > R ,

1 , |x− x0| ≤ R
(2.2.9)

and the window volume becomes

V1(R) =
πn/2

Γ(1 + n/2)
Rn , (2.2.10)

which is, as expected, the volume of a hypersphere of dimension n and radius R (Γ(·) is the
Gamma function).

Let us assume that the structure factor goes to zero in the limit |k| → 0 with the power-law
form

S(k) ∼ |k|α , (2.2.11)

where α > 0. Note that α cannot be negative for a hyperuniform system, since that would
mean that density �uctuations diverge at large scales. Neither can α be zero, otherwise
density �uctuations would be constant, and therefore not completetely suppressed in the
in�nite-wavelength limit. Thus, we wish to obtain the exponent β such that

σ2
N(R) ∼ Rβ (2.2.12)

in the limit R→∞, and �nd the relation between α and β.

Through a series representation of the scaled intersection volume, Λ(r;R), it is possible
to derive the following asymptotic formula for the particle number variance in the limit
R→∞ [22]:

σ2
N(R) = 〈N(R)〉

[
AN(R) +

BN(R)

R
+ o
{

(R)−1}] (2.2.13)

=AN(R)Rn +BN(R)Rn−1 + o
{

(R)n−1} , (2.2.14)

where o{x} denotes all terms of order less than x, and AN(R) and BN(R) are n-dependent
asymptotic coe�cients that multiply terms proportional to the window volume (Rn) and
surface area (Rn−1), respectively. These volume and surface-area coe�cients are explicitly
given by

AN =1 + ρ0

∫
|r|<2R

h(r) dr , (2.2.15)

BN =− ρ0Γ(1 + n/2)

Γ((n+ 1)/2)Γ(1/2)

∫
|r|<2R

h(r)|r| dr . (2.2.16)

Note that the restriction on the domain of integration comes from the support of the scaled
intersection volume, Λ(r;R), and hence results in AN and BN generally depending on R.
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In the limit R → ∞, the volume coe�cient AN is equal to the structure factor S(k) in the
zero-wavenumber limit, i.e.,

AN ≡ lim
R→∞

AN = lim
|k|→0

S(k) . (2.2.17)

We call AN , the global volume coe�cient. Accordingly, a hyperuniform system is one in
which the global volume coe�cient vanishes, that is,

AN = lim
|k|→0

S(k) = 0 . (2.2.18)

Disordered point con�gurations associated with equilibrium molecular systems with a vari-
ety of interaction potentials (e.g., hard-sphere, square-well, and Lennard-Jones) yield positive
values of the coe�cient AN in gaseous, liquid, and many solid states. Indeed, because of the
�uctuation-compressibility theorem [19], any equilibrium system with a strictly positive com-
pressibility will have a strictly positive volume coe�cient, and therefore be nonhyperuniform.

Given that the structure factor and the total correlation function are related by the Fourier
transform, if one follows a power law, so does the other, with the exponents related by the
dimension of the space. Indeed, given that we assumed S(k) ∼ |k|α, then

h(r) ∼ 1

rn+α
, (2.2.19)

for r ≡ |r| → ∞. We will use this expression to calculate the asymptotic value of the surface-
area coe�cient, BN(R). Taking the lower limit of the integral to be some (large-value) r0

and the upper limit to be R, equation (2.2.16) yields

BN(R) ∼
∫ R

r0

1

rn+α
r dr , (2.2.20)

and using that dr ∼ rn−1 dr (in euclidean Rn space), we obtain

BN(R) ∼
∫ R

r0

1

rn+α
|r|n dr (2.2.21)

∼
∫ R

r0

dr

rα
. (2.2.22)

Now, there are three cases for α, which will allow us to de�ne distinct hyperniformity classes:

• If α > 1, given that R → ∞, the last integral converges to a constant which we will
denote BN , the global surface-area coe�cient. Therefore, equation (2.2.14) yields

σ2
N ∼ BNR

n−1 , (2.2.23)

and then β = n − 1. Any system in which the surface-area coe�cient converges to a
constant is a class I hyperuniform system. This includes not only systems with a total
correlation function that scales as in equation (2.2.19), but also any other with h(r)
decaying su�ciently fast. Examples of class I hyperuniformity are perfect crystals and
a large group of perfect quasicrystals, all of which are characterized by Bragg peaks
in reciprocal space, and additionally, stealthy disordered hyperuniform patterns and
some disordered point con�gurations in which the total correlation function decays
exponentially fast or faster, or at least faster than 1/|r|n+1, [2].
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• If α = 1, then the integral in equation (2.2.22) yields BN(R) ∼ logR, and therefore

σ2
N ∼ Rn−1 logR , (2.2.24)

which we refer to as class II hyperuniformity. Examples include some quasicrystals [23],
density �uctuations in early Universe mentioned before [3], maximally random jammed
packings [8, 10], zeros of the Riemann zeta function and eigenvalues of random matrices
[24], super�uid helium [25] and perfect glasses [26].

• Finally, if 0 < α < 1, from equation (2.2.22) we obtain BN(R) ∼ R1−α. Thus,

σ2
N ∼BN(R)Rn−1 (2.2.25)

∼R1−αRn−1 (2.2.26)

=Rn−α , (2.2.27)

and consequently, β = n−α, which de�nes class III hyperuniformity. Examples within
this class include critical absorbing states [27], perfect glasses [26], and perturbed lat-
tices [28].

Summarizing, if S(k) ∼ |k|α, then the particle number variance has the large-scale behavior:

σ2
N =


Rn−1 , α > 1 (Class I)

Rn−1 logR , α = 1 (Class II)

Rn−α , 0 < α < 1 (Class III)

(2.2.28)

2.2.3 Other characterizations

In heterogeneous media, the particle number variance is not well suited to detect the sup-
presion of density �uctuations in real space. An alternative formulation of hyperuniformity
involves the variance of the local volume fraction

σ2
τi

(R) =
〈
τi(R)2〉− φ2

i , (2.2.29)

where τi is the local volume fraction of phase i inside a n-dimensional spherical window of
radius R, and φi is the (usual) global volume fraction of phase i. The local volume fraction
is de�ned as

τi(x0;R) =
1

V1(R)

∫
Fi(x)υ(x− x0;R) dx , (2.2.30)

where

Fi(x) =

{
1 , x in phase i ,

0 , x not in phase i
(2.2.31)

is the phase indicator function. Non-hyperuniform disordered media, such as typical liquids
or glases, have the scaling σ2

τ ∼ R−n. By contrast, a hyperuniform system will have volume-
fraction �uctuations decreasing faster than R−n. This description has been proven succesful
in identifying hyperuniformity in colloids [10] or polymers [29], since it takes into account
the dissimilar volume fraction of multi-phase media or the size of particles in polydisperse
systems.
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There are other situations where neither σ2
N nor S(k) have been found useful in characterizing

the suppression of density �uctuations at large scales. Quasicrystals, which lack periodicity
but have long-range order, are expected to present hyperuniformity. However, it has been
shown that it is impossible to observe it through the structure factor (which is discontinuous),
and instead, a cumulative or integrated intensity function must be de�ned, which displays
the expected scaling [23]. In jammed packings of polydisperse spheres, the structure factor
does not decay to zero for small wavenumbers, but rather the compressibility [9].
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Chapter 3

Di�usion in granular systems

Phenomenologically, di�usion is the movement of a substance from a region of higher con-
centration to a region of lower concentration, withour involving bulk motion (i.e., without
advection). The term commonly refers to the intermixture of the components of two or more
substances, but henceforth we will use di�usion refering to self-di�usion: the spreading of
the components of a single substance.

Driven granular media has long been recognized to have properties similar to those of or-
dinary �uids. In the same fashion as concentration gradients in a liquid induce di�usion of
the molecules, the constituents of a �uidized granular system could be expected to di�use
from regions of higher to lower agitation. As a matter of fact, there has been extensive work
on this matter, with expertimental studies of di�usion in granular shear �ows [30, 31] and
�uidized beds [32], and the development of theory and simulations of di�usion in granular
�uids [33, 34, 35, 36], to name a few examples.

In Section �3.1 we review Fick's laws of di�usion, namely the de�nition of the di�usion
coe�cient, and the derivation of the di�usion equation. Then, in Section �3.2 we de�ne
the mean square displacement of particles and derive its relation to the di�usion coe�cient.
Finally, in Section �3.3, we make a brief account on the concept of granular temperature.

3.1 The laws of di�usion

The laws governing the transport of mass through di�usive means were �rst reported by
Adolf Fick in 1855 [37]. Based on the previous work of Thomas Graham on di�usion of
gases (1833), Fick's experiments consisted in measuring the concentrations and �uxes of salt,
di�using between a reservoir through a water tube, and into fresh water. These experiments
allowed Fick to derive his �rst law, concerning the relation between the �ux of a substance
and the concentration gradient, as well as his second law, commonly known as the di�usion
equation.
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3.1.1 Fick's �rst law

We will reproduce a simple derivation of Fick's �rst law from random walks, as done by
Howard Berg [38]. Consider a collection of particles moving randomly in 1D, within a length
scale ∆x and time ∆t. Let N(x, t) be the number of particles at position x and time t. Then,
at a time t, half of the particles at x would have crossed to the left of the cross section A
(perpendicular to the x axis), while half of the particles at x+ ∆x would have crossed to the
right of the cross section A (See Figure 3.1). Thus, the net number of particles crossing to
the right will be −1

2
(N(x+ ∆x, t)−N(x, t)). To obtain the net �ux, we divide by the cross

section area A, and the time interval ∆t

Jx(x, t) = −1

2

(
N(x+ ∆x, t)−N(x, t)

A∆t

)
. (3.1.1)

Now, we multiply by (∆x)2/(∆x)2 and rearrange, obtaining

N(x, t) N(x + ∆x, t)

Figure 3.1: Diagram for derivation of the di�usion equation. N(x, t) is the number of particles
at position x and time t.

Jx(x, t) = −D 1

∆x

(
N(x+ ∆x, t)

A∆x
− N(x, t)

A∆x

)
, (3.1.2)

where D ≡ (∆x)2

2∆t
is the di�usion coe�cient. Note that we can de�ne ρ(x, t) ≡ N(x,t)

A∆x
as the

number density (or concentration), i.e. the number of particles per unit volume at position
x and time t. Therefore, we rewrite the last equation as

Jx(x, t) = −D
(
ρ(x+ ∆x, t)− ρ(x, t)

∆x

)
. (3.1.3)

Taking the limit ∆x→ 0, yields

Jx = −D∂ρ

∂x
. (3.1.4)

This equation, known as Fick's �rst law, states that the net �ux is proportional to the
negative of the slope of the concentration. If the particles are uniformly distributed, there
is no gradient, and therefore the �ux is zero. If there is a concentration gradient, particles
di�use from higher concentration regions to lower concentration regions. Extending this
equation to the 3D case is straightforward

J = −D∇ρ , (3.1.5)
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where we have used Jy = −D ∂ρ
∂y

and Jz = −D ∂ρ
∂z
. Note that here we have assumed the system

is isotropic. In anisotropic media, D depends on the direction, so it becomes a symmetric
tensor D = Dij, changing Fick's �rst law to

Ji = −Dij
∂ρ

∂xj
, (3.1.6)

where Einstein's notation is applied.

3.1.2 Di�usion equation

In order to derive Fick's second law, we make use of the continuity equation, which re�ects
the conservation of mass in the system. This equation is derived by adding up the rate at
which mass is �owing in and out of a control volume dV , and setting the net �ow equal to
the rate of change of mass within it, ∂ρ

∂t
dV (see �gure 3.2).

Jx(x + dx)

Jz(z + dz)

Jy(y + dy)

Jx(x)

Jz(z)
Jy(y)

dV

z
y

x

Figure 3.2: Scheme for the derivation of the continuity equation. Red arrows are incoming
�ux, blue arrows are outgoing �ux. As an example, the net mass change in the x direction
is equal to Jx(x)− Jx(x+ dx).

Let J be the mass �ux. Equating the mass �ow rates into and out of the di�erential control
volume, we obtain

(Jx(x)− Jx(x+ dx)) dy dz + (Jy(y)− Jy(y + dy)) dz dx

+(Jz(z)− Jz(z + dz)) dx dy =
∂ρ

∂t
dV (3.1.7)

−(Jx(x+ dx)− Jx(x))

dx
dy dz dx− (Jy(y + dy)− Jy(y))

dy
dz dx dy

−(Jz(z + dz − Jz(z)))

dz
dx dy dz =

∂ρ

∂t
dV (3.1.8)

−
(

(Jx(x+ dx)− Jx(x))

dx
+

(Jy(y + dy)− Jy(y))

dy

+
(Jz(z + dz − Jz(z)))

dz

)
dx dy dz =

∂ρ

∂t
dV . (3.1.9)
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Note that the fractions in the last expression are just the partial derivatives of the components
of J. Dividing through by dV = dx dy dz yields

−
(
∂Jx
∂x

+
∂Jy
∂y

+
∂Jz
∂z

)
=
∂ρ

∂t
. (3.1.10)

Writing in vector notation, we obtain the continuity equation

∂ρ

∂t
= −∇ · J . (3.1.11)

It should be noted that the derivation above works as long as there are no sources or sinks
for particles to be created or destroyed. Now, replacing equation (3.1.5)

∂ρ

∂t
= −∇ · (−D∇ρ) , (3.1.12)

we obtain the di�usion equation
∂ρ

∂t
= D∇2ρ . (3.1.13)

In the last step, we have assumed that D is independent of the position in space. If D =
D(x, y, z), Fick's �rst law is una�ected, but the di�usion equation must be changed to

∂ρ

∂t
= ∇ · (D∇ρ) . (3.1.14)

3.2 Mean square displacement and di�usion

The mean square displacement (MSD) represents the deviation of the position of a particle
with respect to a reference position, over time. A measure of the MSD of a system allows us
to determine what kind of tranport governs the system on a given time-scale, be it ballistic,
di�usive, advective, etc.

In a di�usive system, the di�usion coe�cient is closely related to the MSD of particles as a
function of time. We assume the particles are at position r = 0 when t = 0, so the MSD at
time t can be expressed as 〈

(r(t))2〉 =
1

N

∫
(r(t))2ρ(r, t) dr , (3.2.1)

where N =
∫
ρ(r, t) dr is the total number of particles, which we assume constant. Now,

multiplying equation (3.1.13) by r2/N and integrating over dr, yields

∂

∂t

1

N

∫
r2ρ dr =

D

N

∫
r2∇2ρ dr . (3.2.2)

Noting that the LHS is equal to the total time derivative of the MSD, we rewrite the last
equation

d

dt

〈
(r(t))2〉 =

D

N

∫
r2∇2ρ dr . (3.2.3)
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For the RHS, we consider a surface S con�ning the system, and then apply Green's theorem
to ρ and r2 ∫ (

r2∇2ρ− ρ∇2r2
)

dr =

∫
S

(
r2∂ρ

∂e
− ρ∂r

2

∂e

)
· dS e , (3.2.4)

where e is the unit vector normal to the surface S. Now, if we put the surface S at in�nity,
where the particle density ρ vanishes, the surface integral in the last equation becomes zero,
yielding

∫
r2∇2ρ dr =

∫
ρ∇2r2 dr . (3.2.5)

Using the last equality and the fact that ∇2r2 = 2n (with n = 1, 2, 3 the dimensionality of
the system), equation (3.2.3) reads

d

dt

〈
(r(t))2〉 =

2nD

N

∫
ρ dr . (3.2.6)

But the integral in the RHS is just the de�nition of N , hence

d

dt

〈
(r(t))2〉 = 2nD . (3.2.7)

Integrating in time, we get the relation between the MSD and the di�usion coe�cient, as a
function of time 〈

(r(t))2〉 = 2nDt . (3.2.8)

3.3 Granular temperature

Temperature, in the usual sense, does not play a relevant role in the dynamics of granular
systems. This is due to the large scale of grains in comparison to the scales of molecules and
their kinetic energy. Despite this fact, it is possible to de�ne a granular temperature [39, 40,
41]

T =
〈
δv2
〉
, (3.3.1)

where δv = v − u is the �uctuating velocity of a grain, v is its instantaneous velocity, and
u is the average velocity of the system. Thus, T represents twice the energy per unit mass
contained in the random motion of the particles. If there is no net �ow of the grains in a
particular direction (no advection), u ∼ 0 and we can rewrite

T =
〈
v2
〉
. (3.3.2)

The concept of granular temperature allows to exploit the analogy between the random mo-
tion of �uidized grains and the thermal motion of molecules. But despite having provided
useful results since it was �rst introduced in the late 1970s, it has been a controversial matter
to this day [42]. One of the reasons for this polemic is that TG is not a thermodynamic prop-
erty, but rather a steady state constant determined by grains' complex dynamics. Since par-
ticle collisions in granular matter are inelastic, granular temperature can only be a dynamic
constant as long as power is supplied to the system to balance energy dissipation. Otherwise,
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the system will quickly come to rest in an homogeneous cooling state, characterized by Ha�'s
law [43]. Furthermore, in kinetic theory of gasses the imposition of equipartition of energy
on the Maxwell distribution results in the usual de�nition of thermal temperature. But
equipartition of energy is not valid for non-equilibrium systems: rotational and translational
temperatures of granular gases with tangential restitution do not equal each other [44], and
neither do the temperatures of the constituents of a granular mixture [45, 46]. Another issue
with the notion of a granular temperature is the lack of strong scale separation that character-
izes molecular �uids. Even for large temperature gradients, over many interparticle distances
or mean free paths the temperature can be considered to be nearly constant, which is why a
macroscopic thermometer provides a meaningul measure. However, there is no known gran-
ular thermometer or a direct way to measure TG. The granular temperature of a system
must be found through direct measurement or calculation of the grains velocities. Despite
the arguments described so far, the use of granular temperature in several granular systems
has proven to be highly succesful and can lead to useful analysis of granular gasses and �uids.

By means of kinetic theory, a relation can be derived between the di�usion coe�cient and
the temperature. For hard sphere liquids [19], the di�usion coe�cient is proportional to
the square root of the ordinary temperature. Granular gases in the homogeneous cooling
state [43, 33], granular shear �ows [30, 31] and granular �uidized beds [32] have shown the
same behavior with respect to the granular temperature

D ∝ T 1/2 . (3.3.3)
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Chapter 4

Experimental methods

In this chapter we describe the experimental setup, main procedures and computational tools
used in our experiments. In Section �4.1, we describe the existing setup used in preceeding
works, and the improvements made during the development of this thesis. In Section �4.2,
we present the methods used to detect and track particles.

4.1 Experimental setup

The experimental setup has been previously reported [11, 12, 13]. It consists of a collection
of grains con�ned in a quasi-2D box, which is vibrated sinusoidally in the vertical direction.
Images of the system are taken with a high-speed camera and then analyzed in order to
detect the positions of the grains and follow their trajectories. Henceforth, we describe in
detail the existing experimental setup and the upgrades done to improve it.

4.1.1 Existing setup

A schematic of the experimental setup is shown in Figure 4.1. The granular system is
composed of N = 11704 stainless steel spherical particles of diameter a = 1 mm, con�ned
by a quasi-2D box with lateral dimensions Lx = Ly ≡ L = 100a. The height of the box is
Lz = (1.94± 0.02)a, allowing particles to partially mount without jumping over each other.
The lateral walls are provided by a square steel frame with a thin mylar sheet frame on top,
both resting between two 10 mm thick glass plates, which form the top and bottom walls of
the box. These plates are internally coated with an ITO (Indium Tin Oxide) nano-layer, with
the purpose of dissipating electrostatic charges and thus avoiding any electric interactions
between the grains. The quasi-2D box is contained in a steel cell, which supports an array of
LEDs below the bottom wall of the box, with a white acrylic di�usor in between. This allows
us to illuminate the particles from below, which has the advantage of giving a better contrast
for detection of dense clusters. The cell, placed over an optical table, is forced sinusoidally
with an electro-mechanical shaker located underneath, with displacement z(t) = A sin (ωt)
and frequency f = ω/2π = 80 Hz. For all the measurements done in this thesis the number
of particles N , the height of the cell Lz and the driving frequency f are kept �xed. A 30 cm
long threaded rod connects the cell to the shaker, going through a cylindrical air bearing
system mounted in a hole at the center of the table. An accelerometer, �xed to the base of
the cell, allows us to measure of the forcing amplitude imposed on the system.
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(4)
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Figure 4.1: Schematic of the experimental setup. (left) Top view of the quasi-2D cell, with
Lx = Ly = 100a. (right) Side view of the setup. The vertical height in the cell is Lz =
(1.94 ± 0.02)a. The cell is illuminated from below with a 2D array of LEDs, where light is
di�used with a white acrylic sheet placed between the array and the cell. (1) camera, (2)
quasi-2D cell, (3) electromechanical shaker, (4) accelerometer.

The motion of the electromechanical shaker (Vibration Test Systems VG 80A-6) is induced
by a sinusoidal signal produced by a waveform generator (Rigol DG 2041A). The signal is
sent to a sound ampli�er (Crown XTi 2000) in order to supply the necessary power for the
shaker. The piezoelectric accelerometer (B&K 4393), attached to the bottom of the cell,
measures the acceleration of the system. The signal provided by this device is conditioned
by a charge ampli�er (B&K 2635), and then sent to a lock-in ampli�er (Stanford Research
Systems SR830 DSP). Then, by GPIB (General Purpose Interface Bus), the lock-in ampli-
�er is connected to a computer where the raw voltage data is converted to acceleration and
analized with a LabView virtual instrument. This program computes the mean value and
standard deviation of Γ ≡ Aω2/g, the adimensional acceleration, which serves as the control
parameter. An oscilloscope (Tektronix TDS 2012) is used to monitor both the voltage signal
sent to the shaker and the response of the system measured by the accelerometer.

We acquire top view images with a high-speed camera (Phantom v641) at a resolution of
1600 × 1600 pix2 using two sample rates, depending on the quantities we wish to calculate.
For quantities we need to track over time, we record at 500 fps, while for static quantities, we
measure at 10 fps to avoid correlation between consecutive images. A sample image acquired
with the camera is displayed in �gure 4.2. The typical diameter of a particle in an image is
d ∼ 16 pix, and our acquisitions are typically 3000 images long. This implies recording times
of 6 s for videos at 500 fps and 5 min for videos at 10 fps.
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Figure 4.2: Raw image of the system, captured at a resolution of 1600× 1600 pix2. Particles
are seen as black circles in a white background, due to illumination being placed behind the
cell. The diameter of a particle is ∼ 16pix.

4.1.2 Upgrade on the camera support

In previous works, the camera was supported by a tripod placed over the table. This caused
some minor issues at the moment of focusing the camera and framing the cell, since any
disturbance would displace the tripod and misalign the frame. In order to overcome this dif-
�culty, we designed a support structure for the camera that provides stability and precision
to frame the picture. Additionally, this upgrade allowed us to considerably reduce the time
spent on setting up the experiment for measurements.

The structure designed to support the camera is shown in Figure 4.3. A rectangular frame
built with T-slotted aluminium pro�les is attached to two vertically placed posts of the same
material. The T-slots, along with matching nuts, allow to change the height of the rectangular
frame, depending on the desired focus of the camera. An aluminium alloy platform rests on
top of the rectangular frame, and can be slid for coarse horizontal adjustment of the camera.
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Figure 4.3: Support structure for the camera, with overall height of 1.5 m. Two vertical alu-
minium T-slotted pro�les support a rectangular frame of the same material, with adjustable
height. An aluminium alloy plate rests on top of the rectangular frame. The whole structure
is located on top of an optical table that supports the cell.

Thorlabs XYZ manual stages are secured to the platform on top of the structure in order
to hold the camera, allowing 3D lineal displacement with milimetric precision. An addi-
tional Thorlabs rotational stage is included in order to allow the rotation of the camera (See
Figure 4.4).

(a) (b)

Figure 4.4: Thorlabs manual stages for (a) linear XYZ millimetric displacement, and (b)
rotation. The rotational stage is placed between the XY stages and the Z stage [47, 48].
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In order to couple the camera to these Thorlabs stages, another two alluminium alloy pieces
were designed and built (See Figure 4.5). One of the pieces is attached to the camera, and
then slid into the other piece, which is �xed to the vertical Thorlab stage.

(a) (b)

Figure 4.5: Aluminium alloy pieces fabricated to couple the camera to Thorlabs stages. Piece
(a) is �xed to the Thorlabs Z stage. Piece (b) is �xed to the camera and then slid in the
slot of piece (a). Lateral through holes in piece (a) allow to �x the two pieces together with
screws.

4.2 Image analysis

In this section, we outline the algorithms used in order to detect particles and their tra-
jectories from the images previously acquired. The algorithm for detection is based on a
least-square �t, and involves the convolution of the image with a function that represents an
idealized particle. In order to obtain the trayctories of the particles, we use a combinatorial
algorithm that matches the positions of the particles between consecutive images.

4.2.1 Particle detection

We describe the algorithm used for detection, based on a least-square �t (LSQ) and developed
by Mark Shattuck [49]. Let us assume that the image to be tracked is of the form

Iexp(x) =
N∑
j=1

I∗p (x− xj; d, . . .) , (4.2.1)

whereN is the number of particles, xj is the position of particle j and I∗p (x; d, . . .) is a function
describing the shape of a particle centered at the origin. This function may depend on the
diameter of the particle d or any other properties of the particles or the imaging system.
In order to track particles with actual shape, I∗p , in an image described by equation (4.2.1),
an ideal particle function Ip is de�ned. For spherical particles imaged in backlighting and
normalized so that the particles are bright, an ideal particle may be represented by the
function

Ip(x; d, w) =

[
1− tanh

( |x| − d/2
w

)]
/2 , (4.2.2)
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where d is the particle diameter, and w is a parameter that represents the width of the tran-
sition between the black particle and the white background (See Figure 4.6). This parameter
depends strongly on the focus of the image; a value of w ∼ 1 pix indicates a very sharp image,
while w > 1 is a sign of blurriness.
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Figure 4.6: Function de�nition for an ideal particle with diameter d. The parameter w is
related to the focus of the image.

The basic idea of LSQ is to compare the actual image to a calculated image based on equa-
tion (4.2.1) and �nd the positions and parameters that minimize the di�erence. In that
way, the LSQ determines the most likely position of a particle (that is, the position x0 that
minimizes the weighted squared di�erence between the actual image I(x) and the calculated
ideal particle image Ip(x− x0). Speci�cally, the minimum of the weighted squared di�erence
χ2 is given by

χ2(x0; d, w) ≡
∫
W (x− x0)[I(x)− Ip(x− x0; d, w)]2dx , (4.2.3)

where x0 is a particle center, W is a weight function and the integration domain correponds
to the area of the experimental image I. However, it should be noted that the domain of
x0 is larger. In general, if the size of the image is Lx by Ly and the size of Ip is sx by
sy then the range of integration is [0, Lx] and [0, Ly], but the range of x0 is [−sx, Lx + sx]
and [−sy, Ly + sy]. When x0 is the position of a particle center, then χ2 will be minimum.
Therefore, minimizing χ2 over x0 will produce the particle's position. In fact, if all of the
particles are the same then there will be a minimum in χ2 at the position of each particle.
If the image was given by equation (4.2.1) with I∗p = Ip then χ2 would be zero for each
x0 = xj . The process of �nding the particles is equivalent to �nding all of the minima of χ2.
Expanding equation (4.2.3) we obtain

χ2(x0; d, w) =

∫
W (x− x0)

[
I2(x)− 2I(x) · Ip(x− x0; d, w) + I2

p (x− x0; d, w)
]
, (4.2.4)

χ2(x0; d, w) = I2 ⊗W − 2I ⊗ (WIp) +
〈
WI2

p

〉
, (4.2.5)
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where

f ⊗ g = [f ⊗ g](x0) ≡
∫
f(x)g(x− x0)dx (4.2.6)

is a modi�ed cross-correlation and 〈f〉 = 1 ⊗ f . Observe that 〈f〉 is a function of x0, since
the domain of integration is over the image only. Assuming that W and Ip are symmetric,
we can evaluate equation (4.2.6) using convolutions, which are de�ned as

f ∗ g = [f ∗ g](x0) ≡
∫
f(x)g(x0 − x)dx . (4.2.7)

Therefore,
f ⊗ g = [f(x)⊗ g(x)](x0) = [f(x) ∗ g(−x)](−x0) . (4.2.8)

Several choices are possible for the weight function. If W = 1, then

χ2(x0; d, w) =

∫
I2dx− 2I ⊗ Ip +

〈
I2
p

〉
. (4.2.9)

In this case, the �rst term does not depend on x0 and the last term only depends on x0 near
the borders of the image. Thus, I⊗Ip will be maximum wherever x0 is the particle's position.
This cross-correlation alone works well for images in which the particles are well separated
and have good signal to noise. This is because the weight function is very broad making the
�t sensitive to the fact that the ideal particle image has zeros all around it, in contrast with
the real image, in which other particles are nearby. Given that information from the images
is provided in pixels, the positions obtained will likely be accurate to a pixel. In order to get
better resolution, a more compact weight function is needed. Choosing the weight function
to be the ideal particle itself, W = Ip, then equation (4.2.5) becomes

χ2(x0; d, w) = I2 ⊗ Ip − 2I ⊗ I2
p +

〈
I3
p

〉
. (4.2.10)

The �rst term shows that only the area of size Ip around each point x0 is important. The
last term is constant except near the edges of the image. Near the edge, all terms get smaller
due to the fact that there is less overlap between the experimental image I and the region of
interest Ip. Dividing through by the last term normalizes this e�ect at the boundary, which
we use to rede�ne χ2,

χ2(x0; d, w) ≡ I2 ⊗ Ip − 2I ⊗ I2
p〈

I3
p

〉 + 1 . (4.2.11)

This normalized χ2 is still minimized at the positions of the particles and allows us to �nd
particles that have centers outside of the image. As we mentioned before, LSQ gives particle
centers to approximately one pixel accuracy. However, using LSQ on the whole image allows
signi�cantly higher sub-pixel accuracy. To do this, we will look for a modi�ed �tting function

χ2(xj; d, w) =

∫
[I(x)− Ic(x− xj)]

2dx , (4.2.12)

where I(x) is the image to be tracked, and
Ic(x− xj) =

∑
j

Wj(x)Ip(x− xj; d, w) (4.2.13)
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is an entire calculated image. The function Wj is de�ned to be equal to 1 if x is inside the
Voronoi area of particle j, and 0 otherwise. Minimizing the new χ2 with respect to positions
xj allows us to obtain the particle centers with sub-pixel resolution. This is equivalent to
solving

∂

∂xj
χ2(xj; d, w) = 0 (4.2.14)

for the xj. Now, we adjust d and w by solving simultaneously

∂

∂d
χ2(x0; d, w) = 0 (4.2.15)

for d and

∂

∂w
χ2(x0; d, w) = 0 , (4.2.16)

for w. With these new, improved values of d and w, we reminimize χ2 with respect to xj,
which �nally gives us the particles positions. This process is repeated several times until
achieving convergence.
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Figure 4.7: Particle detection on a sample image, at Γ = 4.5, where yellow dots are particles
detected. A close-up to a section of the image is included in the inset.

Our current version of this algorithm (PTrack2 [50]) is implemented in C++ and optimized
through CUDA [51, 52], which allows for faster calculations despite the considerably large
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number of particles that we need to detect (N ∼ 104). A small cluster of three computers
is used in order to enhance e�ciency, and decrease even further the time of execution of the
program: for a single acquisition of 3000 images, the detection process takes ∼ 15 min. An
example of the particles detected for a single image is shown in Figure 4.7.

4.2.2 Particle tracking

Since we require the time evolution of certain quantities of interest in our system, we need to
track the particles over time. Once we have the location of particles in a sequence of images,
in order to get their trayectories we have to match up their locations on each image. This
requires determining which particle in a given frame most likely corresponds to one in the
preceeding frame. Since our particles are indistinguishable, this likelihood can be estimated
only by proximity.

A Matlab, open source code is used, elaborated by Daniel Blair and Eric Dufresne [53], and
based on the algorithm by Crocker et al. [54]. The probability that a single Brownian particle
will di�use a distance δ in time τ is

P (δ | τ) =
1

4πDτ
exp

(
− δ2

4Dτ

)
, (4.2.17)

where D is the particle's self-di�usion coe�cient. For an ensemble of N noninteracting
particles, the probability distribution is

P ({δi} | τ) =

(
1

4πDτ

)N
exp

(
−

N∑
i=1

δ2
i

4Dτ

)
. (4.2.18)

Maximizing P ({δi} | τ), or equivalently, minimizing
∑N

i=1
δ2i

4Dτ
, allows us to �nd the most

likely particle matching between consecutive images. The assignment of labels can be thought
as drawing a bond between a pair of particles in consecutive images. Since calculating
P ({δi} | τ) for all posible combinations is impractical (it would require O(N !) calculations),
we consider only those bonds shorter than a characteristic length ∆, corresponding to the
maximum distance a particle can travel between consecutive images. This reduces consider-
ably the calculation time: if each particle has M possible candidates within a radius ∆ in
the next image (with M � N), then O(M !) operations are needed.

Due to the high number of particles in the system (N ∼ 104), the combinatorics in order
to track them during a whole acquisition of 3000 images (equivalenty, 6 s in recording time)
are too big. To surpass this, we track particles during intervals of 200 images (400 ms).
This time interval, though small, is large compared to the fast time scale of energy injection
and dissipation in the system (since the vibration period of the cell is 1/f = 12.5 ms) and
therefore still allows to obtain robust statistics. Figure 4.8 shows the trayectories obtained
for a subset of the system, in a sample image.
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Figure 4.8: Particle trayectories of a selected subset of the system in the solid phase, from
t = 0 s to t = 0.398 s for a sample image at Γ = 6.0.
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Chapter 5

Order parameter and phase transition

One of the most remarkable properties of this setup is the existence of a liquid-to-solid-like
phase transition (see Figure 5.1). When the vibration amplitude surpasses a certain thresh-
old, a stable crystalline cluster is formed, coexisting with a �uid phase.

In this chapter, we present a characterization of order in our experiment, reported in previous
work [11, 13]. With that purpose, in Section �5.1, we de�ne a bond-orientational order
parameter, which allows us to classify particles in the solid and liquid phase. Then, in
Section �5.2, the phase transition is characterized through a global average of the bond-
orientational order parameter.

(a)

(b)

Figure 5.1: (a) 3D rendering of particle positions showing phase coexistence, with a close
up to the interface between the liquid (blue) and solid (red and white) phases. (b) Phase
diagram for the granular quasi-2D system, as a function of density and height of the cell,
with A = 0.15a and f = 75 Hz. The observed phases are �uid (f), single-layer hexagonal
(4), buckling (b), two-layer square (2�), and two-layer hexagonal (24), with coexistence
regions between neighbouring phases where, for example, two hexagonal layers coexist with
a �uid (24, f) [55, 56].
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5.1 Bond-orientational order parameter and particle

classi�cation

The phase transition in our setup is described by a bond-orientational order parameter, which
is non-conserved and critical, coupled to the conserved, non-critical density �eld [11, 13]. The
fourfold bond-orientational order parameter is de�ned as

Qj
4 =

1

Nj

Nj∑
s=1

e4iθjs , (5.1.1)

where Nj corresponds to the number of nearest neighbors of particle j, and θjs is the angle
between the neighbor s of particle j and the x axis (See Figure 5.2). For a particle in a
square lattice,

∣∣Qj
4

∣∣ = 1, with the complex phase measuring the orientation of the square
lattice with respect to the x axis.

θjs
x

y

j

s

Figure 5.2: Angle θjs in the de�nition of Qj
4.

As in previous works [12, 57], we �nd that the distribution of
∣∣Qj

4

∣∣ is bimodal, with a wide
maximum at

∣∣Qj
4

∣∣ ≈ 0.25, and a much narrower one at
∣∣Qj

4

∣∣ ≈ 0.95. The former widens
and decreases in height as Γ increases, while the latter increases in height as Γ goes beyond
the phase transition. The local minimum between these two peaks, at

∣∣Qj
4

∣∣ ≈ 0.7, hints the
possibility of distinguishing between particles in the solid and liquid phase (See �gure 5.3).

In Figure 5.4a, we show the standard deviation of
∣∣Qj

4

∣∣, σ|Qj
4|, versus

〈∣∣Qj
4

∣∣〉, the time-average

of
∣∣Qj

4

∣∣, for three di�erent accelerations. For lower and intermediate Γ, most particles are
in the liquid phase, with some particles occasionally condensing into small, short-lived solid
clusters. Well above the transition, a considerable amount of particles stay in the solid phase
for most of the time series. At intermediate and high accelerations, a large fraction of par-
ticles �uctuate between both phases randomly, as manifested by the larger measured σ|Qj

4|.
This behaviour allows us to classify particles as liquid if they satisfy

〈∣∣Qj
4

∣∣〉 ≤ 0.4, or solid,
if
〈∣∣Qj

4

∣∣〉 ≥ 0.7.

Figure 5.4b displays two typical time series of
∣∣Qj

4

∣∣, for a particle in the solid phase, and one
in the liquid phase, both for an acquisition at Γ = 6.0. The particle in the solid phase has
a high average

∣∣Qj
4

∣∣, whereas the particle in the liquid phase has a lower average
∣∣Qj

4

∣∣, with
both showing �uctuations.
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Figure 5.3: Normalized histograms of
∣∣Qj

4

∣∣ for two accelerations of the system: (a) Γ = 2.0,
and (b) Γ = 5.0. The distributions show peaks at

∣∣Qj
4

∣∣ ∼ 0.25 and
∣∣Qj

4

∣∣ ∼ 0.95. The latter
peak grows when increasing Γ. Statistics were obtained from 200 consecutive images for each
Γ.
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Figure 5.4: (a) Mean of
∣∣Qj

4

∣∣ versus its standard deviation, for di�erent values of Γ. We
classify particles in the liquid phase, if

〈∣∣Qj
4

∣∣〉 ≤ 0.4 (blue shaded area) and in the liquid
phase if

〈∣∣Qj
4

∣∣〉 ≥ 0.7 (red shaded area). (b) Time-series of
∣∣Qj

4

∣∣ for two sample particles, one
in the liquid phase and one in the solid phase, for Γ = 6.0.
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5.2 Liquid-solid-like phase transition

As we stated before, above a critical acceleration Γc, particles form a crystalline cluster
surrounded by a liquid phase. The structure of the solid phase consists of two square lattices
(with unit cell length a in each plane) interlaced, because of the quasi-2D geometry, and
stabilized by the collisions with the top and bottom walls and the con�ning pressure exerted
by the liquid phase [56]. These two layers, when projected in 2D, result in another square
lattice with unit cell length

√
2a/2 when particles are close packed (See Figure 5.5).

a
a

√
2a
2

Figure 5.5: Schematic for the structure of the solid phase. It consists of two interlaced square
lattices (each with unit cell length a). The proyection in 2D of this bilayer results in another
square lattice, rotated 45◦ with respect to the original layers, and with unit cell length

√
2a/2.

In order to describe the phase transtition, we calculate a global Q4, de�ned as

|〈Q4〉| ≡
∣∣∣∣∣
〈

1

N

N∑
j=1

Qj
4

〉∣∣∣∣∣ , (5.2.1)

where 〈·〉 denotes time average. Note that |〈Q4〉| measures the average fraction of parti-
cles in the solid phase. Notably, the transition can be either continuous or discontinuous
depending on the box height Lz. As reported before [12], the present con�guration with
Lz = (1.94± 0.02)a implies a second order phase transition, with the global Q4 having a
continuous critical behavior when crossing Γc.

In preceeding work the global Q4 was calculated as an average of the absolute values of
Qj

4. As noted by Olivier Dauchot [58], this has the drawback of losing the phase of the
complex number. Following his suggestion, we calculated the global Q4 as the absolute
value of the average of Qj

4, as in equation (5.2.1). Figure 5.6a shows a plot of |〈Q4〉| versus
the acceleration Γ, as previously calculated, along with the corresponding �t|〈Q4〉| = QL

4 +

C(Γ− Γc)
1/2Θ(Γ− Γc), where QL

4 = Q0
4 + BΓ, and Θ is the Heaviside step function. This

�t yields the critical acceleration, Γc = 4.703 ± 0.151. �gure 5.6b shows a plot of |〈Q4〉| as
calculated now, along with the corresponding �t |〈Q4〉| = Q0

4 +C(Γ− Γc)
1/2Θ(Γ− Γc), which

yields the critical acceleration Γc = 4.698±0.025. Although there is no substantial change in
the value of Γc, it is evident from the �gure that calculating |〈Q4〉| in this manner results in
a more clean representation of the phase transition, compared with previous publications on
this setup [11, 13]. It should be noted that the value of Γc can vary with the particle density,
the height of the cell or the thickness of the ITO nano-layer.

42



2 3 4 5 6

0.4

0.44

0.48

Γc

Γ

〈|Q
4
|〉

(a)

2 3 4 5 6

0

0.1

0.2

Γc

Γ

|〈Q
4
〉|

(b)

Figure 5.6: Global Q4 versus Γ as calculated as in (a) previous work and (b) present. The
solid lines represent �ts, and the dashed lines represent the critical acceleration Γc obtained
from such �ts. The �t used in (a) corresponds to |〈Q4〉| = QL

4 + C(Γ− Γc)
1/2Θ(Γ− Γc),

where QL
4 = Q0

4 + BΓ and the adjusted values are Γc = 4.703 ± 0.025, Q0
4 = 0.365 ± 0.005,

B = 0.018 ± 0.001 and C = 0.020 ± 0.004, with R2 = 0.992. As for (b), the �t corresponds
to |〈Q4〉| = Q0

4 + C(Γ− Γc)
1/2Θ(Γ− Γc), where the adjusted values are Γc = 4.698 ± 0.025,

Q0
4 = 0.016± 0.008 and B = 0.161± 0.014, with R2 = 0.957.

In order to visualize the state of the system for di�erent accelerations, we present in Figure 5.7
colormaps of

∣∣Qj
4

∣∣ for di�erent values of Γ. For low accelerations (�gure 5.7a), the system
is uniformly �uidized, with small, short-lived solid patches that become larger and more
persistent with increasing Γ (�gure 5.7b). As the acceleration approaches Γc, the length scales
and lifetimes of the solid patches diverge, forming a single, more stable cluster surrounded
by the liquid phase (�gure 5.7c). Well past the transition, the interface between the solid
cluster and the liquid phase becomes increasingly more distinct (�gure 5.7d).
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Figure 5.7: Color maps of
∣∣Qj

4

∣∣ for accelerations (a) Γ = 2.0, (b) Γ = 4.0, (c) Γ = 5.0 and
(d) Γ = 6.0. As the acceleration approaches the critical value, solid particles become more
frequent, forming a crystalline cluster surrounded by the liquid phase.
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Chapter 6

Results and analysis

In this chapter, we present the results of our experimental work. In Section �6.1 and Sec-
tion �6.2, we show the attempts to describe the suppression of density �uctuations at large
scales, characteristic of hyperuniformity, by means of the static structure factor and the par-
ticle number variance, respectively. The existence of �nite size e�ects and inhomogeneities,
which are inherent in our setup, will be essential to assess the best observable to characterize
hyperuniformity in this particular system. In Section �6.3 we study the transport of the
grains in the experiment. The criterion established in Chapter 5, which grants us a means
to classify particles as solid or liquid, allows us to calculate the mean square displacement
for both phases separately. Finally, in Section �6.4, we make a brief summary of a model
proposed to describe the dynamic generation of hyperuniform states in our setup, through
the interaction of solid patches with high friction and density waves.

6.1 Static Structure Factor

In equation (2.1.16), we presented the usual de�nition of the static structure factor. How-
ever, in general, 〈ρ̂(k)〉 6= 0, because boundary conditions induce inhomogeneities in our
experiment. In order to eliminate this e�ect [13], we calculate the structure factor as

S(k) =

〈
|ρ̂(k)− 〈ρ̂(k)〉|2

〉
N

(6.1.1)

S(k) =

〈
ρ̂(k)ρ̂†(k)

〉
− 〈ρ̂(k)〉

〈
ρ̂†(k)

〉
N

, (6.1.2)

where 〈·〉 denotes time averaging. Thus, having determined the particle positions rj in the
(x, y) plane (there is no experimental access to the z coordinate) and with the wavevectors
calculated as k = π(nxı̂+ ny ̂)/L (nx, ny ∈ N), calculation of S(k) is straightforward. All
measurements of this quantity are performed in the liquid phase (Γ < Γc), where the system
is isotropic, implying S(k) = S(k), where k ≡ |k|. For Γ > Γc, the structure factor is not
well de�ned because of the phase separation, as in principle the solid cluster and the liquid
phase could behave di�erently.

Figure 6.1a shows S(k) for Γ = 2.0. It has the expected behavior for �uids, but for inter-
mediate wavelengths (ka ∼ 0.2) a pre-peak is observed [13], which corresponds to a large
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wavelength structure of size ∼ 15d. The term pre-peak refers to this peak being at lower
wavenumber than the one corresponding to the �rst coordination shell, which occurs at
ka = 2π. Figure 6.1b shows a close-up to small wavenumbers of the structure factor, for
di�erent values of Γ below the transition. Notably, when increasing Γ, the pre-peak grows in
height as it moves to slightly lower k. The curves show a clear decrease in S(k) when k → 0,
which appears to accentuate when increasing Γ.
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Figure 6.1: (a) S(k) for Γ = 2.0, showing the expected behavior for �uids, save for a pre-
peak for intermediate wavelengths (ka ∼ 0.2). (b) Close-up to small wavenumbers of S(k)
for di�erent values of Γ. The pre-peak grows when increasing the acceleration, and displaces
to slightly smaller wavenumbers.

Figure 6.2a shows, for a subset of Γ below the transition, the structure factor for small
wavenumbers, �tted according to

S(k) = S0 + S1(ka)α , (6.1.3)

where α = 1.12 is a �xed exponent, obtained through �ts of the structure factor calculated
from numerical solution of a theoretical model (See Section �6.4). This is due to the lack
of su�cient statistics in order to obtain a unique exponent from a simultaneous �t of the
experimental S(k) for every Γ. The range for the �ts is chosen to be [kmina, 0.65 · kmaxa],
where kmin is the minimun possible wavenumber, and kmax is such that S(kmax) represents
the pre-peak for a �xed Γ. To obtain (kmax, S(kmax)), the whole S(k) curve is �tted for
every Γ using a rational polynomial function, extracting the maximum from this �t. In a
manner consistent with the increase in height of the pre-peak, the slope S1 also increases
when approaching the transition. Notably, the scaled o�set S0/S1, shown in Figure 6.2b,
vanishes at the critical acceleration, which is a clear signature of a hyperuniform state.
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Figure 6.2: (a) Static structure factor for small wavenumbers, with the corrsponding �t
according to S(k) = S0 + S1(ka)α, with α = 1.12. The �ts were performed in the interval
[kmina, 0.65 ·kmaxa], where kmin is the minimun possible wavenumber, and kmax is the position
of the maximum S(kmax) for each Γ. (b) Scaled o�set S0/S1 as a function of Γ, with the
solid line corresponding to a linear �t passing through Γc. As the acceleration approaches its
critical value (represented by the dashed line), the o�set vanishes, which is a clear signature
of a hyperuniform state.

6.2 Particle number variance

In order to quantify spatial correlations in real space, we measure the average number of
particles 〈N〉 and its variance σ2

N in square windows of side `, with the variance de�ned as
usual,

σ2
N(`) =

〈
N(`)2〉− 〈N(`)〉2 . (6.2.1)

We must remark that for ordered systems such as regular lattices, the window shape and
orientation is relevant when measuring density �uctuations through the particle number vari-
ance. Indeed, the behavior of σ2

N changes dramatically depending on these characteristics,
and can lead to wrong assumptions on the hyperuniformity of the system [59]. Given the
isotropy of our particular system, this should not be a concern.

The calculation of σ2
N is done as follows: for each image, we compute the number of particles

in square windows with sizes ranging from a× a to 80a× 80a. In order to reduce the e�ect
of spatial inhomogeneities, each square window of size ` is displaced throughout the entire
image (excluding 10a at each border), which gives us an spatial average of N for that image,
for each `. Then, for the set of images at a �xed Γ we determine the time average 〈N〉 over
all images (for each window size `) and thus, its variance, σ2

N . Figure 6.3 shows σ
2
N(`) versus

` for di�erent values of Γ below the critical point.
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Figure 6.3: Particle number variance as a function of window size, for di�erent values of
Γ. The slopes depicted represent the expected σ2

N scaling in a classical disordered system,
β = 2,and a hyperuniform class I system, β = 1. The yellow area represents the range where
hyperuniformity should be observed if present. It ranges between the maximum window size,
` = 80a, and window size associated with the pre-peak observed in the structure factor,
` ∼ 40a, which is considered to be the minimum length scale for the suppression of density
�uctuations to be observed.

Characterizing hyperuniformity through the particle number variance requires σ2
N to grow

slower than the window volume (in 2D, the area `2) for large `. In order to observe this
feature, it is necessary to have a full scale separation between the system size and the large
wavelengths for which the suppression of density �uctuations occurs. This is not the case in
our experiment. First, the decay of the structure factor occurs for wavenumbers below the
pre-peak, around ka ∼ 0.08 for Γ close to the transition, which translates to a window size
of ` ∼ 40a. Second, the variance must vanish for a window equal to the system size, which is
L = 100a, and in our calculations we excluded 10a per border in order to reduce the e�ect of
boundary conditions, thus resulting in a maximum window size of ` = 80a. The competition
between these two factors leaves us with a negligible range in between that is insu�cient to
observe the large scale behavior of σ2

N . Thus, it is not possible to describe hyperuniformity
in our system through the particle number variance.

It must be noted that for window sizes ` ∼ 10a, the variance at Γ = 2.0 has the expected
scaling for disordered systems (σ2

N ∼ `2). However, when increasing the acceleration, the
�uctuations at this scale seem to increase as well. This could be a signature of giant local
density �uctuations, which have been found in coexistance with hyperuniformity in a con-
current work [60].

Experimental values of the structure factor are used to produce synthetic σ2
N data for dif-

ferent system sizes, through a discrete version of equation (2.1.85), for square windows (see
Supplementary Information of [61], for further details). The results show the same feature
observed experimentally: the size of our experimental setup does not provide a su�cient scale
separation in order to describe hyperuniformity through σ2

N . Indeed, the cell would need to
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have lateral dimensions 10 times larger, which would mean a cell the size of the optical table
that currently supports the experiment (See Figure 6.4).
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Figure 6.4: Particle number variance, σ2
N , obtained from synthetic data for two di�erent cell

sizes. It shows that it is impossible to observe hyperuniformity in a system the size of our
experimental setup (of dimensions 100a× 100a), and it may only be observed for very large
systems. The dashed line shows the expected law for a hyperuniform 2D system with α = 1.

Molecular dynamics (MD) simulations for a larger system, performed by colaborator Marcelo
Guzmán [61], show that σ2

N indeed grows slower than the area of the window for large ` (See
Figure 6.5b). Surprisingly, however, this occurs not only at Γc, but also for �nite distances
to the critical point, ε ≡ (Γc − Γ)/Γc 6= 0, which would imply that the system is hyper-
uniform not just at the phase transition. On the other hand, �tting the structure factor
from the simulations using equation (6.1.3) and calculating the o�set S0/S1 yields the same
results as in the experiments, with S0/S1 only vanishing at the critical point (see Figure 6.5a).

Figure 6.6 presents the normalized particle number variance, σ2
N/(`/a)2, corresponding to

synthetic values of σ2
N generated from the simulations, for an in�nitely large system (L→∞).

In order to produce this data, the particle number variance is obtained through equa-
tion (2.1.85) using S(k) from the simulations for di�erent values of S0/S1, which in turn
represent di�erent distances to the critical point (for further details, see Supplementary In-
formation for [61]). As expected, σ2

N/`
2 ∼ `−1 at ε = 0, indicating hyperuniformity. However,

for �nite ε 6= 0, the normalized particle number variance �rst behaves as σ2
N/`

2 ∼ `−1 to �-
nally reach a constant value, which is consistent with the �nite values of S0/S1. The crossover
between these two regimes takes place at quite large values of `, which can be larger than
the system size. Consequently, for �nite size systems, σ2

N can be misleading to characterize
hyperuniformity.

49



e

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
−2

0

2

4

6

8

·10−3

ε

S
0
/S

1

(a)

f

100 101 102

100

101

102

103

104

1

1

2

1

�/a

σ
2 N
(�
)

ε = 0.0000
ε = 0.1304
ε = 0.2391
ε = 0.3478

(b)

Figure 6.5: Results from MD simulations for a system of size 600a× 600a. (a) Scaled o�set
S0/S1 as a function of ε, where the solid line is a linear �t. As in the experimental results,
S0/S1 vanishes at the critical point. (b) Particle number variance for di�erent values of ε. It
shows the expected scaling for hyperuniformity at the critical point, but also for �nite values
of ε 6= 0. The slopes depicted represent the expected σ2

N scaling in a classical disordered
system, β = 2,and a hyperuniform class I system, β = 1.
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Figure 6.6: Normalized particle number variance, σ2
N/`
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∞), obtained from synthetic data generated using the MD simulation values of S(k), for
di�erent values of S0/S1. For �nite distances to the critical point, σ2

N/`
2 �rst has a scaling

consistent with hyperuniformity (σ2
N/`

2 ∼ `−1, the slope depicted in the �gure), but then
reaches a constant value for larger window sizes. Hence, for �nite size systems, σ2

N can
indicate erroneously that the system is hyperuniform.

50



6.3 Mean square displacement

As we introduced in section Section �5.1, a single particle j can be classi�ed as solid or liquid
depending on the value of the time-average,

〈∣∣Qj
4

∣∣〉. This classi�cation allows us to calculate
the MSD for each phase separately. We remark that an additional criterion consisting in an
upper bound for the standard deviation, σ|Qj

4|, shows no substantial di�erence in the calcu-

lation of the MSD for our system.

The MSD is directly calculated using

〈
(r(t)− r0)2〉 =

1

N

N∑
j=1

(rj(t)− r0 j) . (6.3.1)

The results below were obtained from videos of 3000 images at sample rate f2 = 500 Hz. The
videos were divided into intervals of 200 images, due to the extremely high combinatorics
needed to track all the particles during a whole acquisition. For every interval, the MSD is
calculated, and then averaged over the intervals in order to get better statistics.
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r(
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r 0
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Solid phase

Figure 6.7: MSD as a function of time, for di�erent values of Γ. The slope depicted repre-
sents the scaling for difussive transport. The liquid phase shows di�usion, with a di�usion
coe�cient that increases with the acceleration. Contrarily, the solid phase is subdi�usive; a
behavior which accentuates with increasing acceleration.

Figure 6.7 shows the MSD as a function of time for solid and liquid phases and for di�erent
values of Γ. We �nd that the behaviour is radically di�erent for the two phases. The former
exhibits di�usion, which grows with the acceleration, while the latter shows subdi�usive dy-
namics. When we look at a typical trajectory of a particle, we observe that the displacements
for solid particles are con�ned to a small region, in contrast to liquid particles, which have
greater displacements and move more freely (See �gure 6.8). The subdi�usion existing in the
solid phase is a result of caging from the surrounding particles, and from enhanced friction,
which arises from the repeated rapid collisions with the top and bottom walls. It can be
modeled by a very small di�usion coe�cient that seems to decrease when increasing Γ.
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Figure 6.8: Trayectories for two sample particles at Γ = 5.0: (a) liquid particle, and (b)
solid particle. Note the di�erence in the scale of the displacements, which hints the di�usion
present in the liquid phase, and the caging experienced by particles in the solid phase.

For the liquid phase, we obtain the di�usion coe�cients by �tting the MSD according to〈
(r(t)− r0)2〉 = 4Dt , (6.3.2)

which is the same as equation (3.2.8), but applied to our quasi-2D case (i.e. n = 2). In Fig-
ure 6.9a we present the di�usivity for the liquid phase, for di�erent values of Γ. As it would
be expected, di�usion grows with the acceleration, although there appears to be a change in
behavior past Γc. Figure 6.9b shows the di�usion as a function of (Aω)2, which is a measure
of the energy (per unit of mass) injected in the system. Naturally, di�usivity increases with
the injection of energy, but it seems to saturate past the transition. This saturation is a
direct e�ect of the enhanced friction in the coexistance regime, which we mentioned before.

In �gure 6.9c we present the granular temperature (per unit mass) T versus the acceleration
Γ, with T calculated as:

T =

∑N
j=1

〈
v2
j

〉
N

, (6.3.3)

where v2
j = v2

x j + v2
y j, and the brackets denote time averaging. An extrapolation of this

temperature to lower accelerations should not be expected to satisfy T (Γ = 1) = 0, since
there is a minimum non-unit acceleration needed in order to keep the system �uidized, i.e. the
energy injection must balance the barrier imposed not only by gravity, but also by friction
and contact forces between the particles. Figure 6.9d shows the di�usion coe�cient as a
function of the square root of the granular temperature, where a linear relation is clearly
observed. This behavior is consistent with theoretical predictions and other experimental
results for �uidized granular systems [43, 30, 31, 32, 33], where

D ∝ T 1/2 . (6.3.4)
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Figure 6.9: (a) The di�usion coe�cient, D, for di�erent values of the adimensional acceler-
ation Γ. (b) Di�usion coe�cient, D, as a function of energy (per unit mass) injected in the
system,(Aω)2. D seems to saturate past the phase transition (Γ > Γc), due to the increased
dissipation in the collisions between the grains and the top and bottom walls. (c) Granular
temperature, T , as a function of the adimensional acceleration, Γ, showing the di�erence of
temperature between the liquid and solid phase. Increasing the amplitude of vibration re-
sults in larger transfer of energy to the motion of the particles. (d) The di�usion coe�cient,
D, versus scaled granular temperature, T 1/2. The solid line represents a linear �t, showing
a correspondance with the expected scaling, D ∝ T 1/2. In (a), (b), (c), the dashed line
represents the critical point.
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6.4 Interpretation and model

As we previously discussed, solid patches form in the liquid phase as the system approaches
the critical acceleration, with their lifetimes and length scales diverging at the transition. Our
hypothesis is that these sub-di�usive structures block the propagation of density waves, e�ec-
tively suppressing density �uctuations at Γc. A schematic representation of these interactions
is presented in Figure 6.10.

Figure 6.10: Schematic representation of the interaction between density waves and solid
patches. The sub-di�usive solid patches block the propagation of density �uctuations, and
completely suppress them at the crititical point.

From this interpretation, a model was proposed by our colaborators Rodrigo Soto and Nestor
Sepúlveda, in which density evolves by di�usion [61]

∂ρ

∂t
=∇ · (D∇ρ+ η) , (6.4.1)

where η is a �uctuating mass �ux, modeled as a white noise. The di�usion coe�cient, D,
depends on a local order �eld ψ (related to Q4), which is described by a critical equation

∂ψ

∂t
= µ∇bψ − νψ + ξ , (6.4.2)

where ν measures the distance to the critical point (and is related to Γ), µ accounts for spa-
tial coupling of ψ, and ξ is a white noise. The order parameter ψ presents �uctuations that
grow when approaching the transition and, hence, large values of ψ correspond to the solid
phase. To account for the sub-di�usive behaviour found experimentally for the solid patches,
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the di�usion coe�cient is modeled as D = D0e
−λψ2

, thus taking �nite values in the liquid
phase while vanishing asymptotically for the solid phase. Therefore, this model retains the
principal features of our experiment, namely the existence of a critical non-conserved order
parameter, which controls the di�usion of the conserved non-critical density �eld

Numerical solution of the model reproduces the experimental results. Figure 6.11b presents
the particle number variance for di�erent values of ν. As in the experiment, due to �nite
size e�ects, it is impossible to observe the large scale beahvior of σ2

N . On the other hand,
the suppression of density �uctuations is indeed observed through the structure factor. Cal-
culation of S(k), and the posterior �tting through equation equation (6.1.3) results in the
scaled o�set S0/S1 also vanishing when approaching the transition (see Figure 6.11a), but
for a small, �nite value of ν 6= 0, due to renormalization e�ects.

The exponent α = 1.12 ± 0.15 (used to �t the experimental S(k)) is obtained from the
structure factor �ts in the numerical solution of the model, by imposing the same α for
all values of ν. We should remark that it is not possible to make a categorical statement
regarding the hyperuniformity class of our system, given the numerical precision of α obtained
and the impossibility of observing the large-scale behavior of σ2

N in the experiment.
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Figure 6.11: Results from the numerical solution of the model. (a) Scaled o�set S0/S1

obtained as a function of the distance to the critical point. The solid line is a linear �t showing
that S0/S1 vanishes when approaching the transition, which reproduces the hyperuniformity
found experimentally. (b) Particle number variance for di�erent values of ν. As in the
experiment, it is impossible to observe the large-scale behavior of σ2

N . The slopes depicted
represent the expected σ2

N scaling in a classical disordered system, β = 2,and a hyperuniform
class I system, β = 1.
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Chapter 7

Conclusions

In this thesis, we have studied the density �uctuations in a vibrated granular quasi-2D sys-
tem, with the primary objective of demonstrating the presence of dynamically generated
hyperuniform states. Our experimental setup, presented in section �4.1, shows a liquid-to-
solid-like phase transition that is characteristic of this geometry. Past a critical acceleration
Γc, a solid cluster with crystalline structure coexists with a surrounding liquid phase. Particle
positions are obtained from acquired images, and then analyzed in order to quantify density
�uctuations and other statistics. Previously reported characterization of the phase transition
is a fundamental tool in this thesis, as it helps us characterize local order and identify the
critical acceleration.

In the �rst part of our results, we studied density �uctuations in Fourier space by means
of the static structure factor, S(k). This quantity shows a pre-peak for intermediate wave-
lengths, that grows when increasing Γ. However, for lower wavenumbers it is observed that
S(k) decreases when k → 0, which hints the existence of hyperuniformity. Indeed, after
�tting the data according to S(k) = S0 +S1k

α, with α = 1.12, we found that the scaled o�set
S0/S1 vanishes at the transition, which is a clear signature of a hyperuniform state.

Secondly, we looked at density �uctuations of the system in real space, through the particle
number variance. In hyperuniform states, σ2

N must grow slower than the window volume
(area, in our quasi-2D geometry) for large window sizes, but this behavior is impossible
to observe in our system. Our experimental setup lacks a signi�cant scale separation be-
tween the system size and the large scales at which density �uctuations are observed to be
suppressed through the structure factor. Synthetic data generated from the experimental
structure factor suggests that in order to observe the scaling of σ2

N , the system would have
to be of the size of the optical table that currently supports the quasi-2D cell in our setup,
which is practically unfeasible.

Notably, the �nite size e�ects and boundary inhomogeneities that frustrated our attempt of
observing hyperuniformity through σ2

N are also present in the usual de�nition of the structure
factor (equation (2.1.16)), due to the fact that in general 〈ρ̂(k)〉 6= 0. Nonetheless, equa-
tion (6.1.2) used to calculate S(k) (reported previously [13]) has the advantage of cancelling
out these e�ects, which results in the structure factor being remarkably isotropic. Addi-
tionally, a drastic change in the large-scale behavior of σ2

N (for an in�nitely large system,
generated from MD simulation values of S(k)) indicates that the particle number variance
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can lead to erroneous assumptions of hyperuniformity, for �nite size systems. On the con-
trary, the analysis of the structure factor is robust to detect hyperuniformity. This speci�c
feature is what makes S(k), rather than σ2

N , the ideal observable to identify hyperuniform
states in systems of these characteristics.

In the third part of our results, we studied di�usion in our system by calculating the mean
square displacement for both phases separately. The classi�cation of particles into solid or
liquid phases was done through a criterion established on the time-average of the absolute
value of the local order parameter,

〈∣∣Qj
4

∣∣〉. We observed that the liquid phase is di�usive,
with a di�usion coe�cient that increases with increasing acceleration, Γ. As for the solid
phase, it shows a sub-di�usive dynamic that is enhanced when increasing the acceleration.
This behavior is a consequence of caging from the particle neighbors, and the intensi�ed
friction from the rapid collisions with the top and bottom walls.

Finally, a simple model implemented by our collaborators, Rodrigo Soto and Néstor Sepúlveda,
makes use of the main characteristics of the experiment, namely the evolution of the con-
served density �eld by di�usion, controlled by a non-conserved order parameter with critical
dynamics. The solid patches that form in the liquid phase have lifetimes and length scales
that grow with increasing Γ, and diverge at the critical point. We propose that these sub-
di�usive patches block the propagation of density �uctuations, suppressing them completely
at the phase transition. Thus, the presence of highly heterogeneous friction is conjectured
to be main mechanism to generate dynamical hyperuniform states. Numerical solution of
this model reproduces the experimental results, as the system becomes hyperuniform when
approaching the critical point, and allows to obtain the exponent α = 1.12 used to �t the
experimental S(k).

Future prospects on this work include a more thorough study on the phase transition to
hyperuniform states, e.g. whether or not there is universality, as di�erent values of α have
been found for di�erent systems [6, 8, 9, 10, 29, 23]. Additionally, it remains a challenge to �nd
alternative quantities and/or criteria to describe hyperuniformity, or ideally a more uni�ed
systematic approach, in order to eliminate the case by case search for the correct observable.
This could be achieved with a better understanding on the origin of hyperuniform states.
Moreover, it would be interesting to do a more thorough exploration of the phase diagram in
this particular setup, in order to establish not only the dependence of the state of the system
on the di�erent parameters (frequency, cell height, etc.), but also which of these states retain
the hyperuniformity. On the other hand, there is a lack of knowledge on whether this or
other granular systems with dynamic hyperuniformity may present any optical properties,
e.g. a photonic band gap. If successful, this could lead to technical applications in the
optical industry, with the development of photonic band gap hyperuniform metamaterials or
sampling devices with a hyperuniform structure instead of a regular array of receptors, and
also in the production of powders and paints that could have novel properties such as those
displayed by animals with structural color described in Section �1.1.
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Appendix A

Publications

• Gustavo Castillo, Nicolás Mujica, Néstor Sepúlveda, Juan Carlos Sobarzo, Marcelo
Guzmán and Rodrigo Soto. Hyperuniform states generated by a critical friction

�eld. Currently under review.

Hyperuniform states are an e�cient way to �ll up space for disordered systems. In these
states the particle distribution is disordered at the short scale but becomes increasingly
uniform when looked at large scales. Hyperuniformity appears in several systems, in static
or quasistatic regimes as well as close to transitions to absorbing states. Here, we show
that a vibrated granular layer, at the critical point of the liquid-to-solid transition, displays
dynamic hyperuniformity. Prior to the transition, patches of the solid phase form, with
length scales and mean lifetimes that diverge critically at the transition point. When reducing
the wavenumber, density �uctuations encounter increasingly more patches that block their
propagation, resulting in a static structure factor that tends to zero for small wavenumbers
at the critical point, which is a signature of hyperuniformity. A simple model demonstrates
that this coupling of a density �eld to a highly �uctuating scalar friction �eld gives rise to
dynamic hyperuniform states. Finally, we show that the structure factor detects better the
emergence of hyperuniformity, compared to the particle number variance.
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