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Abstract

We study the interaction of surface water waves with a floating solid constraint to move
only in the vertical direction. The first novelty we bring in is that we propose a new model
for this interaction, taking into consideration the viscosity of the fluid. This is done supposing
that the flow obeys a shallow water regime (modeled by the viscous Saint-Venant equations
in one space dimension) and using a Hamiltonian formalism. Another contribution of this
work is establishing the well-posedness of the obtained PDEs/ODEs system in function spaces
similar to the standard ones for strong solutions of viscous shallow water equations. Our well-
posedness results are local in time for every initial data and global in time if the initial data are
close (in appropriate norms) to an equilibrium state. Moreover, we show that the linearization
of our system around an equilibrium state can be described, at least for some initial data,
by an integro-fractional differential equation related to the classical Cummins equation and
which reduces to the Cummins equation when the viscosity vanishes and the fluid is supposed
to fill the whole space. Finally, we describe some numerical tests, performed on the original
nonlinear system, which illustrate the return to equilibrium and the influence of the viscosity
coefficient.

Key words. Viscous shallow water equations, floating structure, fluid-structure interaction, strong
solutions, return to equilibrium.
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1 Introduction

The motion of rigid bodies in a fluid is a widely studied subject in both engineering and mathe-
matical literature. This is due to important applications (naval and aerospace engineering, biology,
medicine, . ..) and to the mathematical challenges, namely the existence of free boundaries, raised
by the corresponding mathematical models. The study of the case in which the rigid bodies are
completely immersed in the fluid goes back to Euler, Kelvin and Kirchhoff. Due to the important
number of works (namely in the last two decades) devoted to this subject, the corresponding math-
ematical questions may be considered by now well understood, for various types of fluids (ideal,
viscous incompressible, compressible, ...). We refer, for instance, to [4] and references therein for
a concise description of recent progress in this field. The case when the solids are floating, thus
only partially immersed and interacting with the water waves, has been much less studied in the
literature, essentially in the case of an ideal fluid. We refer to the classical work of John [11, 12]
or to the monograph Falnes [7] for the linearized theory and to the review paper of Lannes [14] for
the description of recent progress in the field. As far as we know, the case of a viscous fluid has
not been tackled, at least from a mathematical view point. The aim of this work is to partially
fill this gap by considering a PDE system modeling the coupled motion of a free surface viscous
fluid and of a solid, constrained to move in the vertical direction only, which is floating on this free
surface. The main contributions of this work are:

e Proposing, via a Hamiltonian formalism, a new mathematical model which takes into account
the viscosity of the fluid, for the coupled of a free boundary shallow fluid and of a rigid body
floating on the surface.

e Proving the existence and uniqueness of strong solutions (locally in time or globally in time
for small data).

e Proposing a reduced model and performing numerical simulations in the linear case.

The content of the subsequent sections is outlined below. In Section 2 we derive the governing
equations using a Hamiltonian formalism. In Section 3 we show that our model is energetically
consistent and we state our main existence and uniqueness results. In Section 4 we write the gov-
erning equation in an equivalent form obtained by “eliminating” the unknown functions involving
the floating solid. Section 5 is devoted to the proof of the local in time existence and uniqueness
result, whereas in Section 6 we prove global in time existence and uniqueness of solutions for ini-
tial data which are close to an equilibrium state. Finally, in Section 7 we analyze the return to
equilibrium problem and in Section 8, we present some numerical simulations for this problem.



h(t,x)

Figure 1: Configuration

2 Modelling

In this section, we derive, using a Hamiltonian formalism, the simplified model which is analyzed
in the remaining part of this work. The fluid is described using the viscous Saint Venant equations,
whereas the solid obeys Newton’s second law. To couple the two models we use a Hamiltonian
formalism, passing by the following steps:

e Introduce the total energy of the fluid-floating object system within the Saint-Venant ap-
proximation and define conservation of mass as a constraint, following Petit and Rouchon
[17].

e Use of a Hamiltonian formalism to derive the governing equations, by combining the ap-
proach introduced in [17] for the inviscid case with the methodology used in Gay-Balmaz
and Yoshimura [8] in the case the Navier-Stokes-Fourier system, which allows us to include
the viscous effects in the system.

To describe our model we need some notation, which is introduced below. Denote respectively
by p(t,z), v(t,x) and h(t, z) the density, the velocity, and the height of the free surface of the fluid
(see Figure 1). These quantities depend on the time ¢ > 0 and on the position z € [0, £]. We also
denote by H(t) the height of the cylinder. The mass M of the rigid body is a positive constant.
We also assume that the cylinder moves only vertically and we set

7 := [a,b] := the projection of the cylinder on the flat bottom, & :=(0,¢)\ Z, (2.1)

with Z C (0, ¢).

The function H, which depends only on time is supposed to satisfy
0 < H(t) <min(h(t,a™),h(t,b1)) (t>0),

so that the cylinder is immersed into the fluid and does not touch the bottom.

We are now on a position to derive the governing equations. The first one is the equation of
mass conservation:

Oh n d(hv)
ot ox
For x € 7 the height of fluid is given by the position of the cylinder, i.e.:

=0 (t>0, z €[0,0). (2.2)

h(t,x) = H(t) (t>0, z€l). (2.3)

Equations (2.2) and (2.3) appear below as constraints in our Hamiltonian formalism.



In order to derive the other equations, we introduce the kinetic energy K¢ and the potential
energy Uy of the fluid:

1
Ky = f/ phv? dz,
2 Jo,0)

1
Uf:/ [5p0m +e(s(t,2))] da,
(07Z)

where g is the gravity acceleration, and e(s) represents the internal energy density which is a
function of the density of entropy s. We assume that the fluid is homogeneous and incompressible,
so that that its density p is a constant.

We also introduce the kinetic energy Ky and the potential energy Uy of the solid:
1. .
K, = 5MH2 U, = MgH.

We obtain below the governing equations by writing the stationarity for the total action of the
system under the constraints (2.2) and (2.3). To this aim, it seems more convenient, in particular
to treat the continuity restriction (2.2), to introduce the variable ¢ defined by

q(t,x) = h(t,z)v(t, x) (t>0, z€]0,)). (2.4)

The total action of the system is given by
A(h,v,H) = (Ky + K,) — (Us + Us)
Tt 1 1
= / {/ [fplw2 — —pgh? —e(s(t,z))| de + ~MH? — MgH} dt.
o Uy L2 2 2
In order to include the restrictions (2.2)—(2.3), we introduce two Lagrange multipliers:
M(t, ) (t>0, z€]0,4),

Aao(t, x) (t>0, z€I).

With the above notation, the governing equations are obtained as stationarity conditions for the
Lagrangian defined by

T ¢ 1 oh 0
L(h,q, H A\, A :/ / —p—— —pgh® + pAi( =— + — ) —e(s(t,z))| dz
( 1h2) o { ) {2 ho2 1(8t 3:17) (s »]

n /I [AQ (H — hﬂ dz + %MHQ - MgH} dt. (2.5)

To achieve this aim, we consider virtual displacements of the trajectory, given by the indepen-
dent variations 0h(z,t), H(t) and dg. Since ¢ is a velocity type quantity, whereas h and H are
displacements, we introduce the function ¢ and its variation dp defined by

9% _ 000¢) _
5 = 4 and T dq. (2.6)

The governing equations are obtained by imposing that §£ = 0 for any virtual displacement
Oh(t,z), 0H(t) and dp(t,x) such that

dh(0,z) = 6h(T,x) = H(0) = SH(T) = 6p(0,2) = dp(T,z) = 0, (2.7)

0p(t,0) = dp(t,£) = 0. (2.8)



Moreover, to take in consideration friction forces inside the fluid, we follow the approach in [8] by
assuming that the entropy trajectory s and its variation ds satisfy the variational constraint

de s 1 0(dp)

95" " hox ox (2.9)

where the constant p > 0 is the viscosity of the fluid, together with the phenomenological constraint

86 6q
9s° oz ) -
Note that the above expression of this friction term leads to an nonstandard form of the viscous

Saint-Venant equations, see Remark 2.1 below.

Using (2.5) we get

5L = /O T{ /0 z [ (60) — L5 (5h) — pah(oh) + o (2014 P04 ) 0 54)) ae

n / [Ag (6H - 5h)} de + MHGH) — Mg((SH)} dt
T

The above formula and (2.6) yield:

14 2 e
o= [ [ 252 - ot -« o (252 + 2209 i59) s

+ / [Ag ((6H) - (M))] da + MH(6H) — Mg((SH)} . (2.10)

Considering (2.7) and integrating by parts in time the formula (2.10), we find

q oM O Oe
oA = / / g (1)d0 = o gyt = Gub] ar

0 1 q2 o\ 1

+/O (=505 = pgh — =1 o] d:cf/z{)\gdh} dz
+ (/)\gdszﬁ—Mg)dH} at. (2.11)
T

Using the model (2.9) in (2.11) we get

q oA 0 1 9q 9(dp)
oA = / {/ pat( )(&p) "ot 5209 TPy ar on }dm

b

+/O£[(_; ;1; pgh — paat )(5h)] das—/ [Ag(dh)] da

a

n (/b Noda — MH — Mg) (6H)} dt. (2.12)

Now we integrate by parts in space but we need to take care about the fact that some quantities
can present discontinuities at the interfaces solid-liquid. We thus introduce the notation

[fla = fa®) = fla”), [fly=FF) = f(b7) (2.13)



and we use the following formula for the integration by parts with discontinuities:

/0Z wv dz = _/Oe w'v dz — [uv], — [uvl). (2.14)

‘We thus obtain

sa= [{[ o5 (&) vom (50) + o (458) ] 30ras
o\ p0q

+ [pﬁ + E%L(&p)(t,a) + {pﬁ + ﬁ@i} (dp)(t,b)

+/0£[(_; %z—pgh—pagl)((m)] dx—/b A2 (o)) da

a

n (/b Ao da — MH — Mg) (6H)} dt. (2.15)

Since 0.A = 0 for any virtual displacement, we get the following system of equations

( ) - a%% /;8‘1 (ig) (t>0, z €0,4), (2.16)
P
v % Z%} (t>0), (2.18)

a(;;l :%Z—Z+ h+% (t>0, z€1), (2.19)
_%: ;ZZ + gh (t>0,z€E) (2:20)
M = / Noda — Mg (t > 0). (2.21)

We remark that equation (2.21) gives an interpretation to the Lagrange multiplier A2 as the pressure
force exerted by the fluid on the solid. For this reason, we write in what follows

p(t,x) = Aa(t, x).

Combining equations (2.16)—(2.20), we can eliminate the Lagrange multiplier A; and we obtain:

oh 0q
(‘3t+8m =0 t>0, z€ZTUE), (2.22)
dray, 9 (1q Py _ 1%
at( )+6 (2H2+gH+p) = om (t>0, zeT), (2.23)
q _ 19 (19
—(ﬁ) —(§ﬁ+ gh) = p@x(h x) (t>0, z€8), (2.24)
1¢ Py _ #0414y _ [(14 R
{(2H2+9H+p) Hpax}(a) N {(2h2+gh) hpam](a) (¢ >0), (2.25)
1 ¢ p pdqy, . (1¢ n g7,
(G o +0) 1500 = (G +on) — 7,500 @>0.  2)
b
ME®E) = —Mg+ / p(t, 7) de (t>0), (2.27)

where we have also rewritten (2.2) and used (2.3) in the solid part. In the solid part we can simplify
once again this system, using the fact that as h(t,z) = H(t) does not depend on z, then equation
(2.22) implies that ¢ is a first degree polynomial.



Then our model for the rigid rectangle solid, constrained to move in the vertical direction, which
is floating at the surface of a viscous fluid is

oh 0q
a-‘r% = 0 (t>0,zeZUE), (2.28)
0/q 0 /1 ¢? B
a(H>+87(§ﬁ+ H+ ) = 0 (t>0, LCEI)7 (229)
0(ay, 9 (1¢ _ kO (10
i)+ aam o) = oo (h x) (t>0, ze), (2:30)
1 ¢ I PR VA X o 9qy,,
{(2H2+9H+p) Hpaz}(t ) = {(5—2+gh) h—p%}(ua) (t>0), (2.31)
1q° o dq, o [l m0q,, oy
[(2H2+gH+ £ H—p%}(t,b) - [(ﬁﬁwh) %%}(t7b) (t>0), (2.32)
b
ME®E) = —Mg+ / p(t, 7) do (t > 0). (2.33)

Remark 2.1. As mentioned above, our modeling approach yields a nonstandard viscous term in
the Saint-Venant system, more precisely in the right hand side of (2.31). Indeed, different forms
of this term are generally used in most of the literature on viscous Saint-Venant equations. We
mention in this direction Kloeden [13], Sundbye [19], Gerbeau and Perthame [9] or the review
paper Bresch [5], which consider, once written in dimension one and with our notation, the term
hp o (h < (1)) in the right hand side of (2.31). However, other viscous terms have been considered
in the lztemture, see, for instance, [5], Bernardi and Pironneau [3], Orenga [16] or Rodriguez and
Taboada-Vizquez [18]. Comparing the viscosity term we introduce with the more commonly one
used used, for instance, in [9], shows that their difference is given by

wd (1dq [T h@ q _uq@Qh %} On\?

p Oz (h (“)x) hp 0z < Oz (h)) ~ ph?2 92 ph3 <8x>
Passing to dimensionless variables and denoting by € the size of the solution, the term in the right
hand side of the above formula is of higher order in € than the other terms in the momentum equa-
tion. Therefore, within the global precision of the shallow water approximation, the two viscosity
terms are equivalent. Our choice of the viscous term in the right hand side of (2.31) seems an

appropriate one in the case of viscous shallow water model of a fluid interacting with a floating
solid for at least two reasons:

e [t is energetically consistent, see Proposition 3.1 below.

e In our case, the smoothing effect coming from the viscous term applies to the flux q instead
of the velocity field v as in [15] and [19] (note that in our case, unlike in the case of non
viscous Saint Venant equations, q¢ and v have different reqularity properties). An advantage
of our approach is that, since we use the variables h and q we do not need any information
on the sign of the velocity v at the solid-fluid interface.



3 Energy estimate and main result

By extending the pressure by 0 in the fluid part, by taking p = 1 and by adding boundary and
initial conditions, we can rewrite system (2.28)—(2.33) as follows:

g’; 9 _, (t>0, € TUE), (3.1)
5 (D) + g (g ronen) (;gg): (>0, zeTUE) 5:2)
q(t, O) =q(t,0) = (t > 0), (3.3)
p(t, ): (t=0, z€&), (3.4)
h(t,x) = H(t) (t=0, z€I), (3.5)
[q(t, )] = [a(t, )]s =0 (t>0), (3.6)
)+ 2D ghin ) - E50w] —0 @20, )
)+ i e - 19000 <0 @0 (35)
MH(t)Mg+/bp(t x)dz (t>0) (3.9)
h(0,z) = ho(x) (x €8&), (3.10)
Q(va> = QO(m) (3j € [0>£])’ (3'11)
H(0) = Hy (3.12)

Note that from (3.1) and (3.5) it follows that
%(m) = —H(t) (t>0, zel). (3.13)

In particular, the initial velocity of the solid is given by

5'(10

H(0) = Oz

Let us note that the spatial derivatives in the above equations and in the whole paper correspond
to the spatial derivatives of the restrictions for each subdomain. In particular, we have the classical
formula for any function f, smooth on £ UZ:

[ = 0 50~ 10~ e (3.14)

We first show that the system (3.1)—(3.12) satisfies an energy estimate:

Proposition 3.1. Let us write

£ 2(¢. o .
E(t) = % /0 <qh ((t’i’m; 4 gh2(t,x)> do + %MHQ(t) + MgH() t>0)0 (315

and let us consider a smooth solution (h,q, H,p) of system (3.1)—(3.12). Then we have the following

relation:
1 { dq

0 2
E(t) = *,U,/O o) ax(t,m)] dz (t>0). (3.16)



Proof. From (3.15), it follows that

B(t) = /OZ B (%)2 g—i‘ + gt ( )+ ghgh} de + ME (O E(t) + MgH(?).

By combining the above formula with (3.1), (3.2) and (3.4) it follows that

14 2 2
o [T N 0 (P, N 910
B() = /0 [(%2 +gh) 5 * 5 (2h2 +9h) q”ax(hax)} de

_ / bq(t,x)g];(t,x) dz + MH(t)H(t) + MgH(t) (t>=0). (3.17)

2 2 2
q dq 9 (q _ 0
(s + ) 5+ (s + 1) = g o (i + o1

we can combine (3.3), (3.6) and (3.17) to obtain

Since

2
(00 | gy + ot )]

+/0€ [quaam(}llgz)} da:—/:q(t,x)gi(t,x)dx+MH(t)ff(t)—|—MgH(t) (t>0).

" . a q2 (tv a) .
Bt) = alt.a) | g6 oo + b

a

Integrating by parts in the two integrals in the above formula and using (3.7) and (3.8), together
with (3.6), it follows that

0 2 b
E(t) = _“/o i(gg) dx+/a p(t, )gq(t x)dz + MH(t)H(t) + MgH(t) (t=0).

Finally, inserting (3.13) and (3.9) in the last formula we obtain the desired energy estimate (3.16).
O

One can check that the stationary solutions of (3.1)~(3.9) can be parametrized by H > 0 by
setting

- M Mg
h:=H D= 3.18
tr— D= (3.18)
and in that case
h zeé& 0 z€&
R (x) =4 , S(z) =0 and 3.19
(@) {H Tl F@=0 ad )= {pwez (3.19)

In the statements below, we also need the following notation: we write Py (Z), k > 0 the set of
polynomial functions of degree < k. Let us state our main results:

Theorem 3.2. Let us assume that
[Ho, ho,q0] - € R x HY(E) x H'(0,0)
with
Ho>0, ho>0 in&, Hy<min(ho(a™),ho(d")) (3.20)
q0(0) = qo(€) = 0. (3.21)

Let K > 0 be such that

1

[Hol + [[holl ) + laollmr0.) S K, 5= < ho(w) S K forz € €. (3.22)



Then, there exists T > 0, depending only on K such that the system (3.1)—(3.12) admits a unique
strong solution

H e H*0,T), heH'0,T;H"(&))NC[0,T]; L*(£)), (3.23)

q € C°([0,T]; H'(0,0)) (3.24)

qe € H'(0,T; L2(£)) N C°([0,T); HY(E)) N L*(0,T; HA(E)), (3.25)

qz € H'Y(0,T;P1(T)), ( )

piz € L*(0,T; P2(T)). (3.27)

Moreover, there exists a constant K > 0 such that

1
i < hy(t,z), H(t) < K, forallt e (0,T),x €&,
T

H(t) < min(h(t,a™), h(t,b")) forallt € (0,T).

Theorem 3.3. For any H > 0, the system (3.1)—(3.12) is locally well-posed around the stationary
state defined by (3.18)-(3.19). More precisely, there exists g > 0 such that, for alln € (0,19) there
exists two constants € > 0 and C' > 0, such that, for any

[Ho, ho,q0] - € R x HY(E) x H'(0,0)

with
£
[ ez + oo — ) - M:z: LT 0(0) = golt) =0, (3.28)
£
|Ho — H| + |ho — hllm(e) + llgollmr0,0) < &, (3.29)

there exists a unique solution of (3.1)—(3.12) with
H e H+ H*0,00), he&h+HY0,00; H'(E))NCL([0,00); L*(E)),

(3.30)
q € Cy([0,00); H'(0,0)) (3.31)
qie € H'(0,00; L*(€)) N Cy([0,00); H' (€)) N L*(0, 00; H*(E)), (3.32)
gz € H(0,00; Py (T)) (3.33)

Mg
Pz € Tl I 4 L2(0, 00 Po(T)) (3.34)
/ h(t,z)dz + H(t)(b — a) = ME: +HC (t>0), (3.35)

&£

h(t,z) > g Ht) > g for all t € (0,00), 7 € &, (3.36)
H(t) < min(h(t,a™), h(t,b")) for all t € (0,00). (3.37)

satisfying the estimate

[ en®) (H—H) lz20,00) + [[en) (h=h) 11 0,00517 (€)) + ||en(')Q||L°o(o,oo;Hl(o,e))

+ €7 glel| 11 (0,005L2(8))n L2 (0,002 () < CE-

4 Equations (3.1)—(3.12) as a parabolic system on &

In this section we eliminate pressure from (3.1)—(3.12) and obtain an equivalent system involving
the restrictions of h and ¢ to &, together with the traces of ¢ at z = a, b and H. More precisely,

let us set
qa(t) == q(t,a™) = q(t,a™), q(t) == q(t,b7) = q(t,b). (4.1)

10



From (3.13), we deduce

and

q(t,z) = qa(t)(%) + %(ﬂ(i:;l)v %(t,x) = %Z“(t) (t>0, z€1).

Combining (3.2), (3.5) and (3.13), we get

dp d [ q q qH
_ = _= o > .
o Hat(H2> +2 t=>0, ze€1)
We recall that if f € Pa([a,b]), then we have the following standard formulas

[ e = s@io -+ @0 4 O

_ )2 )2
[ e = s0 -0 - 1@ - 05

In particular, since p is a second degree polynomial with respect to x, we deduce

/ab p(t,z) dz

and

b
/ p(t,x) dz
s~ (-5 ) 20 (2t

Combining (4.7), (4.8), (4.2) and (3.9) yields

o4 Co i = [or = oo = Moo - )+ )0 -

3H 6H
b—a)?
+ 2q§—qaqb—q§](3H2) (t>0),
and
(b—a)’y. (b—a)®y. 2
— M= o+ M+ s = Mg(b - a) = p( D) (b a)
b—a)?
- [QQ§_QaQb_Q21(3H2) (t>0).

Inverting the above linear system, we get

Pa] _ st ~Mg(b = a) +p(a)(b - )* + [262 — quts — 3] (%?2)
0 Mg(b—a) = p(,b)(b— a)? - [26 — qags — a2] U

11

(4.4)

(4.9)

(4.10)

(4.11)



where for all H > 0, S(H) is the following symmetric positive matrix:

H
(b—ay(ar + L2

Mot Ga)?
6H 3H

S(H) := (4.12)

M+ (173—12;)3 M — (b—a)3‘|

Considering equations (3.7)—(3.8) together with (4.3) and with (4.11), we deduce, we obtain:

&) = R (Hat0). gata) o gl A ) @)

where

R (H.a.0), o) b a0 a0 )

~Mg(b - a) +p(, @) (b - @) + 262 — quas — 2| 77

= —a 2
[ Mg(b—a) = p(-,b)(b — )* = 263 — qats — 03] U572

] . (4.14)

and p(-,a) and p(-,b) are given by:

) = ol gh(ta) ~ H gl - DR g + a2l (as)

2 2 _
plt.8) = gt prs +ahe.0%) = 5 50 = TR~ g 4 =00 )

Finally, the system (3.1)—(3.12) writes in the equivalent form
H= —qZ:Z“ (t>0), (4.17)
oh dq
S(ta)+ 2L (t2) =0 (t>0, z€8), (4.18)
2 2

%+a% (‘2 g;) :h% <Z§z) (t>0, z€&), (4.19)
q(t,0) =q(t, ) =0 (t>0), (4.20)
Q(tv a) - Qa(t)v Q(tv b) - Qb(t) (t > 0)7 (421)
|:ZZ:| =R <Ha Q('a a)7 %Q(’v a’i)ﬂ h(a ai)a Q('a b)7 %q(‘v b+)7 h(7 b+)> ) (422)

with R defined by (4.14), (4.15) and (4.16).

5 Local in time existence and uniqueness

In this section we prove Theorem 3.2. In view of the reduction performed in Section 4, our main
result in Theorem 3.2 can be restated as:
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Theorem 5.1. Assume that
[Ho, hos 40, 4a0, ab0] € R x HY(E) x H'(E) x R?,
with
Hy>0, ho>0 &, Hy< min(ho(af),ho(bJr)), (51)
70(0) = q(¢) =0, qo(a) = qa0, qo(b) = @0
Let K > 0 be such that
1
K

|Ho| + ||hollzr ) + llgoll ey + 190l + 190,6] < K, <ho(r) < K forzek. (5.3)

Then, there exists T > 0, depending only on K, such that the system (4.17)—(4.22) admits a unique
strong solution
He H*0,T),  heHY0,T;HY(E)NCH0,T): L*(£)), (5.4)
g € H'(0,T; L*(£)) N C([0,T); H' (£)) N L*(0, T H*(£)),
QGGHI(OvT)7 quHl(O,T)

Moreover, there exists a constant K > 0 such that

1
2 gh(taz%H(t)gKT (te(O,T),.IGE),
Kt

H(t) < min(h(t,a”), h(t, b)) (t € (0,7)).
The proof of the above theorem relies on classical estimates on linear parabolic problems, com-

bined with the use of the Banach fixed point theorem. The strategy we adopt here is based on the
fact that the system (4.17)—(4.22) can be rewritten as

" qb qa
=t (> 0), (5.7)
Oh  0Oq
E#—%—O (t>0,l‘€g), (58)
dqg  0°q
q(t,0) = q(t,€) = 0, (t>0), (5.10)
q(t,a) = qa(t), q(t,b) = qp(t) (t > 0), (5.11)
|:Z::| = fZ(Ha q)QGaqb) (t > 0)7 (5 12)
h(oax) = hO(x)a Q(va) = QO(‘r) (Jf € 5)7 (513)
H(0) = Ho, ¢a(0) =¢a0,  ¢(0) = a0, (5.14)
where 0 2 0h oh oh 0
_ 2409 ¢ Oh on _pohoq
Filhg) = h Ox + h2 Oz +gh8x h Ox Ox’ (5.15)
and
9 - - 9 + +
-FQ(Ha q, Qa»Qb) =R qu('va)v %q('aa )7h'('7a' )7q('7b)7 %q(,b )7h‘(7b ) ) (516)

with R defined by (4.14), (4.15) and (4.16). Next, by replacing F; and F3 by given source term
f1 and fy we obtain the following linear system :
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H= — (t>0), (5.17)
%’ZJr%:O (t>0, zeéf), (5.18)
% - N% =fi (t>0, z€&), (5.19)
Q(ta 0) = q(taé) =0, (t > 0)7 (520)
Q(tv a) = Qa(t)’ Q(t’ b) = Qb(t) (t > 0)7 (521)
R (t>0), (5.22)
h(0,$) = ho(l’), q(O,ZL’) = QO(x) (.’[ € 8)7 (523)
H(0) = Ho, ¢a(0) = ga,0, a(0) = gv,0- (5.24)

We have the following regularity result for the system (5.17)-(5.24)

Theorem 5.2. Let us assume that [HO, hos 0, Ga,05 Qb,o] T e RxH(E)x HY (E)xR? and satisfies the
compatibility condition (5.2). Then, for all 0 <T < 1, f; € L?(0,T;L?(E)) and fo € L?*(0,T;R?)
the system (5.17)-(5.24) admits a unique solution

H e H*(0,T), he HY0,T;HY(E))nC([0,T); L*(€)),
g€ H'(0,T; L*(£)) N C([0,T); H'(£)) N L*(0,T; H*(E)),
qa € HY(0,7), q € H(0,T).

Moreover, there exists a constant C independent of T such that

I HI z2 0,1y + 1)l e 0,751 £)) + Bl Loe 0,510 £)) + Nl L2 0,7m2(6)) + Nl 50,7502 ()
+ gl o= 0,511 (£)) + [1(das @) || 51 0,7;m2) < C(\Ho| + ||7Lo||H1(5) + ol &1 (e)

+ [da,0l + lavol + H(fl,fz)‘ ), (5.25)

L2(0,T;L2(£) xR?)
for all 0 < T < 1.

Proof. Let us remark that the linear system (5.17)-(5.24) can be solved in “cascades”: Eq. (5.22)
can be solved independently and admits a unique solution (q.,q,) € H'(0,T;R?). Next we solve

Eq. (5.17) and we obtain H € H?(0,T). Using the standard regularity results for parabolic equa-
tions with non-homogeneous boundary conditions, we also have that

q € L*0,T; H*(E)) N HY(0,T; L*(£)) N L*>(0,T; H'(E)).

Finally, using the regularity of ¢, we obtain the desired regularity of h from Eq. (5.18). To obtain
estimates with continuity constant independent of time T we can proceed as in [10, Theorem
5.3]. O

Now we estimate the nonlinear terms defined in (5.15)-(5.16).

Proposition 5.3. Let us assume that [Hy, ho, qo, qa’o,qb’o]T ERx HYE) x HY(E) x R? such that

(5.1)-(5.3) holds. There exist T € (0,1), 6 > 0 and C = C(M,T) > 0 such that for T € (0,T] and
for (fi, f2) € L*(0,T; L*(&) x R?) satisfying

<
H(fl’ fz)‘ L2(0,T;L2(£)xR2)

the solution (H,h,q,qq,q) of (5.17)-(5.24) verifies

7]

)

0.

[Pl g <
L2(0,T;L2(E)) L2(0,T;R2)
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Proof. We choose T<landTe (0, T ]. The constant appearing in this proof depends only on K
and independent of T First of all, from (5.25) we first obtain

I HI z2 0,1y + 1l 0,051 £)) + Pl Loe 0,517 £)) + N2l 20,0 m2(6)) + Nl 50,7502 ()
+ lallze 0,711 (£)) + 1(das @)l 510, 7R2) < C. (5.26)
Applying Holder’s inequality together with the above estimate we deduce that
|1H = Ho| e 0.1 < CVT, Ih = holl L= (0,717 (8)) < CVT.
In particular, there exists T such that for all T € (0, T] the following holds:

H, 1

H(t)> 20 ), , 2
0> (t)> 5 tE(0.T) €€ (5.27)
12l o< 0.1y x ) + 1 H || Lo 0,7y < C, (5.28)
Pl 20, msm1 )y + N[ HI 22001y < CVT, (5.29)
1 1 1
H n ‘ 1 H <c (5.30)
Moy 1L omxe)  IH oo
In a similar manner, we also obtain
lgallzo= 0,7y + llgvll Lo 0,7) < C, lgallz2 0y + @bl L2017y < CVT. (5.31)

On the other hand, using an interpolation inequality one has following estimate (see, for instance
estimate, (6.13) of [10])

lall 20,71y < CTU /4, s € (0,1). (5.32)
Using the above estimate, (5.26) and the Sobolev embedding we get

dq

o <CeTU=)/4 se(1/2,1) (5.33)

L2(0,T5L>(€))

gl o= 0,7y x ) < C, ’

We are now in a position to estimate the non-linear terms defined in (5.15)-(5.16).
Estimate of F7 :

IFull L20,7:2(8)) < CT?, for some & > 0. (5.34)
eEstimate of the first term of F; : Using (5.26), (5.27) and (5.33), we have

2q dq
H < Ollgll 20,151 (6)) < Cﬁ”Q”L‘X’(O,T;Hl(E)) < OVT.

h Ox

L2(0,T5L2(£))

eEstimate of the second and third term of F; : Using (5.26), (5.27) and (5.33) we have

eEstimate of the last term of F; : Using (5.26), (5.27) and (5.33) we obtain

2
q° Oh h@h

2 9 +g I < Clhlz2 0,581 (6)) < CVT.

L2(0,T5L2(&))

Jq

< oT(1—9)/4
Oz ’

L2(0,T;L>(€))

p0h Oq
h Ox Ox’

L2(0,T;L2( 5)) Hax L (0,T;L2(E)) ‘

for some s € (1/2,1). Thus we have proved (5.34).
Estimate of F5 :

P2l 20, 7R2) < CT?, for some & > 0. (5.35)
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eEstimate of S(H) defined in (4.12) : Using (5.27) - (5.29), we have the following estimates
ISl oy <G ISl pooizussy < CVT. (5.36)
eEstimate p(t,a) and p(t,b) defined in (4.15) - (4.16): We claim that
Ip(-, @)l z20.1) + [[P(,0) || 20,7y < CT?, for some § > 0. (5.37)

We provide only the estimate of third term of p(¢,a). Estimates of the other terms are similar.
Using (5.30) and (5.32) we have

1
< —
<c|;

dq

< CT(-9)/4
ox

L2(0,T;H#(0,a))

)

kg .
hox’

1 9q
¢ ‘ham

L2(0,T) ‘ L2(0,T;H?(0,a)) Lo (0,T;H(0,a)) ‘

for some s € (1/2,1). Thus we have (5.37). Finally, combining (5.36), (5.37) and (5.31), we obtain
(5.35). O

We are now in a position to prove one of Theorem 5.1.

Proof of Theorem 5.1. Let T be the constant in Proposition 5.3. For T € (O,TV]7 we consider the
ball

B = {(fl,fg) € L*(0,T; L*(&) x R?) ; (5.38)

(11, 12)

<1
L2(0,T;L2(£)xR?) }

and the map
=: (f17f2) € %T — (fl(huq)7f2(H7q7qa7qb))7 (539)

where (H, h,q,qq, ) is the solution to the system (5.17)-(5.24) and where F; and F; are given by
(5.15)-(5.16). By Proposition 5.3, we have that Z(Br) C Br for T small enough. With similar
calculation as Proposition 5.3, we can also show that for small 7', =, is a strict contraction. This
completes the proof of Theorem 5.1. O

6 Global in time existence and uniqueness

In this section, we linearize the system (4.17)—(4.22) around a stationary state and we study the
corresponding linear system. Note that, in order to prove global existence for small data of our
original problem (4.17)-(4.22) we need this linearization to be exponentially stable, so that we
cannot use the linearized problem (5.17)-(5.24), introduced for the local existence result.

6.1 Linearization around a stationary state

We consider the stationary state given by (3.19) and we define

H=H-H h:i=h—hS= }i_ﬁ inE.
’ H inZ

From (4.15)—(4.16) and (3.18), we deduce




L 0 —q H 202 — Gus — G2
O U ) 7 k. S e T UL Uk T ()
h \ (h+h) 0z b—a (H+H)H 3(H + H)?
and
b—a)?
Mg(b —a) ~ p(-5) (b~ 0)? — [262 — gy — 7] )

= (b—a)Q{ —g(h(-,b%) — H) + ﬁ@(-,a‘) )

h Ox H(b—a)
D) o
2 \(h+h)2(,b") (H+H)
pf ho0q\ o @—da  H 26— gaq — ¢
+h<(ﬁ+h>8x> e v ma s+ T } (64

H— qz - Z (t > 0), (6.5)
oh dq 3
a(t,m)—k%(t,x) =0 (t>0, zef), (6.6)
- , )
O ot u St = () (t>0, z€8), (6.7)
q(t,0) =q(t,£) =0 (t>0), (6.8)
q(t,a) = qa(t), q(t.b) = q(t) (t>0) (6.9)
] {g(ﬁ( @) H) - B2 gy g LD 2000 ]
@~V = nog 1 gq(-,b) —q(-,a)
’ —g(h( b+)—H)+ﬁ*x(' b+)—§ A
+ Fy(H, h,q,qp.q2) (6.10)
where ~ ~
e 2w Ohig
Fulh.q) = Ox <ﬁ+h tg 2 > (h + h)2 Oz Oz’ (6.11)



(- a~ 0 9 - Hqy—qq ]
2 7 - — g(h’(va )_H)—g%(’a )+: —
= (b—a)*(S(H + H) — S()) o b+)_ﬁ)+hwq( a)_%gb_qa
’ hox’ T b—a |

F3(H,h,q,q, qa) (6.12)
Fy(H, h,q,qp, Qa)_

w—q H 2q2 — 4l — qat (6.13)
b—a (H+HH 3(H +H)?

= = A 1 1 puf h 0q
F4(H»h7QaQb7Qa) B 2b<(ﬁ+h)2(,b+) (ﬁ+H)2> h(( )8.13)( b+)

=0  H  2¢ —quqp —q:

e @ama sdame oW

Using (3.10), (3.11) and (3.12), we add the following initial conditions to system (6.5)—(6.14):

1(0,2) = ho(z) (z €&), (6.15)
q(0,2) = qo() (x €8), (6.16)
H(0) = Ho, ¢a(0) =qao ¢5(0) = av,0, (6.17)

where _ L B
Hy=Ho—H, ho:=ho—h, quo:=q(a), qo:=qo(b).

In order to study the above equations, we consider the following linear system

H= e (t>0), (6.18)
oh dq
E(t,m)+%(t,x)zo (t>0, zeéf), (6.19)
g;’ + Egz ;x <6q> f (t>0, 2€&), (6.20)
q(t,0) = q(t,0) = 0 (t>0), (6.21)
q(t,a) = qa(t), q(t,b) = q(?) (t>0), (6.22)
pog(,b) —q(,a) =\ po _

_ = +g h(7a )7H 7:*(,@ )
[Zﬂ = So(H) H,u a 7%)__ q(-,a) ( N ~> h,uagq ot 2 (6.23)

b G- )

where
B H M4 G’ gy (o)

So(H) = b (M+ (bl;?{)s) u (bg_g) M+ (bﬁ) ] ) (6.24)

and where fi; and fs are now given.
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6.2 Study of the Linear Problem

In this section we use the methodology developed in [15] in order to prove that the linear problem
introduced above can be described by an analytic CY semigroup in an appropriate Hilbert space
and then we show that this semigroup is exponentially stable. To this end we begin by defining
the following spaces:

X:{[H,h,q]T€(C><H1(5)><L2(E) |/h0(x)dx+H0(bfa):O}, U==C?  (6.25)
&

72 ={[H.hq" eCxH\(E)x H(£) | /

[ ho(a) da+ Ho(b—a) =0, 40(0) = ao(0) = o}. (6.26)

We also introduce the following operators:

_ab)—q(a)
H b—a
L:D(L)—X, L|h|= —de ., D) =2, (6.27)
q - 2
—ghiy + p
T Tata)
G:DG) —U, G|h|= B(b)} ., D) =2, (6.28)
q
and
A= L|Ker(G)~ (629)
The above definition yields
o 0
D(A)=Cx H'(E) x (H*NHYN)(E) and A|h| = — g : (6.30)
q

— 2
—gh$ + i
Lemma 6.1. The operator A : D(A) — X generates an analytic semigroup.

Proof. Tt clearly suffices to prove that the operator A defined by

D(A) = H' (&) x (H* N H})(E),

MLt ([era)

dz?
generates an analytic semigroup in X = H(€) x L2(&). To this aim, noticing that the operator

defined by
T pdn
q ghys

is in £(X), it suffices to prove that the operator A; defined by

D(A1) = D(4),

of-[E] ([erw).
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generates an analytic semigroup in X. Denoting
Yoy, ={A e C\ {0} | Jarg)| <7 —¢, [N >~} (6.31)
this is equivalent to the existence of ¢ € (0,7/2) and v > 0 such that
Yen C p(Ar)

and the set
{)\()\I — A7 Ne zw}

is bounded in £(X). To do this, for {ch ] € X we notes that the equation

or-wft] -]

qx g
writes d
5N

— .32
Ay + e f, (6 3 )

qu,\

AQy — = .

O~y =9 (6.33)
q(0) = q(a) = q(b) = q(¢) = 0. (6.34)

Classical results imply the existence of v, C' > 0 and ¢ € (0,7/2) such that for every A € £,  the
unique solution of (6.33) and (6.34) satisfies

Aaxllzz(e) + llaallzze) < Cllgllrzce) (g € L*(€)). (6.35)

Inserting the above estimate in (6.32) we obtain that

Al @) < I f ey + Cllgllez e (f € H'(E), g € L*(€)).

The last estimates and (6.35) imply that the family of operators

AN — Ap)~t ANeEZ.,)
is bounded in £(X), which ends the proof. O
Using the notation N
H
z=|h|, u= [q“} , (6.36)
q db

the linear system (6.18)—(6.24) writes

0

i=Lz+ 0], Gz = u, (6.37)
fi

i=Cz+ fo, (6.38)

where L and G have been defined in (6.27) and (6.28), respectively, and

ottt 4 g(Ram) - H) - £32(a")

Cz=So(H) | ¥ N ~ ° (6.39)
U | g (et - ) + £ 200
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We introduce the operator A by:

D(A) = { m €ZxU;Gz = u} (6.40)
and
z Lz
A= [ o
Then the linear system (6.18)—-(6.24) can be written as
d [z] z 03]
i) =4l +[s) 642
where
0
Q= (0|, ®=fo
fi

Theorem 6.2. The operator A is the infinitesimal generator of an analytic semigroup on X X U.

Proof. From a trace theorem, one can check the following property on C:
V6 >0, 3k(6)  [ICzllcz < 2]z + K(d)lz]lx- (6.43)

Then by [15, Theorem 1.25] and Lemma 6.1 we deduce that A : D(A) — X x U generates an
analytic semigroup. O

We now show the following property on the resolvent set p(A) of A:

Proposition 6.3. The resolvent set of A contains the closed right half plane of C:
Ci :={A e C; Re(N) =0} C p(A).

Proof. We first show that 0 € p(A), i.e. that A is boundedly invertible. Assume F € X x U and
let us solve the equation

A [ZO} =F ({ZO} € D(A)> . (6.44)
Uo uo
Hy fi
. ho f2
Denoting LO} =1 qo | and F = | f3|, the above system writes
0
qa,0 fa
0 fs
7Q0(b) —qo(a) _
— = fi, (6.45)
~S(0) = o) (wee), (6.46)
dho d“qo
—gha +u 12 f3(z) (x€f), (6.47)

e w +g<h0(a*) - Ho) - %%(ai) _ [ﬁﬂ (6.48)
0 ) .

So(@) | 1 _
_%M —g(ho(b+) _ Ho) + %di(b-i-

—a
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q0(0) = qo(€) = 0, (6.49)

q0(a) = dqa0,  qo(b) = avo- (6.50)
We first note that from (6.46) and (6.49) it follows that

—fy d§¢ forxz €0,a
qo(z) = zfo f2(€) d¢ [0, a] (650)
Jo f2(6) d€ for x € [b, £].
f1
Remark that since | fa| € X (see (6.25)), equation (6.45) is also satisfied. Moreover, from (6.50)
JE

it follows that . '
a,0 — — da = dg. .
ded /0 RO g /b f2(6) d (6.52)

Multiplying both sides of (6.48) by So(H)~! and using (6.45), (6.46), we obtain

- L — b—a 3 b—a 3 5
o) 10)] _ [sh = By [or o+ O] ot [or = O] o)
b— b . (6.
g(ho(b") — Ho %fl o %f2(b+) + M -4 Gﬁa) (bﬁm — | M +4 3%) (bffz)z

On the other hand, by combining (6.46) and (6.47) it follows that

d _ fa(@)  pdfs
4 (ho = Ho)(z) = — f’gﬁ @ (weé), (6.54)

so that, according to (6.53), we have

K (b—a)? fa
ho(.T)*Ho—gﬁfl‘i’ |:M+ Sﬁ ] g(b—a)2

b-aP] S5 1 [ b
—[M— = }g(b_a)ﬁg}l/gg PO~ L) @ela). ©5)

(b—a)?® Ja
3H ] g(b—a)?
_ |:M— (b—a)3:| Is 1

ho(a:)—HO:g%f1+ {M#—

/ Ch©de- Lpe)  (welbd). (6.56)
b gh

6H |g(b—a)?® gh
The above formulas, combined with the the fact that [.(ho(x) — Ho) dz+ Hol = 0, give an explicit
formula for Hy in terms of fi, with k& € {1,...,5}, together with the existence of some positive

constant K such that
[Ho| < Ko || F|l x xus (FeXxU).

The above estimate, together with (6.55) and (6.56) imply the existence of K; > 0 such that
[hollz2e) < K1 [1F ]| x xus (FeXxU).

The last two estimates and (6.54), (6.51), (6.52) imply that there exists K5 > 0 such that

2] < malFl (FeXxu.
011l x xut
This shows that 0 € p(.A). Assume now A € C; \ {0} and F = [f1, f2, f3, f1, f5] |, the equation
(AT — A) [zg] =F,
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writes

AHp + qO(bl)) = ZO(G) - f (6.57)
Miofa) + S (2) = po(a) (6.58)
2
Maolw) + A~ p TR = fy(a) (6:59)
70(0) = qo(¢) = 0, (6.60)
q0(a) = qa0,  q(b) = a0, (6.61)
[ 2e®—w@ +g(h0(a—) _ Ho) — dgo (o) f
dao| _ H b-a h dz _ | Ja
' [qb’o} o —%W - g(ho(b+) - H0> + %d%)(bﬂ [f5] . (6.62)
From (6.62) and (6.24), it follows that
£ 20(0) = 90(a) +9(h0(a_) - Ho) - B@(G_)
H b—a h dz
_ (b —a)®] (Mao — fa) ~(b=a)®] (fs = Agbo)
= [ O | Bt - B g e
_ iQO(b) - QO(a) _g(ho(bJr) _ H0> + g%(bJr)
H b—a h dz
_ (b—0a)®*T (f1 — May0) (b—a)®*T (Agso — f5)
—[M— 7 } oy +{M+ o ] e (6.64)

We next transform (6.57)-(6.64) into a boundary value problem for gy by eliminating ho, Ho, ¢a,0, 95,0
from the above mentioned equations. Firstly, from (6.58) and (6.59) we deduce

%QO ~ (“ + g) Cao _fs_g9dfe _ oy 2 (6.65)

h M) da? h A dx
Next, using (6.57), (6.58) and (6.61) in (6.63)-(6.64) it follows that

(% + %)%(a_) = (% + % b)\i\/‘[a) qO(bz - ZO(G) - )\(Z%a) (2q0(a) + qo(b)) + ¢2,  (6.66)
(&4 2) S ) = (£ 4 94 P RO Zbla) A0 (4 0) 1 2000) +05, (667
with
_ (fola”) S (b—a)l fo [, (=0 f5
210255 A)+{M+ 57T ](b—a)? [M 677 }<b—a>2’
o BOY A C0—a®] f [ (-0 S
or:=9( 25 A)+[M 67T }<b—a>2 W* 577 hb—a)?'

At this stage we remark that the fact that Cy \ {0} C p(A) readily follows as soon as we have
shown that for every A € C; \ {0} C p(4) and F € X x U, the system formed by (6.65) and
(6.66)-(6.67), together with (6.60) admits a unique solution go with

ol r2(e) < K(MFllxxus (F e X xU).
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We then recover hg, Ho, ¢a,0, gb,0 by using (6.57), (6.58) and (6.61).

Now, to solve (6.65), (6.60) and (6.66)-(6.67), it is sufficient to prove the existence and uniqueness
of a weak solution. The H? regularity can then be obtained in a standard way.

Let us set
Vi={ve H'(E) | ¥(0) =v(t) =0}.
Then we can check (6.65), (6.60) and (6.66)-(6.67) are equivalent to

Bala:0) = [ 610+ 6u7(a) ~ 6001 (Wev), (6.69)
where
v = [ [fav+ (E+4) S22 o
(g L4 M) 2O 2O 0) 4 o] B
P (40t P2LY 0O 0l A0 ao] ) (e )

We notice that B) writes more conveniently as

Bx(q, ) =/ [2qw+ (M + i) dao dw] da

€ h dz dz
g, Kk AM Y (q0(b) — go(a))((b) — ¥(a)
Jr<)\+H+b—a> : Ob—a
+ 209 [0 @B(@) + a0 P0) + (00(8) + @) @O) + B(@)] (g€ V). (669

From the above formula and the Poincaré inequality, it follows that for any A € C, \ {0} there
exist positive constants C' = C'(\), a = a(X) such that

1Bx(q, )| < Cllgllv [¥llv,  ReBa(q,q) = allqli (g, €V),

thus By is a bounded and coercive form on V. Moreover, the right hand side of (6.68) clearly
defines a bounded linear functional on V. Thus the conclusion follows by the complex version of
the Lax-Milgram Lemma (see, for instance, Arendt et al. [1, Lemma 5.4]). O

Proposition 6.4. The operator A generates an exponentially stable semigroup (etA)t>0 on X xU.
In other words, there exist constant C > 0 and ng > 0 such that

T t
< Ce no
X xU

o T
(HOahOanQa,OaQb,O) (6.70)

etA (H07 ho, qo, Qa707Qb70)

X xU
Proof. By Lemma 6.1 we have the existence of C' > 0 such that for any A € £, , with € € (0,7/2),

(AT —A < C.

-1
) Hc(x xU)
Next, by Proposition 6.3 and noting the fact that C \ X. , is a compact set, we obtain

||(/\I—.A <C, forany Ae CL UX, ,.

)71||£(X><Z/l)

This yields that
{Ae C|ReX = —n} C p(A).

Finally applying Proposition 2.9 [2, p. 120] we deduce the exponential stability of the semigroup
generated by the operator A. O
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We conclude from Theorem 6.2 and Proposition 6.4 the following result:

Proposition 6.5. Let n € [0,10) where ng is the constant introduced in Proposition 6.4. Then for
any

o T
[Hmhm%,%,o’%,o} ERx H'(E) x H'(E) x R?
with

/jo(x) de+ Ho(b—a) =0, ¢o(0) =qo(£) =0, qo(a) =qao. qo(b) = b0, (6.71)

and for any e"C) f; € L2(0,00; L2(E)), ") fy € L*(0,00;R?) the system (6.18)(6.23), with (6.15)~
(6.17) admits a unique solution

e"VH € H'(0,00), ¢"h e H'(0,00; H'(E)), (6.72)
e e HY(0,00; L2(E)) N Cy([0,00); HY(E)) N L%(0, 00; H3(E)), (6.73)
e"g, € HY(0,00), €"Og, € HY(0,00), (6.74)
/E(t, 2)de+ HO)(b—a) =0 (£ 0). (6.75)
&

Moreover, there exists a positive constant C depending on n such that

e H |13 0,00) + "Rl 110,005 101 () + 167l 1 0,00122(€))0C (10,0001 €)1 L2 (0,005 (8))
+ €7 (qa, g) |21 (0,00:22)

< (ol + ol ey + laollzne) + |7 (11, £2)] (6.76)

L2(0,00;L2(£) ><R2)) ’

6.3 Fixed point

Let us fix n € (0,79), where 7 is the constant introduced in Proposition 6.4. We consider for all
€ > 0 the ball

B o= { (1012 € 0,065 12(6) X B2 (6.77)

(1, )

<e
L2(0,00;L2(E)xR2) }

and the map _ o
E:(f1,f2) € Be = (Fi(h,q), F2(H, b, q, qb, Ga)) (6.78)

where (H, h,q,qy,qq) is the solution of (6.18)~(6.23), with (6.15)(6.17) associated with (fy, f2),
and where F and Fj are given by (6.11)—(6.14). We take

|Hol + lhollz1(e) + llgoll ey < (6.79)

so that (6.76) yields

€7 H || 511(0.00) + 1€ R 111 0,00:21 (£)) + 1€l 210,001 L2 (£))nC (0,00): H ()N L2 (0.00: H(£))
+ 1€ (qar @) || 111 0,00:2) < Ce. (6.80)

Taking € small enough, we deduce from the above estimate that

H>—--H, h> f%h ((t,r) € (0,00) x ). (6.81)
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From the above estimate and from the the Sobolev embeddings H!(0,00) C L>(0,00) and H*(£) C
L>(€), we deduce

1 1
p— = + = ~ < C7
h+ hllLee((0,00)x &) h =+ hllLe(0,00;H1 ()
He”(')qH < Ce, He”(')hH < Ce, (6.82)
L ((0,00) X E) Lo ((0,00) X E)

for some constant C' indepedent of €. For simplicity, we assume now that
e< 1. (6.83)
We deduce from (6.11), (6.80) and the above estimate that
1€ Fy (R, @) L20,00:22(8)) < CE™. (6.84)
From (6.80) and (6.82), we have

eﬂ(‘)ﬁ 6(]

(h+h) Oz

< Ce?, (6.85)
L2(0,00;H' (£))

and thus
ent) < Ce2 (6.86)

L2(0,00;R?)

F3<I§7zlaqaqb7Qll)
F4(Hah/7Qaqb7qa)

We also deduce from (6.80) that

b—a < Ce.

b—a 1llL2(0,00;r2)
From (4.12), (6.81) and (6.80), we have
IS(H + )1 (0,00mn) < Cy  [S(H +H) = S(H)|| 1< (0,00m1) < Ce. (6.87)
We obtain from (6.12) and from the above estimates
€7 Fo(H, oy 4, qby 4a) || 22 (0,00:2) < CE2. (6.88)

This shows that for small £, = defined by (6.78) satisfies 2(B.) C B.. With similar calculations, we
can also obtain that for small €, =|p3_ is a strict contraction. This gives the existence and uniqueness
of a solution for system (4.17)—(4.22). We have now to come back to system (3.1)—(3.12). We see
that (4.17) yields (3.1) in Z and there exists a unique

M
pe |7|9+L2<o,oo;7>2<z>>

satisfying (4.4) and

b .
/ p(t,z)de = —MH(t) + Mg = M"Z a1 Mg
a

—a

Using (4.5) and (4.6), we deduce that p(¢,a) and p(t,b) satisfies (4.9) and (4.10). We deduce from
this and from (4.22) that (3.7) and (3.8) hold.

This concludes the proof of Theorem 3.3.
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7 Return to the Equilibrium

The return to the equilibrium problem is a particular configuration of the floating structure prob-
lem, which consists in starting from a configuration where the solid is not at its equilibrium state
and with water at rest. The motion of the solid is often described in the literature by a linear
integro-differential equation, known as the Cummins equation, which has been obtained in [6], in
the case of an inviscid fluid filling the whole space and assuming small waves amplitude. A similar
equation taking in consideration some nonlinear effects has been derived in [14]. The classical
linear Cummins equation, in the case of vertical displacements of a floating structure reads:

(M +mo)H(t) = aH + K x H, (7.1)

where H denotes the displacement of the structure from the equilibrium position, M denotes the
mass of the structure, mo, is the added mass at infinite frequency, « is the hydrostatic stiffness
and K is the radiation force impulse response function (see, for instance, [6]). In this section, our
aim is to derive a similar equation taking into consideration the viscosity of the fluid and possibly
the presence of an exterior boundary for the fluid. To this aim, we use a linearized version of the
system (3.1)-(3.12) as departure point.

Let h and H be the equilibrium height for the fluid and the solid respectively. Then we have

M

h=H
+b—a’

where M is the mass of the solid (see (3.18)). For simplicity, let us assume that

_ 1
h=1, M =1, g=1, D= .
b—a

The system (3.1)-(3.12), linearized around the trajectory (H,h,q,p) = (h, H,0,p), reads as

Tilio see (72)
%4‘%—#%:0, z €€, (7.3)
h(t.a) — polt,a7) = plt, ) + H(E) — o (1) (7.4)
(%) — oL (1% = plt,b) + HD) — p (1,57 (7.5)
T rd_o, et (7.6)
Y220 et (7.7)

b
i) = / p(t,) dz. (7.8)

As we are interested in the return to the equilibrium problem we consider the above system with
the following initial data

h(0,z) = hg, q(0,2) =0, H(0) = H,, (7.9)
where hg is a constant, hg # 0, Hy # 0 and
h0|8| —|—H0(b—a) =0. (710)

The last condition means that the volume of fluid is the same in the initial configuration and at
equilibrium and it is necessary only in the case when the fluid is bounded.
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Remark 7.1. The system (7.2)-(7.8) is equivalent to the system (6.18)-(6.24). Therefore by Propo-
sition 6.5, the system (7.2)-(7.9) admits a unique solution
H € H*(0,00), he H'(0,00; H'(E)) N CE(]0,00); L*(E)),
g € Cy([0,00); H'(0,4))
qe € H'(0,00; L*(£)) N Cy([0, 00); H' (€)) N L*(0, 00; H(E)),
qz € H'(0,00; P1(2)), piz € L*(0,00; P2(1)).
Our aim is to show that, in the above configuration, we can eliminate h, ¢ and p from the above

system to obtain an integro-differential equation of Cummins type for H. To this aim, we first
differentiate (7.7) with respect to x and using (7.4) -(7.6) we have

9%p
9 (t), rel,
) )
p(tv a+) = pa(t) = h(tv ai) - /Laig(ta ai) - H(t) - :uH(t)v (711)
0
P(t.57) = polt) = h(t.b%) = pL (t.5%) = H(t) — uH (1)
We decompose p as
P =Dp1+ P2, (7.12)
where p; solves
82}91 ..
52 H(t), p1(t,a) = p1(t,b) =0, (7.13)
and py solves
9°pa
022 =0, b2 (tﬂ a) = Pa (t)7 b2 (ta b) = pb(t)' (714)
Therefore > )
- x +a a
mito) =0 (5 - 150+ ). (7.15)
and
T—a
pa(t,x) = pa(t) + (Po(t) — pa(t)) (7.16)

b—a’

Substituting the values of p; and py in (7.8), we obtain the following equation

(14 350 0*) 0 = OB =)+ 0u(6) - 0) 5 = 25 G0+ ().

12

Using the expression of p, and p;, from (7.11) we can rewrite the above equation as

(1+112(b—a)3) i ="

0 0
(h(ta CL_) - Mi(t7a_) + h(t7 b+) - Maq

X

)
—(b—a) (H(t) + uH(t)) . (7.17)

To simplify we assume symmetry of the fluid-structure configuration, i.e., we suppose that the
solid is symmetric around the axis z = zy where z¢ = %(b + a) and that £ = a +b. Thus we have

h(tv ai) = h(tv b+) q(tv b+) = _q(tv ai)' (718)
Then by taking the boundary trace of all the terms in (7.2), we obtain

D0, 04,
ax(t7a )_ax(t7b )
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Therefore, (7.17) can be written as
1 3\ - _ dq _ .
1+ —(b—a)®)HEt)=0b-a) (ht.a) - p2lt,a™))) - (b-a) (H(t)—i—uH(t)). (7.19)
12 ox
We now need to express h(t,a™) — u%(t,a‘) in terms of H and H. For x € Z we have
a(t.b) — alt.a) = —(b — @) H (1), (7.20)

Using (7.18), we obtain

"y, gt = 2 3 ). (7.21)

Q(t’ a’) =

From (7.2)-(7.3), ¢ satisfy the following equation for x € [0, a

8%q¢ 0% 93q b—a - dq

92 " om  Emgz =0 160 =0, q(ta)=——H(t), q(0,2)=>(0,2)=0 (7.22)

For f € L1[0,00) let fAbe the Laplace transform of f. Applying this transform to both sides of
(7.22) we obtain

9%q b—a=

s2G— (1+ 5%73 =0, §(s.0)=0, §ls,a)=-5—H,  Re(s) >0, (7.23)
Therefore . .
q(s,x) = A(s)e” Vitsr" + B(s)e Vit ", (7.24)

where z — /Z is the principal branch of the square root function.

Using the boundary conditions (7.23) it follows that

b_a;H.

A(s) + B(s) =0, A(s)e” Viten + B(s)eVirm =
Therefore, (7.24) yields

b—a evzjrtm — ex/lsjsu n
q(s,z) = — ——H(s) (x €10,a], Res>0). (7.25)
2 o VTFer — evVitw

From the above formula it follows that

oq b—a~, =
%(37 a) = — 5 fa(s)H(s) (Res > 0), (7.26)
where s
N Virer 4 evViten
fa(s) = G (Res > 0).

VItsp o mm — oAt
On the other hand, taking Laplace transform of (7.2) we have

Msa) =0 104
i(s,a) =2~ 20(5,0)
Therefore,
n oq _ho b—as, (7 . o 1 ~
h(s,a) — ,u%(s,a) == -3 F(s)H(s) with F(s)= (s + u) fa(s). (7.27)
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Let F(t) denotes the inverse Laplace transform of F(s). By taking the inverse Laplace transform
in the above identity we obtain

h(t,a‘)—g%(t,a_):ho— bap .. (7.28)
x
Using the above expressions in (7.19) we have
1 3\ i (b—a)? . .
1+ﬁ(bfa) H=(b—a)hy— F+«H—(b—a)H— pub—a)H. (7.29)

Therefore, we have proved the following proposition

Proposition 7.2. Assume that £ = a + b, i.e.that the solid is symmetric around the azis x = xg,
zg = 3(a+b). Then, for the return to the equilibrium problem (7.2)-(7.10), the position of the solid
s completely determined by the integro-differential equation

i _a3 g @_(b-a)2 *._ L B . .
<1+12(b ))H_ Hy'g S F o H = (b= a)H = u(b — a) 730

and with F such that

—sa

sa
eViteon 4 eViten

F(s)=—1+4sp—— (7.31)

sa
e Vidsp — e V1+sp

The function F growths like v/Re s when Re s — oo, thus F' is a distribution. Consequently, the
second term in the right hand side of the first equation in (7.30) involves fractional derivatives of
H, as explained with more details below. More precisely, in the remaining part of this section we
consider the case in which the fluid domain is unbounded and we derive a generalized Cummins
equation, taking in consideration the viscosity.

Let £ = (—o00,a) U (b,00) and take the initial data (for the linearized problem (7.2)-(7.9))
ho =0, qo=0, Hy#0.

In this case, for z € (—o0, a) we have the following equation satisfied by (s, z) (instead of (7.23)):

2~ b—a=™
s2q — (1+su)% =0, q(s,z) > 0 as z — —oo0, q(s,a) = TGH, Re(s) > 0. (7.32)
Then R
q(s,z) = gaex/%e\/%f{(s), (7.33)
and
~ _ 6&‘ _ b—a (1 S i b—a -~
As,a™) = pgi(s,07) = == <8 +u> T =" («/1 n us) H(s). (7.34)

In a similar manner we obtain

(s, b™) —u%g(s,b+) - —b;“ (Ml-i—,us) H(s). (7.35)

Inserting the above expressions in (7.19), the equation for H reads as

(14 550 a) £ = 0= )= i (0 )t — o )1 (7.36)
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where R
F(s)=+/1+ pus. (7.37)

Equation (7.36) can be further transformed in an equation involving a fractional derivative. Indeed,
(7.37) can be rewritten

F(s) = Fi(s) + Fy(s), (7.38)
where
Fi(s) = /i3, (7.39)

fz(s)=ﬂ<m—ﬁ)=ﬂ( Siﬁﬁ). (7.40)

Using tables of Laplace transforms we see that

_t
l—en»

Fo(t) = i (7.41)

On the other hand, (7.39) implies that Fy is (up to a multiplicative constant) the fractional
derivative of order % of the Dirac mass at t = 0, that is

Fy = /D2 6,. (7.42)

Combining (7.36)-(7.42) we obtain the Cummins type equation

(1 n %(b _ a)f’») o b ;“)QFQ <[ — J/n (D%H) —(b—a)H —pb—a)H.  (7.43)

Thus the outcome of the viscosity in this model is the presence of the standard damping term
f(b— a)H and in the fractional damping term /i (D%H)

Remark 7.3. If u =0, then (7.36) becomes

<1 + %(b - a)3> H(t) = —

which is the same as Eq. (57) of [14].
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8 Numerical Simulations

In this section, we discuss some numerical simulations for the system nonlinear (4.17)—(4.22) and
we compare with the results obtained via linearization. To this aim, consider some subdivisions of
the intervals [0, a] and [b, ¢], and we use them to discretize the equations with respect to the space
variable. Since the procedure is similar for the two intervals, we only present the method for the
interval [0, a]. To simplify, we also assume that the subdivision (z) of [0, a] is uniform:

k
xp=—a, ke{0,...,n}, oz =2
n n

We also consider the subdivision (Zj):

—-1/2
7= P12,

, ke{l,...,n}.

n
Our aim is compute approximations of h and ¢ respectively on (Zx) and on (xy):
hi =~ h(-,Zk)  qr =~ q(, k).

In particular, go = 0 and ¢, &~ ¢, where ¢, is one of the unknowns of (4.17)—(4.22). With the
above notation, it is natural to approximate the derivative of ¢ by the following formula:

5‘3 _ Gk — qk—1
<ax>k—51‘, k€{1,7n},

and (4.18) is approximated by

d~ — Q—
3 _ 9k —4gk—1

ak— ox , k‘E{l,,n}

In a similar way, (4.19) is approximated by

o0\ (o4
ox Ox
k+1 k

Sz ’

d Fi1 — Fy
Bl h
dtqlC ox +

kell,...,on—1}, (8.1)

where _
. ~2 h2
Fp=26 4 T
hy 2
In the above formulas, we see that we need to compute g and hg. For the height of fluid, we
consider the formula _ _
_ hik+1 + hi
2 )
and for g we use an upwind approximation:

hi ke{l,....,n—1},

~  Qk+1 t+ gk qr + qr—1
qy = ——— or —_—

5 5 , ke{l,...,n—1},

according to the sign of w.

Note that in (8.1), we don’t need to compute the derivative of ¢ for k =0 (go = 0) or for k =n
since ¢, corresponds to ¢, and its derivative is obtained through the equation (4.22).

Using the above numerical scheme, we can consider the return to the equilibrium problem, in
its linear and nonlinear version. We place ourselves in the configuration described in Section 7. In
particular, we take the initial conditions (7.9), with different values of hg, Hy and p (see Figure 2
and Figure 3).
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We notice in both experiments that the convergence to the equilibrium is depending a lot of
the viscosity. When the viscosity is large, both linear and nonlinear problem converges to the
equilibrium very quickly. For instance, if © = 50 we see that at ¢ = 100 the solutions are close
to the equilibrium. On the contrary, when the viscosity is small (u = 5 or 0.5) trajectories do
not converge to the equilibrium as fast as the previous one. Moreover, these simulations seem to
support the conjecture that the return to equilibrium takes place without imposing initial data
close to equilibrium.

We also see that the differences between the nonlinear problem and the linear problem are
stronger for small viscosities, and we remark that, at least for these numerical tests, the nonlinear
system goes faster than the linear system to the equilibrium.
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