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a b s t r a c t 

The design of conservation management plans is a crucial task for ensuring the preservation of ecosys- 

tems. A conservation plan is typically embodied by two types of decisions: in which areas of a given 

territory it will be implemented, and how actions against threats will be deployed across these areas. 

These decisions are usually guided by the resulting ecological benefit, their spatial effectiveness, and their 

implementation cost. 

In this paper, we propose a multi-criteria optimization framework, for modeling and solving a mixed 

integer programming characterization of a multi-action and multi-species conservation management de- 

sign problem. The optimization tool seeks for a management plan that maximizes ecological benefit and 

minimizes spatial fragmentation, simultaneously, while ensuring an implementation cost no greater than 

a given budget. 

For showing the effectiveness of the methodology, we consider a case study corresponding to a por- 

tion of the Mitchell river catchment, located in northern Australia, where 31 freshwater fish species are 

affected by four threats. 

The attained results show how the methodology exploits the trade-offs among the ecological, spatial 

and cost criteria, enabling decision-makers to explore and analyze a broad range of conservation plans. 

Selecting conservation plans in a more informed way allows to obtain the best outcomes from a strategic 

and operational point of view. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction and motivation 

A dramatic loss of biodiversity, across the whole globe, has

een experienced over the last century. An indiscriminate exploita-

ion of natural resources, the outburst of introduced species, un-

ustainable human population growth, and the consequences of

limate change, are among the processes that have led to this

ost. In July 2012, at the Rio+20 Earth Summit, the International

nion for Conservation of Nature revealed that about 20,0 0 0 ani-

al species are threatened with extinction. Among them, 40 0 0 are

escribed as critically endangered and 60 0 0 as endangered , while

ore than 10,0 0 0 species are listed as vulnerable [1] . Furthermore,
� This manuscript was processed by Associate Editor Triantaphyllou. 
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nited Nations have defined biodiversity protection as one of the

ustainable Development goals (see [2,3] ). 

Maintaining biodiversity and ecosystemic equilibrium, is fun-

amental for ensuring the environmental conditions for future

enerations [4,5] . International (non-governmental) organizations,

overnments, academic institutions, and foundations, have devoted

mmense efforts in the last decades to the design and establish-

ent of protected areas and conservation management plans,

iming at restoring and preserving landscape for wildlife. For

n-depth analyses and discussion of motivations, models, cases,

nd challenges in the field of wildlife conservation and nature

eserve planning, the reader is referred to [6–8] . 

Strategical, tactical and operational conservation decisions are

sually the result of a so-called systematic conservation planning

SCP) process (see, e.g., [9–11] ). SCP frames quantitative method-

logies aiming at ensuring the long-term persistence of species by

eans of adequate planning and implementation of cost-effective

https://doi.org/10.1016/j.omega.2019.102147
http://www.ScienceDirect.com
http://www.elsevier.com/locate/omega
http://crossmark.crossref.org/dialog/?doi=10.1016/j.omega.2019.102147&domain=pdf
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actions. The core of most of these methodologies corresponds

to modeling and solving mathematical optimization problems

[12–15] . 

The territorial design of management plans for conservation

(i.e. which areas to select and respecting which spatial arrange-

ment), is by far one of the most important aspects of conservation

management plans (see [13,16–19] , and the references therein). An

optimized spatial distribution of a conservation plan should en-

sure its ecological effectiveness, as well as the efficient use of

economic resources. Due to this importance, a broad body of lit-

erature has been devoted to the development of methodologies

for the design, implementation and assessment of territorial as-

pects of natural reserves. Such tools rely, mainly, on two optimiza-

tion techniques; either (mixed integer linear) mathematical pro-

gramming (see, e.g., [12,19–23] ), or heuristics (see, e.g., [14,24–26] ).

These methodologies have set the basis for developing decision-aid

tools for the conservation planning and ecology community; one

of the most prominent examples corresponds to MARXAN and its

variants [see 15 , 27, for further details] . 

The essential decisions of a conservation management plan cor-

respond to the actions, and the corresponding level of intensity,

that need to be implemented in the selected territory, i.e., the

land units where the plan takes place (see [28] ). At a local scale

(i.e., from the standpoint of a single land unit), such actions range

from simply monitoring a given land unit to complete abatement

of existing threats (the reader is refered to,e.g., [29–31] , for fur-

ther discussion on this topic). The goal is to establish a territo-

rial arrangement of actions so that we attain a maximal ecolog-

ical benefit (both, at a local and aggregated level) at expenses

of a minimum, or at least limited, total cost. Recently, Cattarino

et al. [32] propose a heuristic optimization approach for the spa-

tial prioritization of multi-action planning; in their case, the goal is

to find a cost-efficient conservation plan, comprised of abatement

actions against threats, that ensures minimum quotas of ecolog-

ical benefit for a given set of threatened species. Following that

work, several approaches dealing with multi-action planning and

implementation have been proposed over the last decade (see,

e.g., [33,34] ), which emphasizes the importance of addressing this

type of planning settings in order to achieve effective management

plans. 

Our contribution In this paper, we contribute to the literature

devoted to multi-action (conservation) planning problems, by ex-

tending the existing work in two aspects. First, our work addresses

a novel multi-species conservation planning strategy that encom-

passes, simultaneously, multiple actions and conflicting criteria. For

such a decision-making scheme, the optimization criteria, mainly

ecological, economical and functional, shall be fairly balanced in

order to design effective conservation plans. This is done by defin-

ing a multicriteria mathematical optimization model, along with

an algorithmic scheme for solving it. Our multicriteria approach

extends previously published methods (see, e.g., [35–39] ), as it rec-

ognizes the need of characterizing biodiversity conservation not

only as a cost-efficient spatial layout design problem, but rather as

a multiple action problem encoded by functional and spatial de-

cisions and conflictive objectives associated to them. And second,

following the motivations presented in the recently published work

[40] , we use mixed integer linear programming (MIP) as model-

ing and algorithmic approach, instead of heuristic-based schemes

based on MARXAN, e.g., [32,41,42] ; this allows, for real cases as we

consider in this paper, a computationally efficient computation of

high-quality solutions offering effective trade-offs among the dif-

ferent criteria. 

To the best of our knowledge, this is one of the first works en-

coding multi-actions for the spatial management of multi-species

within a multicriteria model that is tackled using MIP techniques.

Therefore, our work is a further step of the operations research
ommunity towards applications emerging from the need of a sus-

ainable impact and management of our environment. 

Paper outline The paper is organized as follows. In Section 2 we

escribe the main methodological elements of the proposed op-

imization framework. The description of the case study, and ex-

ensive computational results, along with a detailed analysis, are

resented in Section 3 ; further discussion on the attained results

s well as managerial insights are provided in Section 4 . Finally,

n Section 5 , we present concluding remarks and venues for future

ork. 

. A MIP framework for multi-criteria design of multi-Action 

onservation plans 

Following the concepts presented in the introduction, a multi-

ction conservation plan is encoded by the selection of a set of

erritorial units for systemic monitoring , along with actions against

ome of the threats that occur in such units, so as to maximize

 multi-species conservation benefit. In this context, monitoring

 unit refers to the deployment of human and/or machine-based

trategies for obtaining on-site surveillance data regarding appear-

nce and progression of threats against a specific biodiversity that

e want to protect. Likewise, an action corresponds to an activity

evoted to the partial or total eradication of a threat (e.g., in the

ase of tree diseases, a treatment might correspond to spraying or

njecting a fungicide into the truck, branches, or soil). Hence, the

onservation benefit is proportional to the reduction of the threats

hat occur where the target species inhabit. Besides a good eco-

ogical performance, the conservation plan is expected to be, on

he one hand, functional from a spatial point of view (which is

chieved by minimizing the spatial fragmentation among the se-

ected units), and on the other, economically effective (i.e., respect

 given budget). As we will show in the remainder of this arti-

le, a multi-action conservation plan that addresses these criteria

nd requirements is embodied by the solution of an optimization

roblem that we coin as bi-objective multi-action conservation

lanning problem (BMACP), In the following, we will present the

athematical programming model of the BMACP as well as the al-

orithmic scheme for solving it. 

Notation and preliminaries Let I be the set of land units, so that

 ∈ I is a basic territorial division, which encompasses basic char-

cteristics such as surface, shape, and topology. Likewise, let S be

he set of species, so that, for a given unit i ∈ I, S i ⊆S corresponds

o the set of species occurring in unit i ∈ I . Similarly, let T be the

et of threats, so that T i ⊆T corresponds to the set of threats occur-

ing in unit i ∈ I ; likewise, let T s ⊆T be the set of threats that affect

pecies s ∈ S . In Fig. 1 we show a schematic example of a territory

apped into a set I and how in a particular unit i ∈ I , both species

nd threats can co-occur. In Section 3 we will present further de-

ails regarding the data used for the computational analysis carried

ut in this paper. 

From an economical point of view, let cf ∈ R 

| I| 
≥0 

be the vector of

onitoring costs, so that cf i is the cost of monitoring unit i ∈ I , i.e.,

ncorporating it as part of the spatial deployment of the conserva-

ion plan; similarly, let c ∈ R 

| I|×| T | 
≥0 

be the matrix of action costs, so

hat c it is the cost of applying an action against threat t ∈ T in unit

 ∈ I . 

From a conservation point of view, the local benefit for a species

 ∈ S i at a given unit i ∈ I , is proportional to the fraction of threats

gainst species s for which an action is taken in i , say T is , with

espect to the total number of threats against s that occur in i (we

ssume that | T i ∩ T s | � = 0), i.e., 

 is = 

(
T is 

| T ∩ T s | 
)

νs . (1)
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Fig. 1. Schematic example of a territory mapped into a set I . 

S  

s  

a  

h  

e  

n  

s  

s  

b  

i  

t  

c  

a  

c  

o  

z  

b  

m  

t  

t  

d  

m  

a  

m  

f

2

 

s  

v  

c  

o  

a  

u  

p  

s  

z  

s

 

b  

t  

p  

a

B

w

b

a  

f  

|

 

u  

o  

g

F

i  

m  

t  

u  

w  

p  

n  

o  

c  

i  

u  

[  

s  

a  

m  

t  

C

C

ince 0 ≤ T is | T i ∩ T s | ≤ 1 , it holds that νs > 0 allows to control how

ensitive species s is with respect to a partial application of actions

gainst all threats [see 32] . For instance, if νs = 1 and we treat

alf of the threats of a species in a given unit, we achieve an

cological benefit equal to 0.5. However, if νs = 3 , then we would

eed to treat 80% of the threats against the same species in the

ame unit. Therefore, the larger the value of νs , for a given species

 , the more effort is needed to reach higer values of ecological

enefit. In this paper we assume that νs = 3 , for all s ∈ S , as done

n [32] . If for a given pair i ∈ I, s ∈ S i , it holds that | T i ∩ T s | = 0 , i.e.,

here are no threats for species s on unit i , then the ecological

ontribution for s will be 1 if unit i is taken as part of the reserve,

nd 0 otherwise. In this type of settings, actions against threats

an be taken if and only if the corresponding unit is under the

bservation of managers, i.e., if the unit is part of the monitored

one. Such condition is ensured by the proposed model as it will

e showed in the next section. Note that we refer to b ·i as a local

easure of ecological benefit, and we do not assume further spa-

ial synergy and functionality among intervened units. Although

his is a common assumption in literature (see, e.g., [12,14,15,26] ),

ecision-makers must consider this when analyzing and imple-

enting the prescribed conservation plans, as spatial interactions

re likely occur in these settings an shall not be neglected. As a

atter of fact, alternatives for modeling such phenomena can be

ound in [20,43–45] . 

.1. A MIP model for the BMACP 

For the mathematical optimization models that will be pre-

ented in the following, let w ∈ {0, 1} | I | be a vector of binary

ariables, such that w i = 1 is unit i ∈ I is taken as part of the

onservation plan (i.e., it will be, at least, monitored), and w i = 0

therwise. Likewise, let x ∈ {0, 1} | I | × | T | be a vector of binary vari-

bles, such that x it = 1 if an action against threat t ∈ T is taken in

nit i ∈ I , and x it = 0 otherwise. Additionally, and for modeling pur-

oses, let z ∈ {0, 1} | I | × | S | be a vector of auxiliary binary variables,

o that for a given i ∈ I and a given s ∈ S , such that | T s ∩ T i | = 0 ,

 is = 1 if land unit i ∈ I contributes to the ecological benefit of

pecies s ∈ S , and z is = 0 otherwise. 

A solution encoded by a triplet ( w, x, z ), can be characterized

y three performance measures: total ecological benefit, total spa-
ial fragmentation, and total cost. The total ecological benefit is ex-

ressed as the sum of the local ecological benefit attained across

ll (intervened) units, i.e., 

 (w , x , z ) = 

∑ 

s ∈ S 

⎛ 

⎝ 

∑ 

i ∈ I | T s ∩ T i |� = ∅ 
b is + 

∑ 

i ′ ∈ I | T s ∩ T i ′ | =0 

z i ′ s 

⎞ 

⎠ , (2) 

here 

 is = 

(∑ 

t∈ T s ∩ T i x it 
| T s ∩ T i | 

)
νs (3) 

ccounts for the local conservation benefit, induced by ( w, x, z ),

or a given species s ∈ S in unit i ∈ I where threats co-occur (i.e.,

 T s ∩ T i | � = 0). 

Likewise, the second term, 
∑ 

i ′ ∈ I | T s ∩ T i ′ | =0 
z si ′ , accounts for selected

nits in which species s ∈ S occurs and no threat against it co-

ccurs. Similarly, the fragmentation of such solution ( w, x, z ), is

iven by 

 (w , x , z ) = 

∑ 

i 1 ∈ I 

∑ 

i 2 ∈ I| i 1 � = i 2 

1 

d 2 
i 1 i 2 

w i 1 (1 − w i 2 ) , (4) 

.e., if a unit is selected, the neighboring units are preferred over

ore distant units, where d ∈ R 

| I |×| I | 
≥0 

is the matrix of pair-wise dis-

ances, so that d ij corresponds to the up-stream distance between

nits i, j ∈ I . Therefore, by minimizing fragmentation function F ( ·)
e maximize the spatial aggregation of the selected units. As ex-

lained in [46] , this strategy avoids the selection of isolated plan-

ing units and forces the inclusion of closer upstream areas. On the

ne hand, this approach is concordant with ecological theory, as it

onsiders the natural and roughly exponential decay of upstream

nfluences with distance; and on the other, it accounts for the nat-

ral capacity of rivers to mitigate impacts when designing reserves

see 47, for further details] . Note that fragmentation is only mea-

ured with respect to monitored units. Nonetheless, in our setting,

ctions can be only applied on monitored units; hence, by mini-

izing function F ( w, x, z ) we are also attempting to contribute to

he spatial aggregation of actions (a similar strategy is followed by

attarino et al. [32] ). And, finally, the total cost is expressed by 

(w , x , z ) = 

∑ 

i ∈ I 

∑ 

t∈ T i 
c it x it + 

∑ 

i ∈ I 
c f i w i , (5) 
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i.e., the sum of the action costs plus the monitoring costs (note

that in order to perform an action in a unit, this must be selected

for monitoring in the first place). In practice, conservation agen-

cies typically plan their territorial strategies constrained by a cer-

tain budget,which is granted according to mid- or long-term poli-

cies defined by a central administration. In other words, decision-

makers typically face the task of finding a conservation plan, say

( w, x, z ), fulfilling C ( w, x, z ) ≤ C 0 , where C 0 ≥ 0 is the budget allo-

cated for the pursued plan. 

Wrapping up all the concepts and definitions presented so far,

the BMACP can be formulated as the following bi-objective opti-

mization problem; 

(B 

∗, F ∗) = max B (w , x , z ) , min F (w , x , z ) (BMACP.1)

s.t. C(w , x , z ) ≤ C 0 (BMACP.2)

∑ 

t∈ T i 
x it ≤ | T i | w i , ∀ i ∈ I (BMACP.3)

∑ 

s ∈ S i 
z is ≤ | S i | w i , ∀ i ∈ I (BMACP.4)

w ∈ { 0 , 1 } | I| , x ∈ { 0 , 1 } | I|×| T | , z ∈ { 0 , 1 } | I|×| S| . 
(BMACP.5)

The two objectives described before, maximization of ecolog-

ical benefit and minimization of spatial fragmentation, are en-

coded in (BMACP.1) . Constraint (BMACP.2) corresponds to the bud-

get constraints, since it limits the total cost to be no greater

than C 0 . The fact that actions can be performed ( 
∑ 

t∈ T i x it > 0 )

only on monitored units ( w i = 1 ) is ensured by constraint

(BMACP.3) , and (BMACP.4) follows the same arguments (but for

units where no threat occurs for a given instance). Finally, con-

straint (BMACP.5) imposes the nature of the variables. 

Note that both, the benefit B ( w, x, z ) and the fragmenta-

tion F ( w, x, z ) are non-linear expression, therefore, formulation

(BMACP.1)-(BMACP.5) is non-linear. The non-linearity associated to

function B ( w, x, z ) can be handled through the use of piece-wise

linear functions which require additional auxiliary binary vari-

ables and the incorporation of additional constraints [see, e.g.,

4 8 , 4 9] . In particular, we used the strategy encoded into the

IloPiecewiseLinear function of IBM ILOG CPLEX 

R © 12.6.3

[50] . Likewise, the non-linearities associated to the expression F ( w,

x, z ), can be tackled by using the linearization that induces the so-

called boolean quadratic polytope [see 51, for a fundamental paper

on these matters] . The latter technique has be been recently used,

for example, within the context of conservation planning [see 40] . 

Note that solving (BMACP.1)-(BMACP.5) means to explore the

so-called Pareto frontier . This frontier is comprised by the set of

all points ( B ∗, F ∗), which are induced by the solutions satisfying

Pareto optimality (i.e., non-dominated solutions). For the case of

the BMACP, a formal definition of Pareto optimality is presented

below. 

Definition 1. (see, e.g., [52] ) A feasible solution ( w 

∗, x ∗, z ∗) of the

BMACP is Pareto optimal, if and only if there exists no other fea-

sible solution ( w 

′ , x ′ , z ′ ) such that B ( w 

′ , x ′ , z ′ ) ≥ B ( w 

∗, x ∗, z ∗) and

F ( w 

′ , x ′ , z ′ ) ≤ F ( w 

∗, x ∗, z ∗), with at least one strict inequality. A fea-

sible solution ( w 

∗, x ∗, z ∗) is weakly Pareto optimal, if and only if

there is no solution ( w 

′ , x ′ , z ′ ), where both inequalities are strict. 

As we will show in the following subsection, our algorithmic

strategy aims at approximating the Pareto frontier, i.e., finding a

collection of solutions that are near to the frontier. By comparing

such a collection of (nearly) Pareto optimal solutions, it is possible

to analyze the trade-offs between the two objectives ( B and F ) and
ow the budget on the cost sharpens such trade-offs, as well as

he characteristics of the solutions. As we will show in Section 3 ,

y means of a case study, exploiting such trade-offs allows the

ecision-makers to have not only one, but actually a pool of man-

gement plans, each of them offering different performances. In

he following subsection, we will outline a strategy for approxi-

ating the corresponding Pareto front. As it will be detailed next,

his strategy relies on iteratively solving conveniently constrained

ingle-objective problems. 

.2. A strategy for solving the BMACP 

In order to approximate the Pareto frontier associated to the

MACP, and explore nearly optimal (and non-dominated) solu-

ions, we implemented a quite intuitive strategy, which fits with

he decision-making process that it is carried by the conservation

gencies. Such strategy is outlined below. 

The proposed methodology relies, in the first place, on making

he following question: what would be the most beneficial conserva-

ion plan if no budget nor fragmentation constraint limits our actions?

o answer such question, it is necessary to solve the following (sin-

le objective) maximum benefit multi-action problem (MAP), 

(w 

′ , x 

′ , z ′ ) = arg max B (w , x , z ) (MAP.1)

s.t. (BMACP.3)-(BMACP.5) . (MAP.2)

he solution of this optimization problem, ( w 

′ , x ′ , z ′ ), corresponds

o a selection of units (and actions, when corresponding) that en-

ures the maximum conservation benefit, without any budget con-

traint. Let B ∗ = B (w 

′ , x ′ , z ′ ) , and let F ∗ = F (w 

′ , x ′ , z ′ ) ; we then

olve the following auxiliary problem 

(w 

∗, x 

∗, z ∗) = arg min C(w , x , z ) (MAP.3)

s.t. B (w , x , z ) ≥ B 

∗ (MAP.4)

(BMACP.3)-(BMACP.5) ; (MAP.5)

ence, C ∗ = C(w 

∗, x ∗, z ∗) corresponds to the minimum cost budget

equired to attain the maximum ecological benefit B ∗. The inter-

lay of these two problems is characterized by the following ob-

ervation; 

bservation 1. If (MAP.1)-(MAP.2) is solved to optimality, with B ∗

eing the corresponding objective function value, then any fea-

ible solution of (MAP.3)-(MAP.5) is an optimal solution (MAP.1)-

MAP.2) . 

It is expected that in most real-world applications, the value of

 

∗, the ideal budget, is (much) higher than the budget that will

e available. As a matter of fact, one could expect that decision-

akers take decisions using a budget that it is rather a fraction of

 

∗, i.e., C ρ = ρC ∗, with ρ ∈ [0, 1] being the budget-fraction . Hence,

or a given ρ ∈ [0, 1], the optimization problem that must be solved

s nothing but a budget constrained counterpart of the above pre-

ented maximum benefit multi-action problem (C-MAP), i.e., 

(w 

∗
ρ, x 

∗
ρ, z ∗ρ ) = arg max B (w , x , z ) (C-MAP.1)

s.t. C(w , x , z ) ≤ C ρ (C-MAP.2)

(BMACP.3)-(BMACP.5) ; (C-MAP.3)

et B ∗ρ be the attained objective value. Evidently, if ρ = 1 (i.e.,

 ρ = C ∗), the obtained solution would be equivalent to that of

MAP.1)-(MAP.2) as can be concluded from Observation 1 . Although

he solution (w 

∗
ρ, x ∗ρ, z ∗ρ ) ensures an optimal use of the budget



E. Álvarez-Miranda, J. Salgado-Rojas and V. Hermoso et al. / Omega 92 (2020) 102147 5 

C  

m  

d  

f  

B  

l  

C  

o  

m

 

 

 

l  

fi  

t  

w  

t

 

(  

v  

M  

s

 

o  

a  

P  

w  

o  

a  

o  

e  

i  

t  

s  

a  

p

 

A  

e  

o  

e  

A

 

1

1

1

1

1

1

1

c  

8  

m  

t  

f  

t  

w  

a  

t  

e  

c  

s  

t  

a  

i  

r  

p  

m  

v

 

i  

n  

s  

s  

l  

o  

i  

t  

t  

b  

a  

o  

s  

i  

n  

s  

c  

t

2

 

g  

p  

a  

t  

t  

e  

t  

m  

o  

w  

 

l

 

 

 

w  

w  
 ρ for achieving a maximum ecological benefit, the induced frag-

entation, say F ∗ρ , can be arbitrarily poor. Thereafter, and in or-

er to address the second objective of the BMACP, we shall look

or the corresponding non-dominated Pareto solution associated to

 

∗
ρ, i.e., find a minimum fragmentation solution that ensures (at

east) the same ecological benefit B ∗ρ, and at a cost no greater than

 ρ . Such solution can be found by solving the following (single-

bjective) minimum fragmentation budget and benefit constrained

ulti-action problem (CB-MAP), 

(w 

∗∗
ρ , x 

∗∗
ρ , z ∗∗

ρ ) = arg min F (w , x , z ) (CB-MAP.1)

s.t. C(w , x , z ) ≤ C ρ (CB-MAP.2)

B (w , x , z ) ≥ B 

∗
ρ (CB-MAP.3)

(BMACP.3)-(BMACP.5) ; (CB-MAP.4) 

et F ∗∗
ρ be the attained objective value. Since F ∗∗

ρ ensures a bene-

t that is at least B ∗ρ, and a total cost that is at most C ρ , it holds

hat (w 

∗∗
ρ , x ∗∗

ρ , z ∗∗
ρ ) is such that it is not possible to find a solution

ith an ecological performance better than B ∗ρ and a fragmenta-

ion smaller than F ∗∗
ρ , at a total cost less or equal than C ρ . 

Our method relies on iteratively solving problems (C-MAP.1)-

C-MAP.3) and (CB-MAP.1)-(CB-MAP.3) , consecutively, for different

alues of ρ . The chosen lexicographic order (first (C-MAP.1)-(C-

AP.3) and then (CB-MAP.1)-(CB-MAP.3) ) responds to the decision

etting in which it is inscribed. 

By proceeding in this way, although we cannot ensure Pareto

ptimality of the obtained solution (as underlying MIP problems

re not necessarily solved to optimality), we can approach the

areto frontier induced by the objectives B ( ·, ·, ·) and F ( ·, ·, ·), as

e seek for an trade-off among them (for a sequence of values

f budget levels). As we will show in the following section, the

pplication of this simple strategy allows to highlight the trade-

ffs among ecological, functional and economical objectives, and

nables decision-makers to perform a more accurate character-

zation of what a cost-effective management plan is expected

o be. This managerial functionality of the proposed framework,

hows the potential of mathematical programming as a modeling

nd algorithmic framework for addressing complex conservation

lanning problems. 

We shall point out that the strategy outlined by

lgorithm 1 does not need nor assume a pre-defined prefer-

nce of the decision-maker with respect to the performance

f the sought solutions in the considered criteria. Instead, the

xploration of the search space is performed by iteratively solving

lgorithm 1 Strategy for solving BMACP. 

1: procedure ApproximateParetoFrontier 

2: Calculate (w 

′ , x ′ , z ′ ) = arg max { B (w , x , z ) | (BMACP.3)-(BMACP.5) } 
3: Set B ∗ = B (w 

′ , x ′ , z ′ ) � Definition of B ∗

4: Set F ∗ = F (w 

′ , x ′ , z ′ ) � Definition of F ∗

5: Calculate (w 

∗, x ∗, z ∗) = arg min { C(w , x , z ) | B (w , x , z ) ≥ B ∗ ∧
(BMACP. 3) − (BMACP. 5) } 

6: Set C ∗ = C(w 

∗, x ∗, z ∗) � Definition of C ∗

7: Set ρ ∈ [0 , 1] � Definition of ρ as a set of fractions of C ∗

8: for each element in ρ do 

9: Calculate (w 

∗
ρ , x ∗ρ, z ∗ρ ) = arg max { B (w , x , z ) | C(w , x , z ) ≤ ρC ∗

∧ (BMACP.3)-(BMACP.5) } 
0: Set B ∗ρ = B (w 

∗
ρ , x ∗ρ , z ∗ρ ) � Definition of B ∗ρ

1: Set F ∗ρ = F (w 

∗
ρ , x ∗ρ, z ∗ρ ) � Definition of F ∗ρ

2: Calculate (w 

∗∗
ρ , x ∗∗

ρ , z ∗∗
ρ ) = arg min { F (w , x , z ) | C(w , x , z ) ≤ ρC ∗

∧ B (w , x , z ) ≥ B ∗ρ ∧ 

3: (BMACP.3)-(BMACP.5) } 
4: Set F ∗∗

ρ = F (w 

∗∗
ρ , x ∗∗

ρ , z ∗∗
ρ ) � Definition of F ∗∗

ρ

5: end for 

6: end procedure 

s  
onstrained optimization problems (lines 2, 5 and loop in lines

–14 of Algorithm 1 ). However, there are other approaches for

ulticriteria optimization where the decision-maker can provide

arget or reference values for the different criteria and, there-

ore, enable the design of guided strategies. An example of such

echniques corresponds to Goal Programming (see, e.g., [53] ),

here the user defines target values for each criterion and the

im is to find the solution that approximates, simultaneously,

o those target values as much as possible. Complementary, an

xtension of Goal Programming is presented in [54] , where the

oncept of target values are extended by the so-called reference

ets, which not only represent desirable values for the criteria (as

arget values do in the case of Goal Programming), but they can

lso represent avoidable values so the sought solutions should

nduce criteria values as distance as possible to those avoidable

eference values. Further recent developments of this approach are

resented [55] , where the author proposed a sensitivity analysis

ethod based on investigating the properties of attainable criteria

alues minimizing the distance to perturbed reference sets. 

The solution scheme presented above, as well as the underly-

ng model, assumes that both threats and actions are of a static

ature. Such assumption is considered in most of systematic con-

ervation planning approaches [11] and biodiversity reserves de-

ign models [12] ; and decision-makers are expected to update so-

utions (i.e., run the static models) during the execution stage in

rder to adjust the conservation plans to dynamic nature of the

nput data. This is crucial for ensuring the effectiveness of the at-

ained conservation policies as their validity is likely to degrade as

hey might not respond properly to the different phenomena em-

odied by the species that we aim to protect, the threats that we

im to tackle and the effects of the actions that we aim to carry

ut. Likewise, static models can be exploited to tackle a dynamic

etting within ad-hoc frameworks (see, e.g., [56] ). Despite of this,

t has been recognized that threats and actions actually have a dy-

amic nature (see, e.g., [57,58] , for recent references on this issue in

ingle objective settings) and, therefore, future research on multi-

riteria approaches for multi-species multi-action shall incorporate

his feature. 

.3. Further exploration of the BMACP solutions 

Preliminary results obtained when applying Algorithm 1 sug-

ested that in most cases, we can find conservation management

lans that verify an efficient trade-off between ecological benefit

nd fragmentation, for different levels of budget. Furthermore, due

o the functional importance of having a reduced spatial fragmen-

ation (which is normally very hard to measure), one could try to

xploit this interaction between ecological benefit and fragmen-

ation, in order to find conservation management plans having a

uch more reduced fragmentation at the expenses of sacrificing

nly a fraction of the originally attained ecological benefit. In other

ords, for a given Pareto (near) optimal solution encoded by pair

(B ∗ρ, F ∗∗
ρ ) , and for a given benefit-fraction factor α ∈ [0, 1], we would

ike to find the solution obtained when solving 

(w 

∗∗
α,ρ, x 

∗∗
α,ρ, z ∗∗

α,ρ ) = arg min F (w , x , z ) ( α-CB-MAP.1)

s.t. C(w , x , z ) ≤ C ρ ( α-CB-MAP.2)

B (w , x , z ) ≥ αB 

∗
ρ ( α-CB-MAP.3)

(BMACP.3)-(BMACP.5) ; ( α-CB-MAP.4) 

here αB ∗ρ is the minimum ecological benefit ( αB ∗ρ ≤ B ∗ρ ) that

e require to the new solution (w 

∗∗
α,ρ , x ∗∗

α,ρ , z ∗∗
α,ρ ) , whose corre-

ponding optimal function value F ∗∗
α,ρ is expected to be such that
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Fig. 2. Mitchell River catchment case study data ( 2 (a) and 2 (b)), and MAP solution ( 2 (c)). 
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F ∗∗
α,ρ ≤ F ∗∗

ρ . Such a solution, also corresponds to a solution of the

BMACP, and, as it will be shown later in Section 3.3 , its analysis al-

lows a broader understanding of the spatial and functional aspects

of the proposed models. 

3. Computational results 

In this section we describe the case study and corresponding

attained computational results. 

3.1. Case study 

The Northern Australia Water Futures Assessment program [59] ,

is a conservation plan aiming at protecting northern Australia’s

water resources. Within this program, we find the Northern Aus-

tralia Aquatic Ecological Assets initiative [60] (NAAE), which fo-

cuses on conducting fine-scale assessments of particular catch-

ments in northern Australia. One of the catchment areas consid-

ered by the NAAE initiative is the Mitchell River catchment, located

in Queensland, northern Australia (see Fig. 1 ). 

The studied area (71,630 km 

2 ) was divided into 2316 land

parcels (i.e., sub-cachments) (for further details, see [32] ). In the

considered region, 31 species (all of them were freshwater fishes)

were classified as threatened. Fig. 2 (a) shows the spatial distribu-

tion of these species. In this catchment, the considered species are

menaced by four major threats: water buffalo ( Bubalus bubalis ),

cane toad ( Bufo marinus ), river flow alterations (caused by im-

poundments, channels for water extractions and levee banks), and

grazing land use. In Fig. 2 (b) we show these threats are spatially
istributed in the considered area. As can be seen from these fig-

res, species and threats co-occur, with different concentration,

cross the whole studied area, which emphasizes the need of a

ophisticated decision-making tool for designing a functional and

conomically effective multi-action management plan. 

Experimental settings We run our experiments in a Intel R ©
ore TM i7-4770MQ 2.20GHz machine with 12GB RAM, and Ubuntu

6.04 LTS. The underlying MIP instances were solved uing ILOG 

R ©
PLEX 

R © 12.6.3; we used default settings except for the time

imit which was set to 1800 seconds. As said in Section 2 , the

on-linearity associated to the definition of the ecological bene-

t b si (for arbitrary elements s ∈ S and i ∈ I ) are handled by the

loPiecewiseLinear function of IBM ILOG CPLEX 

R © 12.6.3.

reliminary results showed that 5 breakpoints offered the best

rade-off between solution accuracy and computational tractability.

.2. Trade-off analysis: exploring the (approximated) pareto frontier 

As described in Section 2.2 , if no explicit information is known

egarding the available budget for the conservation management

lan, the first step for finding solutions that approximate the

areto front of the BMACP is to solve model (MAP.1)-(MAP.2) and

hen (MAP.3)-(MAP.5) , in order to obtain the so-called ideal budget

 

∗; i.e., the (minimum) cost of the solution that allows the best

ossible ecological benefit. In our case study, the optimal solution

o these models yields an optimal ecological benefit B ∗ = 10 , 954 ,

hich associates a total cost C ∗ = 6 , 317 kUSD along with a spa-

ial fragmentation F ∗ = 481 . 2 . The obtained solution, from solving

MAP.3)-(MAP.5) , is shown in Fig. 2 (c). As can be seen, the obtained
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Fig. 3. Solutions of model (C-MAP.1)-(C-MAP.3) , for different values of ρ . 
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Table 1 

Relationship between C ρ , B ∗ρ , F ∗ρ and F ∗∗
ρ to different budget 

fraction-values ( ρ). 

ρ C ρ (kUSD) B ∗ρ F ∗ρ gap (%) F ∗∗
ρ

1 6,317.0 10,954.0 481.2 0.0 214.8 

0.95 6,001.2 10,887.0 528.3 0.0 360.8 

0.9 5,685.3 10,780.1 506.5 0.0 473.4 

0.85 5,369.5 10,605.7 626.4 0.3 557.9 

0.8 5,053.6 10,394.9 662.1 0.5 618.2 

0.75 4,737.8 10,147.8 724.9 0.6 678.4 

0.7 4,421.9 9,840.6 821.7 0.7 648.9 

0.65 4,106.1 9,518.4 867.5 0.8 805.7 

0.6 3,790.2 9,122.5 903.2 1.2 815.0 

0.55 3,474.4 8,699.5 925.7 1.3 881.2 

0.5 3,158.5 8,218.1 905.6 1.5 849.8 

0.45 2,842.7 7,685.4 918.6 2.0 864.0 

0.4 2,526.8 7,109.3 922.3 2.3 821.4 

0.35 2,211.0 6,478.3 844.7 2.6 749.4 

0.3 1,895.1 5,790.9 801.8 3.0 679.2 

0.25 1,579.3 5,057.1 716.6 3.2 644.2 

0.2 1,263.4 4,253.0 615.5 3.5 533.1 

0.15 947.6 3,375.8 479.5 3.7 398.9 

0.1 631.7 2,391.8 393.6 5.4 341.4 

0.05 315.9 1,299.0 255.9 7.5 218.0 
onservation plan is comprised by a diverse combination of actions

cross a large portion of the territory. The large territorial exten-

ion, and the corresponding high cost of the conservation manage-

ent plan shown in Fig. 2 (c), turns this solution impractical. 

Following the algorithmic scheme outlined in Section 2.2 , we

re interested in exploring alternative solutions that, while en-

uring a maximal ecological benefit, they respect a budget con-

traint given as a portion of C ∗. Such solutions are found by solv-

ng model (C-MAP.1)-(C-MAP.3) , for different right-hand-side val-

es C ρ of the budget constraint (C-MAP.2) , given as C ρ = ρ6 , 317 ,

ith ρ taking values in [0,1]; in our experiments, we considered

∈ { 0 . 05 , 0 . 1 , 0 . 15 , 0 . 2 , . . . , 1 } . In Fig. 3 , we show how the charac-

eristics (measured by B ∗ρ and F ∗ρ ), as well as the territorial and

unctional structure of some solutions, change when having differ-

nt levels of budget (induced by ρ ∈ {0.05, 0.2, 0.4, 0.6}). As can be

een from these figures, there is a clear, and rather obvious, trade-

ff between these; the more budget we have, the more ecologically

ffective management plan we can design. 

In Table 1 , we report more detailed results associated to the

esolution of instances of model (C-MAP.1)-(C-MAP.3) , for different

alues of ρ . In column ‘ ρ ’ we show the different budget-fraction

alues, while in column ‘ C ρ ’ we report the resulting budget val-

es (in thousands of US dollars, kUSD). In column ‘ B ∗ρ ’ we re-

ort the ecological benefit level attained when solving (C-MAP.1)-

C-MAP.3) , for the corresponding values of ρ; likewise, the frag-

entation associated to these solutions is reported in column ‘ F ∗ρ ’.

he quality of the attained solutions is shown in column ‘gap (%)’,

hose entries correspond to the primal/dual gap attained, within

he time limit, when solving the corresponding instances of the
-MAP model using CPLEX. From this later column, we can con-

lude that the proposed approach is quite effective for computing

ood quality solutions in short computing times (at most 1800 sec-

nds); the average gap is 2.01% and, with two exceptions, the at-

ained gaps are always below 5%. The deterioration of the attained

aps, as the value of ρ decreases, is explained by the fact that
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Fig. 4. Trade-offs among ecological benefit B ∗ρ , fragmentation F ∗ρ and budget C ρ , obtained by solving (C-MAP.1)-(C-MAP.3) . 
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smaller budgets induce a smaller space of feasible solutions, mak-

ing the optimization process more difficult (specially due to the

combinatorial nature of the solutions). Although the obtained so-

lutions are not optimal, this does not affect any of the conclusions

drawn in this paper. 

From the values reported in Table 1 , we can clearly see the re-

lation between C ρ and B ∗ρ : the more budget we have, the more

ecological benefit we can attain. However, the relation of C ρ and

B ∗ρ with F ∗ρ , requires further insights, which are inferred from the

plots shown in Fig. 4 . The plot in Fig. 4 (a) shows the trade-off be-

tween budget C ρ and the attained ecological benefit B ∗ρ . In this

plot, each point is associated with a value of ρ (which is explic-

itly shown in the corresponding labels), and it is possible to see

that the ecological benefit asymptomatically increases to reach the

maximum value 10,954 when C 1 = C ∗ = 6 , 317 . 

In the plot in Fig. 4 (b), we show the relation between the frag-

mentation F ∗ρ of the solution and budget C ρ . The low-high-low be-

havior of the relation between these two characteristics can be ex-

plained be the following three observations. First, when having a

very limited budget ( ρ → 0), the fragmentation tends to be numer-

ically small since, in practice, few units can be selected as part

of the management plan and, therefore, they are easy to aggre-

gate. Second, when having a high budget ( ρ → 1), the fragmenta-

tion tends to be spatially small since it is possible to monitor and

intervene larger portions of the territory. And third, maximizing

the ecological benefit implies to select attractive units (i.e., where

many species co-occur and few threats are present) for monitor-

ing, and eventually intervene them; however, intermediary values

of the budget (specially those around C 0.5 ), only allow to select the

most beneficial ones in which it is induces a very high fragmenta-

tion. 

The relation between F ∗ρ and B ∗ρ, obtained when solving (C-

MAP.1)-(C-MAP.3) is shown in the level-curve plot shown in

Fig. 4 (c). The shape of the plot indicates that there is no direct cor-

relation between the mathematical measures of fragmentation and

ecological benefit, when having different levels of budget (lower

budgets are associated to curves in lower levels, while larger bud-

gets are associated to curves in higher levels). As a matter of fact,

when comparing the solutions obtained when setting ρ = 0 . 15

and ρ = 0 . 95 , respectively, we can clearly see that the first has

a low benefit and the second has a very high benefit; however,

both associate more or less the same fragmentation. This rela-

tion is directly explained by the impact of the budget. A low bud-

get (e.g, induced by ρ = 0 . 15 ) means that few units can be man-
ged and few actions can be performed, which ultimately leads

o a poor ecological performance. On the contrary, a large bud-

et (e.g, induced by ρ = 0 . 95 ), means that many units, along with

any actions, can be incorporated as part of the conservation plan,

hich results in attaining a high ecological benefit and a reduced

ragmentation. 

Following the methodology described in Section 2.2 , after solv-

ng instances of the C-MAP for different values of ρ (whose re-

ults were just analyzed above), it is necessary to seek for non-

ominated solutions, in terms of the attained fragmentation, by

olving instances of the CB-MAP given my model (CB-MAP.1)-(CB-

AP.4) . In column ‘ F ∗∗
ρ ’ of Table 1 , we report the values of spatial

ragmentation obtained when solving the corresponding instances

f model (CB-MAP.1)-(CB-MAP.4) . When comparing the values re-

orted in column ‘ F ∗ρ ’ with those reported in ‘ F ∗∗
ρ ’, it is clear that

here are in most cases in which is possible to obtain solutions

ith the same cost and same benefit, but a much lower fragmen-

ation (e.g., when ρ = 0 . 7 ). These results are complemented by the

lots shown in Fig. 5 (a) and (b), where we graphically show how,

or a given pair (F ∗ρ , C ρ ) and (B ∗ρ, F ∗ρ ) , the spatial fragmentation

ignificantly improves to F ∗∗
ρ without worsening the corresponding

alues of C ρ nor of B ∗ρ, respectively. 

So far, we have presented the trade-offs among the ecological

enefit and the fragmentation, when seeking (nearly) optimal lev-

ls of them, for a given implementation budget. In the following,

e will extend our analysis by further exploring how the benefit-

ragmentation trade-offs behave when a accepting solution yield-

ng a sub-optimal ecological benefit for fixed levels of budget. 

.3. Further exploration: solving ( α-CB-MAP.1)-( α-CB-MAP.4) 

The results displayed in Figs. 5 (a) and 5 (b) can be further ex-

lored by solving ( α-CB-MAP.1)-( α-CB-MAP.4) for different values

f α. 

In Fig. 5 (c), we show for five values of ρ (1, 0.8, 0.6, 0.4 and

.2), how the trade-offs between fragmentation and benefit can

e further explored by solving ( α-CB-MAP.1)-( α-CB-MAP.4) , for α
aking values in {0.975, 0.95, 0.925, 0.90, 0.875, 0.85}. For the five

urves highlighted in the plot, we can see that a quite small re-

uction in the attained ecological benefit (e.g., a 2.5% reduction,

hich is induced by α = 0 . 975 ), leads to a significant reduction of

he spatial fragmentation. Moreover, as can be seen in the curve

ssociated to ρ = 0 . 4 , we can reduce the fragmentation in almost

 98% (which means to have a barely fragmented solution), if we
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Fig. 5. Pareto (nearly) optimal solutions obtained when solving (CB-MAP.1)-(CB-MAP.4) . 

Fig. 6. Solutions of model ( α-CB-MAP.1)-( α-CB-MAP.4) for ρ = 0 . 4 and different values of α. 
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re willing to accept a management conservation that is only a 15%

orse compared to the original one. 

Further insights on how this later model behaves are pro-

ided in the maps in Fig. 6 . These maps correspond to the spa-

ial deployment of solutions obtained when solving model ( α-CB-

AP.1)-( α-CB-MAP.4) for ρ = 0 . 4 and different values of α. The

ap in Fig. 6 (a) correspond to the solution associated to the Pareto

optimal) solution encoded by (B ∗
0 . 4 

, F ∗∗
0 . 4 

) ; while the solutions in
igs. 6 (b), 6 (c) and 6 (d), correspond to those obtained when set-

ing α to 0.95, 0.9 and 0.85, respectively. It turns out clear that the

olution shown in Fig. 6 (a) is much more fragmented than the one

hown in Fig. 6 (d); as a matter of fact, the later one is almost one

arge component (and that it is why its spatial fragmentation is as

ow as 18.3). More interesting, the corresponding mix of conserva-

ion actions is similar for both solutions, which is reasonable since

oth induce a similar ecological benefit. 
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4. Discussion 

The results presented in the previous section show that our

MIP-based methodology features three main attributes. First, it is

capable of effectively providing a wide range of solutions with dif-

ferent trade-offs among the decision criteria. Second, the quality

of the attained solutions (in terms of their maximal distance to the

optimal solution) is always known. And third, it exposes that effec-

tive conservation plans do not necessarily require excessively high

budgets, as long as the type of actions and their spatial deploy-

ment are conveniently chosen. In the following, we will provide

further ecological insights on the obtained results. 

As pointed out in the analyses of the Pareto fronts shown

in Figs. 4 and 5 , when maintaining the budget fixed, there is a

strong trade-off between the ecological benefits and the reduction

of fragmentation. Both objectives compete for the (eventually lim-

ited) budget, so reducing fragmentation could only be achieved at

the expenses of compromising ecological benefit. However, wav-

ing some ecological benefit, derived from the intervention at local

scale, could be worth in overall terms as there are additional bene-

fits related to enhancing spatial aggregation. For example, reducing

the fragmentation also reduces the probability of recolonization of

areas (where threats have been addressed already) from other sur-

rounding areas that have not been intervened (see, e.g., [30] ). This

translates into an indirect global ecological benefit, as the reduced

probability of reappearance of threats is likely to increase the prob-

ability of persistence of species, and therefore the probability of

success of intervention. Moreover, although not directly addressed

in this study for the sake of simplicity, the spatial aggregation of

management actions could also derive in economic benefits. From

a tactical and operative point of view, the implementation of man-

agement actions in aggregated patches is cheaper than distributing

the same effort scattered across the whole study region (see, e.g.

[61,62] , for simular discussions). 

When analyzing different budget levels, the relation between

benefit and fragmentation presents a more interesting behavior,

as depicted in Figs. 4 (c), 5 (b) and 5 (c). On the one hand, there

is a constant increase of the ecological benefit for raising bud-

gets, with the larger increases at lower budgets and tending to

plateau at large ones (see Fig. 4 (a)). On the other hand, fragmenta-

tion reached a maximum at intermediate budgets ( ρ ≈ 0.5) and is

higher for large or small ones. High connectivity values at low bud-

gets could be related to the fact that the number of units selected

for treatment was small and then easy to aggregate. At large bud-

gets, the number of units that could be prescribed for treatment

of threats extended over large regions of the study area including

whole tributaries completely connected in the solutions. The differ-

ence in behavior of both objectives under increasing budgets trans-

lated into two different strategies: i) investment in increasing eco-

logical benefits until intermediate budgets were available, but at

the expenses of increasing fragmentation values; and ii) improving

both objectives at the same time when enough budget was avail-

able after an inflexion point located in about ρ = 0 . 5 . The fact that

fragmentation behaves in a low-high-low pattern with respect to

the available budget, reaching an inflexion point for ρ ≈ 0.5, means

that, from a practical point of view, interesting trade-offs occur for

budgets levels below this point. This means that the trade-off be-

tween the objectives described above would only be true for bud-

gets below the inflexion point. As a matter of fact, despite that se-

curing budgets large enough to be over the inflexion point would

be clearly beneficial as trade-offs would no longer matter, in prac-

tical terms these budgets could be too large to be attainable. Fur-

ther examples would be needed to explore the relationship be-

tween these two objectives, confirm the existence of the inflexion

point and evaluate the factors that determine when this occurs.

Evidently, the larger the budget, the better the ecological benefit,
ut securing such budgets is unlikely, especially if we consider that

eyond this inflexion point, low fragmentations levels are reached

nly when ρ → 1. 

The obtained results uncovered two alternative strategies for

educing fragmentation (or, equivalently, improving aggregation),

nd the corresponding additional ecological and economic bene-

ts mentioned above. The first one is straightforward, and it fol-

ows from the analysis presented in the previous paragraph, i.e.,

nsuring (if possible) budget levels as close as possible to the ideal

udget C ∗. The second approach is associated to the capabilities

f model (CB-MAP.1)-(CB-MAP.4) that enables us to find significant

mprovements to the spatial aggregation (e.g., reductions of the

patial fragmentation of up to 98%) for small declines in ecological

enefit. From the ecological point of view, what this model does is

o reduce the budget allocated to the treatment of threats and al-

ocate it to increase the number of units that are only monitored;

his, ultimately, leads to a marginal reduction of the ecological

enefit from an aggregated point of view (as shown in Fig. 5 (c)),

lthough significant from a local-based point of view. In this way,

reatment of threats and monitoring efforts focus on larger exten-

ions of the catchment, which translates into a higher probability

f success of the management plan in the long term as propagation

r re-infestation of threats is better strained, as represented in the

olutions reported in Fig. 6 . This means that management plans as

he one shown in Fig. 6 (d), which considers larger monitored ar-

as, are more likely to survey the potential propagation of threats

nto treated areas downstream , while their almost full connectiv-

ty lead to a quite practical operative stage. On the contrary, plans

uch as the one shown in Fig. 6 (a), are likely to fail in preserving

heir performance in the long-term, as the lack of monitoring ac-

ions surrounding small threated areas and the operation difficulty

f managing such fragmented deployment, will relentlessly leads

o a re-infestation (specially in areas located upstream ). 

The previous discussion demonstrates that we have developed

 powerful decision-aid tool for designing and implementing con-

ervation management plans. Furthermore, due to the modeling

nd algorithmic elements that comprise it, this tool can be used

ot only to tackle the same spatial deployment decision setting

n another dataset, but rather to a different context. For instance,

t could be adapted for incorporating conservation decisions into

orest management models, for designing biodiversity restoration

lans in damaged catchment areas, or for more general territo-

ial design settings involving, simultaneously, industrial, urban and

onservation decisions and conflicting objectives. 

Along with the practical benefits of the proposed tool, there are

ome drawbacks that shall be taken into account when incorpo-

ating it as part of a decision-making setting. Among these draw-

acks, the most important is the fact that the computational per-

ormance of the tool (i.e., the running times and the quality of the

ttained solutions) strongly relies on the solver used to solve the

nderlying MIP instances. In our case, we used the academic ver-

ion of CPLEX [which is one of the most powerful solvers available

3] , but it might occur that a different solver requires longer com-

uting times to achieve solutions of similar quality. 

. Conclusions and future work 

The discussion presented above reveals the strategical impor-

ance of using multicriteria optimization frameworks, which are

nown to be effective in many decision-making settings, when de-

igning complex management plans in ecology and environmen-

al sciences. As shown by the results obtained from the Australian

ase study, our optimization strategy enables decision-makers to

xplore and analyze a broad range of conservation plans, and se-

ect the one exhibiting the best quantitative and qualitative strate-

ical and operational outcomes. As an example, when comparing
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he results associated to two fractions of C ∗, those obtained by

= 0 . 85 and ρ = 0 . 8 , we can observe the capabilities of the pro-

osed tool. While for ρ = 0 . 85 we can obtain an ecological a bene-

t of 10605.7, for ρ = 0 . 8 the benefit corresponds to 10394.9. This

eans that by reducing the budget in 5%, the ecological benefit

educes less than 2%. 

This paper is another example of the synergies featured by

nterdisciplinary collaborations among ecologists, forest scientists,

nd operations researchers, when elaborating solutions to environ-

ental and ecology challenges. This shall motivate us to extend

ur methodology in two directions; first, to incorporate further

patial synergy and functionality among intervened units and im-

lemented actions, and second, to tackle other conservation prob-

ems, such as a landscape recovery, threat propagation control,

r when planning conservation-aware exploitation of natural re-

ources. These examples appear as attractive paths of future re-

earch. 
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