
Vol.:(0123456789)1 3

AI & SOCIETY (2020) 35:441–450 
https://doi.org/10.1007/s00146-019-00906-x

OPEN FORUM

Classical AI linguistic understanding and the insoluble Cartesian 
problem

Rodrigo González1

Received: 12 June 2019 / Accepted: 8 August 2019 / Published online: 19 August 2019 
© Springer-Verlag London Ltd., part of Springer Nature 2019

Abstract
This paper examines an insoluble Cartesian problem for classical AI, namely, how linguistic understanding involves knowl-
edge and awareness of u’s meaning, a cognitive process that is irreducible to algorithms. As analyzed, Descartes’ view about 
reason and intelligence has paradoxically encouraged certain classical AI researchers to suppose that linguistic understanding 
suffices for machine intelligence. Several advocates of the Turing Test, for example, assume that linguistic understanding 
only comprises computational processes which can be recursively decomposed into algorithmic mechanisms. Against this 
background, in the first section, I explain Descartes’ view about language and mind. To show that Turing bites the bullet 
with his imitation game and in the second section I analyze this method to assess intelligence. Then, in the third section, I 
elaborate on Schank and Abelsons’ Script Applier Mechanism (SAM, hereby), which supposedly casts doubt on Descartes’ 
denial that machines can think. Finally, in the fourth section, I explore a challenge that any algorithmic decomposition of 
linguistic understanding faces. This challenge, I argue, is the core of the Cartesian problem: knowledge and awareness of 
meaning require a first-person viewpoint which is irreducible to the decomposition of algorithmic mechanisms.
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1 Introduction

In contemporary philosophy, Descartes has been fiercely 
criticized for posing an insoluble problem, viz., The 
Mind–Body Problem. For him, two different substances, i.e., 
mind and body, can be conceived separately; and in virtue 
of God’s supreme powers, He can separate anything which 
we can conceive separately. Hence, these substances are sup-
posed to be metaphysically different. In particular, Descartes 
argues that it is conceivable that mental states exist without 
a body, and since at least God can separate mind and body, 
they are metaphysically different. Despite this conclusion, 
certain philosophers think that divine intervention is point-
less. For them, Descartes, who is regarded as the paradig-
matic example of Dualism, leads us into a dilemma regard-
ing mind–body interaction (Crane 2003, p. 230).

Nevertheless, the Mind–Body Problem is not the only 
factor for which Descartes has been accused of being the 
culprit in posing an insoluble problem. Materialists criti-
cize the French philosopher in view of a new science, viz., 
Artificial Intelligence (AI hereafter). AI researchers criticize 
Descartes for holding that the mind is an immaterial soul 
(Crane 2003, p. 45). The Cartesian argument they aim to 
counter is as follows: Since the soul is not the body and the 
body is a machine, the soul cannot be a machine. The ration-
ale for the Cartesian argument is the following: If the mind 
is not a physical substance, and machines work in virtue of 
physical mechanisms, like cogs and levers, then machine 
intelligence should be impossible in principle. Indeed, in 
human language we produce infinite and flexible outputs 
(Descartes 1985b, p. 139–140, AT VI, 56–57,1 CLARKE 
2003, p. 166-171). But as I will argue, awareness of mean-
ing underlies our understanding of such outputs. Since such 
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awareness exists from a first-person viewpoint, an insoluble 
Cartesian problem for machine intelligence arises.

Paradoxically, several classical AI researchers have 
assumed part of Descartes’ view about language and intel-
ligence.2 For example, chatbots are supposed to produce 
different arrangements of conventional signs so that they 
answer questions in different ways. This process supposedly 
implies ‘linguistic understanding,’ a telltale sign of intel-
ligence and mind. In relation to this assumption, Turing’s 
Test is supposedly the proper method that serves to justify 
the fact that programmed machines can exhibit linguistic 
understanding3 (MOOR 1976 and Copeland 2019) and, con-
sequently, intelligence.

This essay is divided into four sections. In the first sec-
tion, I discuss the Cartesian metaphysical view according 
to which the mind is easier to know than the body. Hence, 
conceiving mind and body separately implies a real distinc-
tion. If this is correct, it follows that any machine based 
upon physical devices, and upon any sort of limited mecha-
nisms, cannot in principle think. In the second section, I 
then describe how Turing, employing a famous method, viz., 
the imitation game, attacked this view. But to achieve this 
end, Turing had to assume part of Descartes’ view, namely, 
he had to endorse that linguistic understanding implies the 
existence of intelligence and mental states. In the third sec-
tion, I argue that SAM, i.e., Schank and Abelson’s Script 
Applier Mechanism, has the aim of casting doubt upon 
Descartes’ view. Inspired by Turing, certain classical AI 
researchers have come to believe that linguistic understand-
ing can be reduced to computations, because these are purely 
mechanical. Finally, in the last section, I explore a challenge 
that the mechanization of linguistic understanding needs 
to face. In fact, I concentrate upon showing that linguistic 
understanding exists from a first-person viewpoint, which in 
turn leads to an insoluble Cartesian problem for classical AI.

2  The origin of an insoluble problem: 
the impossibility of mechanical reason

Even though Descartes is one of the major philosophers of 
our time, his views are quite controversial, both for the lay-
person and the expert. In fact, his real distinction between 
res cogitans and res extensa has provoked a heated debate 
about the potential mechanization of reason.4 The real dis-
tinction in Descartes’ Meditations is directly related to the 
impossibility of mechanizing reason, which Descartes’ states 
as follows:

First, I know that everything which I clearly and dis-
tinctly understand is capable of being created by God 
so as to correspond exactly with my understanding 
of it. Hence the fact that I can clearly and distinctly 
understand one thing apart from the other is enough 
to make me certain that the two things are distinct, 
since they are capable of being separated, at least by 
God. […].
Thus, simply by knowing that I exist and seeing at the 
same time that absolutely nothing else belongs to my 
nature or essence except solely in the fact that I am a 
thinking thing, I can infer correctly that my essence 
corresponds solely in the fact that I am a thinking 
thing. It is true that I may have (or, to anticipate, that 
I certainly have) a body that is very closely joined to 
me. But nevertheless, on the one hand I have a clear 
and distinct idea of myself, in so far as I am only a 
thinking, non-extended thing; and on the other hand, I 
have a distinct idea of body, in so far as this is simply 
an extended, non-thinking thing. And accordingly, it is 
certain that I am really distinct from my body, and can 
exist without it. (Descartes 1985a, p. 54, AT VII, 78).

This Cartesian argument, dubbed “Descartes’ modal 
intuition”, aims to show that attributes distinguishable in 
understanding can thereby be distinguished in reality. God’s 

3 Longsworth addresses the issue of whether linguistic understand-
ing is a form of knowledge. In doing so, he states what desiderata 
a theory of linguistic understanding must satisfy. His discussion is 
directly relevant to this essay, because he examines in what sense 
understanding an utterance needs one to know and be aware of the 
meaning that expresses. He states the point as follows: “[…] those 
states [of understanding] must be of a sort able to interact with ordi-
nary states of belief, knowledge, etc., and to play the same sort of 
role as those other states in shaping the subject’s consciousness […] 
What we seek in an account of state-understanding is an account of 
how such states can play a role in ordinary psychology, how occupy-
ing them can impact on the rational development of one’s cognitive 
economy” (Longsworth 2008, p. 51–52). For the sake of argument, 
I consider the awareness of u’s meaning as parasitic upon the knowl-
edge required to understand u.

4 See, for example, Marciszewski and Murawski (1995). In their 
book they assert that the mechanization of reason is paradigmatic 
in Leibniz’s logical calculi and Boole’s Algebra of Logic. The rela-
tion between logic and the mechanization of reason is pertinent not 
only for AI, but also for Cognitive Science. Copeland (1993, p. 10), 
for example, maintains that the philosophy of AI is prior to AI, since 
Turing wrote “Computing Machinery and Intelligence” in 1950. Dart-
mouth conference, which gave AI its name, was organized in 1956. 
Ever since, Minsky stated AI’s goal thus: “Artificial Intelligence is 
the science of making of machines do things that would require the 
intelligence if done by men” (Copeland 1993, p. 1). I quote this pas-
sage in order to show how AI’s main goal evolved, from the mecha-
nization of reason, in the  19th century (with Babbage for example), to 
the making of machines that simulate intelligence, after 1956. Here 
I mean by ‘classical AI’ the approach that attempts to making intel-
ligent machines upon the basis of formal rules and representations.

2 Here I assume the Cartesian co-extension of the terms reason, intel-
ligence and mind.
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almighty powers are furthermore essential to the argument: 
He can do what we clearly and distinctly conceive. In this 
case, Descartes holds that he can conceive a clear and dis-
tinct idea of the cogito, as a non-extended substance, and 
he can conceive a clear and distinct idea of the body, as an 
extended substance. Since he can conceive the mind, as a 
non-extended substance, and the body, as an extended sub-
stance, the mind must, therefore, be distinct from the body, 
and so can exist without it. This assumption is doubtless 
controversial. In fact, Descartes’ opponents have countered 
the argument by claiming that what can be distinctly con-
ceived in understanding need not be the case in reality.5

In spite of this possible objection, the French philosopher 
insists on another crucial difference between mind and body, 
as only the latter can be divided. His addendum to his Dual-
ism is as follows:

[…] There is a great difference between the mind and 
the body, inasmuch as the body is by its very nature 
always divisible, while the mind is utterly indivisible. 
For when I consider the mind, or myself in so far as 
I am merely a thinking thing, I am unable to distin-
guish any parts within myself; I understand myself to 
be something quite single and complete. (Descartes 
1985a p. 59, AT VII, 86).

The above passages illustrate the metaphysical difference 
between mind and body. The mind, which is intermingled 
with the body,6 nonetheless exists unlike any physical thing. 
It turns out that we are merely thinking things. The mind is 
single and complete, unlike the divisible body. If this view 
is correct, and the real distinction is also correct, we can 
clearly recognize that the mind is not the body because it 
is impossible to conceive the two as being identical. When 
we think of an extended thing, nothing mental is conceived, 
and vice versa. Elsewhere, Descartes argues in relation to the 
piece of wax, viz., that its essence is to be an extended thing, 
which is only perceived by the intellect. Hence, the essence 
of the piece of wax is grasped as a purely mental scrutiny 
(Descartes 1985a, p. 21, AT VII, 31). As a result, Descartes’ 
Dualism entails the impossibility of endowing a machine, or 
any physical thing (qua physical), with mental states. The 
argument is sufficiently clear and so is the dualist approach 
involved, despite the discussion among scholars on whether 
Descartes embraces Substance or Property Dualism.7

Descartes, who claims that machines cannot think in prin-
ciple, also provides an empirical argument: Machines cannot 
produce different linguistic sign arrangements to mean the 
same thing and, thus, machines cannot use language like 
humans. This passage, from the Discourse on the Method, 
explains the Cartesian criteria for the existence of mental 
states:

[…] If any such machines had the organs and outward 
shape of a monkey or of some animal that lacks reason, 
we should have no means of knowing that they did 
not possess entirely the same nature as these animals; 
whereas if any such machines bore a resemblance to 
our bodies and imitated our actions as closely as pos-
sible for all practical purposes, we should still have 
two very certain means of recognizing that they were 
not real men. The first is that they could not use words, 
or put together other signs, as we do in order to declare 
our thoughts to others. For we can certainly conceive 
of a machine so constructed that it utters words, and 
even utters words which correspond to bodily actions 
causing a change in its organs (e.g., if you touch it in 
one spot it asks what you want of it, if you touch it in 
another it cries out that you are hurting it, and so on). 
But it is not conceivable that such a machine should 
produce different arrangements of words so as to give 
an appropriately meaningful answer to whatever is said 
in its presence, as the dullest of men can do. Secondly, 
even though such machines might do some things as 
well as we do them, or perhaps even better, they inevi-
tably fail in others, which would reveal that they were 
acting not through understanding but merely from the 
disposition of their organs. For whereas reason is a 
universal instrument which can be used in all kinds 
of situations, their organs need some particular dis-
position for each particular action; hence it is for all 
practical purposes impossible for a machine to have 
enough different organs to make it act in all the contin-
gencies of life in a way in which our reason makes us 
act […] (Descartes 1985b, p. 139–140, AT VI, 56–57, 
my emphasis).

Descartes’ argument against machine-like intelligence 
can be summarized as follows:

1. Machines are physical things.
2. Physical things can only produce finite inflexible linguis-

tic outputs.
3. Machines produce finite inflexible linguistic outputs.
4. If machines only produce finite inflexible linguistic out-

puts, they cannot think.
5. Machines, qua physical things, only produce finite 

inflexible linguistic outputs.

5 See, for example, Hill (2002). This materialist philosopher attacks 
Descartes’ Dualism by stating that what can be conceived need not 
be the case.
6 The fact that two things are joined does not entail that they are 
identical. Descartes emphasizes this point in the sixth Meditation, 
with the pilot and the ship dis-analogy (Descartes 1985a, p. 56, AT 
VII, 81).
7 Take, for instance, Clarke’s theory (2003).
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Therefore, machines cannot think.
In other words, since machines do not put together signs 

in a flexible and relevant way, they can only produce finite 
outputs based upon the disposition of their mechanisms. 
As a result, machines cannot understand language, because 
they cannot give appropriately meaningful answers. Thus, 
Descartes concludes that it is impossible that machines think.

In light of Descartes’ view, it is worth pointing out that 
a machine could simulate the use of words, and hence the 
process of thinking.8 The French philosopher considers the 
possibility that a sophisticated machine is created, but this 
machine could not replicate how words are arranged by 
genuine reason and intelligence, which are universal instru-
ments. Therefore, even if such a machine managed to use 
words, it could only count as an ingenious contrivance. In 
other words, even if a machine exhibited as-if intelligence 
and reason, it would only imitate human linguistic behavior, 
and further, the actions involved in true intelligent behavior.

The Cartesian view, then, has been a crucial challenge for 
classical AI, at least with regard to the original project as 
proposed by Babbage and others. The next section, which 
briefly covers the imitation game, shows how the Turing Test 
attempts to solve the insoluble Cartesian problem. But, as I 
argue, Turing bites the bullet here: he believes that if chatbots 
are appropriately programmed, they would pass the Turing 
Test and dissolve Descartes’ seemingly insoluble problem.

3  Turing: linguistic understanding, a telltale 
sign of intelligence

Alan Turing faced the insoluble Cartesian problem by 
addressing a Cartesian question, namely, “Can a machine 
think?” To this end, he published “Computing Machinery 
and Intelligence” (Turing 1990), where he explores the 
issue of whether programmed machines could have men-
tal states. Unlike certain philosophers, Turing introduced 
a new element of analysis. In fact, his paper dealt with the 
replacement of the abovementioned Cartesian question. He 
thought that the replacement was necessary, because the 
question led to the use of concepts such as “machine” and 
“intelligence”, and eventually to polls about their meaning. 

Turing’s replacement consisted in putting forward a game 
whose aim was to gather empirical evidence such that pro-
grammed machines could deceive human judges, making 
them believe that programmed machines were humans as 
well. By doing so, it could be shown that computers may 
understand language and think. Accordingly, to get rid of 
the question, Turing proposed the imitation game, which is 
the core of the so-called Turing Test.

The imitation game has three stages. In the first stage, 
Turing conceives of a man in room A, a woman in room B, 
and judges outside the rooms. Each participant plays a spe-
cific role: the judges, for instance, need to determine whether 
they are in the presence of a man or a woman. To attempt 
to identify the woman or the man, the judges pose ques-
tions to them, which are simple and brief. While the woman 
answers the questions sincerely, the man pretends to be a 
woman, by answering as though he had female-like intel-
ligence. The questioning, which lasts 5 min or so, focuses 
upon simple things to determine the sex of the participants 
in A and B. For example, a typical question is “Do you have 
short hair?” Consequently, the first stage of the Turing Test 
can be depicted as follows:

Now, it is worth mentioning an important point about this 
first stage of the imitation game. If the man can deceive a 
significant number of the judges, it is said that he has passed 
the test. What certain commentators have systematically 
neglected is the importance of identifying the sex of par-
ticipants (González 2015). Such an identification serves an 
important purpose. Indeed, it intends to show that a woman’s 
intelligence and her body are metaphysically different and 
can be separated. Therefore, it is possible to have a man’s 
body and a woman’s particular linguistic performance. I deal 
with this issue below, because it is crucial first to understand 
Turing’s Functionalism, and second to how the British math-
ematician embraces the Cartesian criteria of intelligence.

After devising the second stage of the imitation game, 
Turing poses the following question: What if a programmed 
computer replaced the man in room A, giving the same sort 
of answers that a woman might give? If intelligence can be 
separated from its material realization, and from the bio-
logical (physical) properties of a woman’s brain, then a pro-
grammed machine could imitate her linguistic performance. 
Surely, the programmed machine would need to have enough 

8 I am grateful to an anonymous referee for this journal for raising 
the issue that AI’s main project is the simulation of intelligence. In 
fact, Bostrom (2014, p. 6) remarks that “[…] on the basis of the con-
jecture that every aspect of learning or any other feature of intelli-
gence can in principle be so precisely described that a machine can be 
made to simulate it”. In this essay, I assume that prior to the simula-
tion of intelligence, Leibniz Babbage, Boole and others attempted the 
mechanization of reason. Take, for example, Babbage’s difference and 
analytic engines (SWADE 2000).
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storage capacity and speed to imitate a woman’s intelligent 
linguistic performance (and/or of a man’s, as it is clear in 
the second stage). This second stage, then, can be depicted 
as follows:

But a caveat is necessary here. In relation to the first and 
second stages of the game, it simply does not seem to be the 
case that a gender interpretation is possible. On the one hand, 
a man does not surpass a woman’s intelligence and vice versa. 
This shows that, despite some interpretations, Turing did not 
favor a gender revolutionary project. This is worth mention-
ing, as some interpretations, which have focused upon gen-
der (Genova 1994; Lassègue 1996), claim that Turing had a 
political agenda in “Computing Machinery and Intelligence.” 
However, it is unlikely that Turing had had such a political 
project in mind. Indeed, his aim, at least what he explicitly 
declares in 1950, is to provide a philosophical justification for 
the plausible success of classical AI.

A point that supports this view is that Turing himself 
(2004b) simplified his test. He likely believed that the identi-
fication of the participants’ sex may lead to misinterpretations 
regarding the purpose of the imitation game. This simplifica-
tion gave rise to the standard version of the game, which is 
as follows: A programmed computer is in room A, while a 
person whose sex is irrelevant is in room B. The judges assess 
whether they are in the presence of a person or a programmed 
machine. The person answers the questions sincerely, whereas 
the programmed computer pretends to be a person. Based 
on this version of the imitation game, Turing made a predic-
tion: By the year 2000, an average interrogator will not have 
more than 70 percent chance to make the right identification 
(Turing 1990, p. 49). Why? Because the machine’s under-
standing of language seems to bear evidence of the existence 
of mental states, as any Cartesian would be forced to accept.

The third stage (the standard version of the imitation 
game) can be depicted as follows:

Here I resume the analysis of a point made above. The 
imitation game is consistent with a functionalist approach to 
the mind. Incidentally, this approach is deeply unbiological. 
The capacity to have mental states is regarded by Turing as 
an unbiological functional property, i.e., as a function that 
does not require a realization in any specific physical mate-
rial, like the brain.9 Turing in turn holds that a computer 
can be realized in different materials, like a Turing Machine 
(Turing 1936).

Functionalism, which is later called “Machine Function-
alism” (Putnam 1967, 1973), holds that intelligence is a 
merely computable function which does not depend upon 
any material realization. Indeed, Turing’s Functionalism is 
compatible with Cartesian Dualism in the sense that both 
hold that mind and intelligence can be separated from the 
brain (cf. González 2011). Accordingly, while Descartes’ 
view holds that it is conceivable that the mind can be 
separated from the body, Turing’s view holds that intelli-
gence can be separated from the brain through computer 
programming.

All these suppositions sparked a wave of skepticism about 
the possibilities of AI to succeed. For example, John Searle 
(1980) has been particularly critical in this regard because both 
classical AI and Cognitive Science are profoundly unbiologi-
cal. Searle’s main criticism shows that Turing’s view supposes 
that a programmed machine can be realized in any material, 
which is the opposite of real cognition and intelligence.10 Sear-
le’s argument against Machine Functionalism is as follows:

[…] indeed strong AI only makes sense given the dual-
istic assumption that, where the mind is concerned, 
the brain doesn’t matter. In strong AI (and in function-
alism, as well) what matters are programs, and pro-
grams are independent of their realization in machines; 
indeed, as far as AI is concerned, the same program 
could be realized by an electronic machine, a Cartesian 
mental substance, or a Hegelian world spirit. (Searle 
1980, p. 86).

The Searlean criticisms against classical AI are also 
directed toward Schank and Abelson’s theory. Both hold that 
SAM, their computer program, simulates an understanding 
of language. In fact, SAM presupposes the Cartesian view: 
If any agent or machine understands language, then they 
clearly think.

9 Turing is clear about his un-biological functionalism when he 
states: “if now some particular machine can be described as a brain 
we have only to program our digital computer to imitate it and it will 
also be a brain” (2004a, p. 112).
10 I will return to this criticism and to the issue of linguistic under-
standing in the final section.
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4  SAM: AI’s classical paradigm of linguistic 
understanding

Despite the large number of criticisms against the Turing 
Test, many commentators regard it as a valid method for 
assessing machine intelligence. To debunk the critics, they 
claim that the test is simple and effective for gathering 
empirical evidence that bears evidence of machine intel-
ligence. In fact, the test justifies the fact that programmed 
computers understand language and, thus, that they have 
intelligence and mental states. The supposition that underlies 
the game is that any programmed machine that understands 
language, therefore, thinks.

Both Schank and Abelson (1977), two AI researchers, 
are advocates of Turing’s test. The program designed by 
them, SAM (Script Applier Mechanism), was inspired by 
a general theory of understanding. On Schank and Abel-
son’s view, people understand the situations in which they 
are in by interacting with an organized knowledge database. 
Any process of linguistic understanding requires general 
knowledge, which allows a person to interpret other people’s 
behavior based upon certain shared and standardized needs 
and methods (for example, when a person goes to bed). 
However, the interpretation is also a function of specific 
kinds of knowledge, which makes possible the explanation 
and participation in daily life scenarios (for example, why 
tickets are shown at cinemas). But what is the connection 
between the knowledge database and the understanding of 
a new story?

According to Schank and Abelson, new stories are under-
standable in function of certain scripts, or certain standard-
ized sequences of events, all from the viewpoint of an actor. 
Consider, for example, these stories:

1. Flor came in the pub and ordered a beer. She paid the 
bill and left.

2. Flor did not go to the party. Abe did not leave any tip, as 
usual. Police were stopping drunk drivers.

3. Flor fancied buying an umbrella. She found a flyer of a 
sale on the bus. Umbrellas were sold out.

4. Flor was at the supermarket. At the till she realized that 
she had lost her wallet.

While story 1 made reference to a clear script [PUB], 
which typically involves a sequence of events (desiring a 
drink, sitting at the bar, ordering a drink, asking for the bill, 
and so on), all of which make sense, story 2, seems to lack 
a clear script, because it links events which are not neces-
sarily related. For this reason, story 2 has little sense and, 
without extra information, it turns out to be very hard to 
understand. By contrast, story 3 overlaps two scripts [BUS] 
and [SALE], which allow us to understand what the story 

is about. Likewise, story 4 is also connected to two scripts 
[SUPERMARKET] and [SHOPPING]. Despite being very 
brief, story 4 is clear and meaningful.

Even if complications arise, such as interruptions and 
interference in the sequence of events, matching scripts 
allow us to take part of daily life situations and to understand 
stories without boring details. Given the fact that scripts 
are internalized, people can anticipate future events and can 
even infer information that has not been explicitly stated. 
According to Schank and Abelson, implicit information 
given as answers to questions is a telltale sign of linguis-
tic understanding.11 For example, for those who understand 
stories 3 and 4, Flor’s frustration is anticipated, that is, her 
pity about not buying an umbrella, and her shame about 
losing her wallet.

Nevertheless, according to Schank and Abelson, people 
understand stories like programmed machines, that is, as 
the result of the manipulation and processing of scripts. 
In particular, both remark that SAM and the human being 
understand stories as follows:

Understanding then, is a process by which people 
match what they see and hear to pre-stored groupings 
of actions that they have already experienced. New 
information is understood in terms of old informa-
tion. By this view, man is seen as a processor that only 
understands what it has previously understood. Our 
script-based program, SAM, works this way […] A 
human understander comes equipped with thousands 
of scripts. He uses these scripts almost without think-
ing (Schank and Abelson 1977, p. 67, my emphasis).

Schank and Abelson agree with Turing in that intelli-
gence is the result of computing, or information processing. 
For all of them, mental states, such as those involved in 
understanding, can be recursively decomposed into mechani-
cal operations, such as script fetching, retrieving, and match-
ing. Moreover, the fact that a programmed machine answers 
questions about stories offers compelling evidence about the 
existence of mental states. This is what Searle dubs “Strong 
Artificial Intelligence”, an approach which he intends to 
debunk with his famous and controversial Chinese Room 
(1980, 1990). Such a thought experiment shows that it is 
possible to manipulate Chinese symbols and understand no 
Chinese at all. The moral then is that syntax, or computer 
programs, is insufficient for semantics and mental content.

11 In Sect.  1, I defined linguistic understanding in terms of knowl-
edge and awareness of certain meaningful expression. Still, I note that 
such knowledge and awareness can also be applied to matching sto-
ries and scripts. In fact, although the state-understanding process of 
stories is more complex than that of expressions, in both cases under-
standing requires S’s knowledge and awareness.
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Consequently, “understanding stories” offers little if any 
compelling evidence for the existence of mental states and 
intelligence. As I examine below, running programs that 
make machines answer by script matching does not indicate 
true linguistic understanding.

5  Mechanized linguistic understanding: 
psychologically plausible?

Despite what some people may think about the anti-Carte-
sianism of Cognitive Science, Descartes and Turing seem 
to be part of a symbiotic relationship. Although Descartes 
denies that any machine can think in principle, Turing bites 
the bullet by supporting Machine Functionalism. As noted, 
this view holds that intelligence is unbiological and can be 
separated from the brain. Furthermore, on Turing’s view, lin-
guistic understanding through information processing bears 
evidence of the existence of mental states. As I have ana-
lyzed above, Turing sought to demystify Descartes’ insolu-
ble argument against classical AI, i.e., the impossibility of 
machine intelligence in principle. To debunk this Cartesian 
myth, Turing firstly assume that theory T is true, like in a 
negative thought experiment (Brown 2007). That is, we must 
assume that linguistic understanding suffices for machine 
intelligence. But such an assumption has misguided classi-
cal AI researchers into believing that the use of words bears 
evidence of intelligence.12

In this section, I concentrate on whether it is psychologi-
cally plausible to mechanize linguistic understanding. By 
“psychological plausibility”13 I mean the possession of psy-
chologically relevant conscious experiences that can support 
how understanding can be mechanized, and whether such 
experiences can be integrated to our cognition. For example, 
it is not psychologically plausible to believe that we are only 
molecules. To the contrary, we have psychologically rel-
evant conscious experiences that show that we are far more 
complex than mere molecules. Molecules, unlike us, cannot 
have a first-person viewpoint, an issue I shall address below. 
Similarly, the psychological plausibility of being like a bat 
is impossible. Desiring to be like a bat, as Nagel examines 
(1974), leads to imaginations in which we, humans, behave 
as though we were bats, in a would-be batman behavior. 

To sum up: My argument here is that appealing to human 
psychological experiences can establish whether linguistic 
understanding can be mechanized.

Mechanizing linguistic understanding is not psychologi-
cally plausible. Two reasons seem to be sufficient for draw-
ing this conclusion. In the first place, the very notion of 
linguistic understanding is still controversial, as it requires 
someone who possesses both knowledge and an awareness 
of meaning. No one can truly hold that they understand u if 
they have neither knowledge nor awareness of u’s meaning. 
We know from an inner perspective, and thus from a first-
person viewpoint, when we understand u. Searle is emphatic 
on this point, for example:

In many of these discussions one finds a lot of fancy 
footwork about the word ‘understanding.’ My critics 
point out that there are many degrees of understanding; 
that ‘understanding’ is not a simple two-place predi-
cate; that there are even different kinds and levels of 
understanding, and often the law of excluded middle 
does not even apply in a straightforward way to state-
ments of the form ‘x understands y’ […].

To all these points I want to say: of course, of course. But 
they have nothing to do with the points at issue. There are 
clear cases in which ‘understanding’ literally applies and 
clear cases in which it does not apply; and these two sorts 
of cases are all I need for this argument (Searle 1980, p. 
418–419).

The second reason is that we can argue on the basis of 
the Chinese Room thought experiment that no mental states 
are caused by algorithmic processing and, thus, by mere 
syntax. Implementing algorithms does not imply the pos-
session of conscious mental states, which is precisely the 
point at issue in the Chinese Room. Despite the multiple 
objections to Searle’s argument, it seems to be clear that a 
computer program’s capacity to linguistically manipulate 
symbols is simply insufficient for the realization of semantic 
understanding (and for intentionality). Moreover, given the 
symbolic forms and the rules that allow us to manipulate 
such symbols, nothing interesting arises from a psychologi-
cal viewpoint. This point reminds us of the above stated first 
reason, which I now elaborate more fully below.

To support these two reasons, we might consider the 
question of what the essence of computing is. There is 
nothing we can imagine in relation to what-it-is-like-to-be-
a-programmed-computer (Block 1995, p. 270). If we run 
an algorithm, nothing psychologically interesting occurs 
from the point of view consciousness, and alternatively, 
from a first-person viewpoint. If this is correct, then there 
is no what-it-is-like-to-be-SAM. Furthermore, SAM would 
count as an as-if understander of expressions and sto-
ries, but the program does not explain the psychological 
process by which someone knows and is aware, from the 

12 Take, for instance, Colby’s program (1975), PARRY. Such a pro-
gram is the simulation of a paranoid person. All the emphasis is on 
PARRY’s psychotic linguistic behavior, which is reflected in the 
answers given by the program.
13 Here I mean “psychology” in a broad sense, that is, the scientific 
study of cognitive intelligence and behavior. Moreover, by “psycho-
logically plausible” I mean the possibility of imagining consciousness 
experiences, and how these experiences are supposed to be integrated 
to our cognitive intelligence and behavior.
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first-person viewpoint, whether such expressions or stories 
have meaning.14

Searle fully understands English, as a native English 
speaker. He partially understands French and nothing of 
Chinese. In the three cases, the understanding process has 
an inner perspective: Searle knows and is aware of u’s mean-
ing. The connection between understanding and semantics 
is obvious: the key point of Searle’s Chinese Room is that 
syntax is neither sufficient nor constitutive of semantics. For 
example, Searle, as a native English speaker, knows what the 
word ‘insofar’ means. Secondly, Searle’s French proficiency 
allows him to understand that “Un demi” refers to a draught 
beer, for example. Finally, someone unable to speak Chinese, 
like him, is incapable of knowing and being aware of the fact 
that soda is “Sūdǎ” in the Chinese language.

However, it is necessary to introduce a final example of 
computing that does not include any psychological expe-
rience. Euclid’s famous algorithm will serve to this end 
(Penrose 1999, p. 41–44). The point I stress here is that 
algorithms, or programs, work in the same way as SAM, 
namely, by running a program with finite algorithmic steps. 
Still more, the automatism of these steps does not lead to any 
significant psychological experience.

According to the Euclidean algorithm, to determine the 
greatest common divisor between two numbers, these rules, 
which are expressed in finite steps, must be followed. The 
last one is recursive:

 (i) Divide the greater number (N) by the lesser number 
(M), taking from the result the remainder (R);

 (ii) If R = 0, halt;
 (iii) If R ≠ 0, then divide M by R, and go to step 1.

For example, to determine the common maximum divisor 
of numbers 99 and 15, we have to do this:

N M #Divisions R

99 15 6 9
15 9 1 6
9 6 1 3

6 3 2 0

Once the finite algorithmic steps are followed, it is pos-
sible to establish that the greatest common divisor of 99 

and 15 is 3. In this example, it is crucial that no psycho-
logical experience in relation to mathematics exists. In fact, 
the algorithm could be followed by someone ignorant of 
mathematics, as also by an expert. Neither would have an 
interesting psychological experience associated with run-
ning algorithms, and for this reason no conscious mental 
states are caused in any sense. That is, no agent who follows 
Euclid’s rules for the algorithm would have a conscious psy-
chological experience associated. The same, mutatis mutan-
dis, occurs with linguistic understanding, as Searle’s Chinese 
Room shows. No mental states are caused after running the 
program, inside the room.

This kind of example shows that we cannot get rid of the 
insoluble Cartesian problem. Descartes seems to be correct 
when he holds that language and mind cannot be mecha-
nized. The rationale is not what Descartes imagines though. 
Mechanisms are finite and inflexible, whereas reason is a 
flexible universal tool that can be applied to any sort of prob-
lem. In turn, my view is that either reason and language can-
not be mechanized or, at least, the above arguments do not 
support their mechanization, since nothing psychologically 
interesting occurs after running an algorithm. Hence, AI 
cannot teach us anything about real intelligent cognition by 
running chatbots, e.g., even if these succeed in deceiving us.

In summary, my argument about the insoluble Cartesian 
problem for classical AI is as follows:

1. If S linguistically understands u, S achieves knowledge 
and awareness of u’s meaning.

2. If S achieves knowledge and awareness of u’s meaning, 
S does so from a first-person viewpoint.

3. If S linguistically understands u, S does so from a first-
person viewpoint.

4. If programmed machines linguistically understand u, 
they must do so from a first-person viewpoint.

5. Programmed machines have no first-person viewpoint.

Therefore, programmed machines cannot have linguistic 
understanding of u.

There is a hypothetical syllogism between premises 1 and 
2, which supports 3 as a preliminary conclusion. Then, there 
is a modus tollens between 4 and 5. The outcome is that 
programmed machines have no linguistic understanding of 
u, which shows the core of the insoluble Cartesian problem 
for classical AI.

6  Conclusion

Traditionally, Cartesian metaphysics has been regarded as 
a theoretical foundation that favors Dualism, that is to say, 
the view according to which two different substances in 
the world exist: res extensa and res cogitans. The former is 

14 Whether Searle endorses a Cartesian view when he holds that 
intentional mental states have conditions of satisfaction, which are 
known by an agent (Cf. Searle 1983, p. 64) is indeed debatable. Also, 
I examine elsewhere the Systems Reply to the Chinese Room argu-
ment, which involves a mechanism that cannot be internalized: the 
agent’s introspection, which is fundamental to run the thought experi-
ment (González 2012). All these points deserve more discussion in 
another essay.
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related to the divisibility of tridimensional things and the lat-
ter to the mind, as a non-extended single complete substance. 
However, Cartesian metaphysics involves a second part, 
which is directly related to whether machines can think, on 
the one hand, and to whether reason can be mechanized, on 
the other hand. As I have examined in this essay, Descartes 
holds that we are thinking things as opposed to extended 
things. However, what most commentators have neglected 
is that mechanizing reason seems impossible if physically 
extended things are finite and inflexible. Descartes argues 
that reason is flexible and unlimited, and that rational beings 
can in turn produce an unlimited arrangements of words. In 
contrast, programmed machines, qua physical things, cannot 
produce unlimited flexibly relevant linguistic outputs.

I also examined how classical AI holds that the mind 
can be mechanized, while Descartes holds that the mind, 
as a non-extended single complete substance, cannot be 
mechanized in principle. Evidence of this impossibility is 
that linguistic understanding of u cannot be reduced to mere 
machine-like behavior. On the contrary, linguistic under-
standing of u leads to an agent’s knowledge and awareness of 
u’s meaning, that is, to the assessment of understanding from 
a first-person viewpoint. The Cartesian example of the wax 
shows that we judge the wax as a purely mental comprehen-
sion. By the same token, we judge that we understand u from 
a first-person viewpoint. The latter is what I have dubbed 
the “insoluble Cartesian problem”, because any attempt to 
reduce linguistic understanding of u to mere mechanisms 
ultimately fails.

In view of the insoluble Cartesian problem, I have pro-
vided two examples that show how linguistic understand-
ing is assessed from a first-person viewpoint, and how this 
assessment is impossible to reduce to mechanisms. If this is 
correct, the Turing test, which gathers empirical evidence 
about linguistic understanding from a third-person view-
point, is not the proper method to assess the existence of 
intelligence and mental states. What I have remarked upon 
in regards to this problem is that AI researchers who support 
Turing’s method have partially assumed the Cartesian view 
according to which the use of linguistic signs is a telltale 
sign of intelligence. And here I have shown the paradox that 
follows, namely, classical AI researchers have embraced part 
of the Cartesian view to refute Descartes himself. But, if the 
first-person viewpoint cannot be reduced to anything objec-
tive, say, to a third-person viewpoint, the insoluble Cartesian 
problem arises, pace supporters of classical AI. With their 
enthusiasm, though, they have simply overlooked that the 
mind, a phenomenon with a first-person viewpoint, is nei-
ther reducible to algorithms nor to any sort of machine-like 
behavior.
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