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#### Abstract

To study the high-transition dense-gas tracers and their relationships to the star formation of the inner $\sim 2 \mathrm{kpc}$ circumnuclear region of NGC 253 , we present $\mathrm{HCN} \mathrm{J}=4-3$ and $\mathrm{HCO}^{+} \mathrm{J}=$ 4-3 maps obtained with the James Clerk Maxwell Telescope. Using the spatially resolved data, we compute the concentration indices $r_{90} / r_{50}$ for the different tracers. HCN and $\mathrm{HCO}^{+}$ $4-3$ emission features tend to be centrally concentrated, which is in contrast to the shallower distribution of CO 1-0 and the stellar component. The dense-gas fraction $\left(f_{\text {dense }}\right.$, traced by the velocity-integrated-intensity ratios of $\mathrm{HCN} / \mathrm{CO}$ and $\mathrm{HCO}^{+} / \mathrm{CO}$ ) and the ratio $R_{31}(\mathrm{CO} 3-$ $2 / 1-0$ ) decline towards larger galactocentric distances, but increase with higher star formation rate surface density. The radial variation and the large scatter of $f_{\text {dense }}$ and $R_{31}$ imply distinct physical conditions in different regions of the galactic disc. The relationships of $f_{\text {dense }}$ versus $\Sigma_{\text {stellar }}$, and $\mathrm{SFE}_{\text {dense }}$ versus $\Sigma_{\text {stellar }}$ are explored. $\mathrm{SFE}_{\text {dense }}$ increases with higher $\Sigma_{\text {stellar }}$ in this galaxy, which is inconsistent with previous work that used HCN $1-0$ data. This implies that existing stellar components might have different effects on the high-J HCN and $\mathrm{HCO}^{+}$than their low-J emission. We also find that $\mathrm{SFE}_{\text {dense }}$ seems to be decreasing with higher $f_{\text {dense }}$ which is consistent with previous works, and it suggests that the ability of the dense gas to form stars diminishes when the average density of the gas increases. This is expected in a scenario where only the regions with high-density contrast collapse and form stars.
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## 1 INTRODUCTION

The important role of molecular gas in the star formation process has received much attention from observational and theoretical studies (Kennicutt \& Evans 2012; Krumholz 2014). In recent years, increasing samples of molecular-gas measurements of galaxies in both the local and the early Universe (Carilli \& Walter 2013; Kruijssen et al. 2014; Saintonge et al. 2017; Tacconi et al. 2018; Riechers et al. 2019) have shed new light on this topic. The evolution of the molecular-gas fraction (defined as the gas mass per unit stellar

[^0]mass) is found to be surprisingly similar to that of the evolution of the cosmic star formation rate density, in the sense that they both show a peak at redshift $z \sim 1-2$ and decline in the local Universe (Walter et al. 2014; Tacconi et al. 2018; Riechers et al. 2019). This indicates that throughout most of cosmic time, molecular gas is the crucial fuel for star formation and galaxy evolution.

However, it is still unclear how the physical and chemical parameters of the molecular gas affect the process of star formation. Specifically, how do we interpret the variations observed in the Kennicutt-Schmidt (KS) star formation (SF) relationship (Kennicutt 1998), and how do the density and temperature of molecular gas relate to the star formation rate (SFR), or the star formation efficiency (SFE, defined as the SFR per unit gas mass)? Since
the pioneering studies of Gao \& Solomon (2004a, b), it has been shown that the amount of dense molecular gas is tightly and linearly correlated with the SFR of individual galaxies (in logarithmic scale), where dense gas is usually defined as gas with a volume density $n$ $>10^{4} \mathrm{~cm}^{-3}$, and can be traced by molecular emission lines with high critical densities ( $n_{\text {crit }}$ ) like HCN (Baan et al. 2008; GraciáCarpio et al. 2008; Juneau et al. 2009; Lada, Lombardi \& Alves 2010; Greve et al. 2014; Zhang et al. 2014; Chen et al. 2015; Liu, Gao \& Greve 2015a; Liu et al. 2015b; Braine et al. 2017; Tan et al. 2018). Meanwhile, observations on smaller scales, such as of resolved galaxy structures or of molecular clouds in the Milky Way, also showed that star-forming sites are mainly associated with dense structures ( Wu et al. 2005; André et al. 2014; Liu et al. 2016; Stephens et al. 2016; Shimajiri et al. 2017). Together with the extragalactic results, these studies suggest a simple threshold model where stars only form at gas densities above $10^{4} \mathrm{~cm}^{-3}$, and this model might be universal across eight orders of magnitude of the SFR (Lada et al. 2012; Evans, Heiderman \& Vutisalchavakul 2014). However, there is also a compelling model that does not require threshold density, and the dense-gas SF correlation can be explained as the association between young stars and nearby collapsing gas with a free-fall time comparable to the stars' ages (Elmegreen 2015, 2018).

While the physical driver of the scatter along this dense-gas star formation relationship likely relates to the feedback from star formation or active galactic nuclei (Papadopoulos et al. 2014), we still lack enough samples to quantify this effect in different types of galaxies. More detailed analyses based on high-spatial resolution observations (Usero et al. 2015; Bigiel et al. 2016; Gallagher et al. 2018a, b; Jiménez-Donaire et al. 2019) have revealed the variation of the SFR per unit dense gas mass (the dense-gas star formation efficiency, $\mathrm{SFE}_{\text {dense }}$ ) in different regions of galaxy discs, and also in luminous infrared galaxies (Graciá-Carpio et al. 2008). Together, these results point to an alternative model that is turbulence regulated (Krumholz \& McKee 2005; Krumholz \& Thompson 2007).

Recent observations show that these molecules with high $n_{\text {crit }}$ can also be excited in extended translucent regions ( $n \sim 10^{3} \mathrm{~cm}^{-3}$ ) that are not actively forming stars (Kauffmann et al. 2017; Nishimura et al. 2017; Pety et al. 2017; Watanabe et al. 2017; Harada et al. 2019). This is evidence for the scenario pointed out by Evans (1999), that the effective density to excite a certain line can be much lower than the critical density, and one should be cautious about interpreting single-line observations, namely they are not adequate to accurately estimate gas density. So multiple transitions, especially high-J lines, are necessary for a more robust analysis of the relationship between dense gas tracers and SF. Previous studies have mainly used the ground transition of dense-gas tracers and our work aims to explore the behaviour of their high-J transitions, allowing for the possibility to combine multiple transitions for the diagnosis of molecular gas in galaxies.

To bridge the gap between Milky Way clouds and galaxyintegrated observations, and to explore systematically the relationship between dense gas and star formation in nuclear versus disc regions, we carried out the MALATANG (Mapping the dense molecular gas in the strongest star-forming galaxies) large programme on the James Clerk Maxwell Telescope (JCMT). MALATANG is the first systematic survey of the spatially resolved HCN J $=4-3$ and $\mathrm{HCO}^{+} \mathrm{J}=4-3$ emission in a large sample of nearby galaxies. Tan et al. (2018) presented the MALATANG data of six galaxies. They explored the relationship between the dense gas and the star formation rate and show that the power-law slopes are close to unity over a large dynamical range. They also imply that the variation of

Table 1. Adopted properties of NGC 253. References: (1) Best, Röttgering \& Lehnert (1999), (2) Rekola et al. (2005), (3) Koribalski et al. (2004), (4) de Vaucouleurs et al. (1991), (5) Jarrett et al. (2003), (6) Harrison, Henkel \& Russell (1999), (7) Lucero et al. (2015), (8) Sanders et al. (2003).

| Parameters | Value | Ref. |
| :--- | :---: | :---: |
| R.A. (J2000) | $00^{\mathrm{h}} 47^{\mathrm{m}} 33^{\mathrm{s}} .1$ | $(1)$ |
| Dec. (J2000) | $-25^{\circ} 17^{\prime} 19.7$ | $(1)$ |
| Distance | 3.5 Mpc | $(2)$ |
| Velocity (heliocentric) | $243 \pm 2 \mathrm{~km} \mathrm{~s}^{-1}$ | $(3)$ |
| Morphology | $\mathrm{SAB}(\mathrm{s}) \mathrm{c}$ | $(4)$ |
| Diameter $\left(D_{25}\right)$ | 27.5 arcmin | $(4)$ |
| Inclination | $76^{\circ}$ | $(5)$ |
| Position angle | $51^{\circ}$ | $(5)$ |
| nuclear CO column density | $3.5 \pm 1.5 \times 10^{18} \mathrm{~cm}^{-2}$ | $(6)$ |
| H I size (at $10^{20} \mathrm{~cm}^{-2}$ level) | $29 \pm 2 \mathrm{kpc}^{\text {SFR }}$ | $4.2 \mathrm{M}_{\odot} \mathrm{yr}^{-1}$ |

this relationship could be dependent on the dense-gas fraction ( $f_{\text {dense }}$ ) and dust temperature.

NGC 253 is the nearest spiral galaxy hosting a nuclear starburst ( $d=3.5 \mathrm{Mpc}$, based on the planetary nebula luminosity function, Rekola et al. 2005). This makes it an ideal laboratory for detailed studies of the star formation activity in an active environment, and it is accessible to most major facilities, such as the JCMT and ALMA. In Table 1 we list some adopted properties of NGC 253. Highresolution observations of molecular gas have found expanding molecular shells in the starburst region (Sakamoto et al. 2006), and star formation activity may be suppressed due to the expulsion of molecular gas (Bolatto et al. 2013b). The molecular-gas depletion time ( $\tau_{\text {dep }}$ ) of NGC 253 is also found to be 5-25 times shorter than the typical disc values of other galaxies. The molecular-line emission is concentrated in the inner 1 kpc , and the dense moleculargas tracers show clumpy and elongated morphologies, and they show excellent agreement with the $850-\mu \mathrm{m}$ continuum down to very small scales of few parsecs (Leroy et al. 2015; Meier et al. 2015; Walter et al. 2017; Leroy et al. 2018). Earlier studies have presented multiple HCN and $\mathrm{HCO}^{+}$observations in the nucleus of NGC 253 (Nguyen-Q-Rieu, Nakai \& Jackson 1989; Nguyen et al. 1992; Paglione, Tosaki \& Jackson 1995; Paglione, Jackson \& Ishizuki 1997; Knudsen et al. 2007), and the average density of the gas is suggested to be $5 \times 10^{5} \mathrm{~cm}^{-3}$ (Jackson et al. 1995). An excitation analysis revealed that the lines from both molecules are subthermally excited. Submillimeter Array (SMA) observations of HCN 4-3 towards the central kiloparsec of NGC 253 have shown that the dense-gas fraction is higher in the central 300 pc region than in the surrounding area (Sakamoto et al. 2011).

This paper is a follow-up to the MALATANG data of NGC 253 (this galaxy was included in the sample of Tan et al. 2018). We focus on the analysis of the variation in the parameters related to dense gas and star formation. In Section 2, the observations and data reduction are introduced. In Section 3, we present the spectra, images, radial distributions, and line ratios of the molecular lines. In Section 4, we discuss the relationship between SFE, $f_{\text {dense }}$ and stellar components, and the dense-gas star formation relationship.

## 2 OBSERVATIONS AND DATA REDUCTION

### 2.1 JCMT HCN 4-3 and $\mathrm{HCO}^{+}$4-3 data

A total of 390 h was spent on MALATANG observations from 2015 December and 2017 July (Program ID: M16AL007). The


Figure 1. JCMT observing positions for NGC 253 overlaid on Herschel PACS $70 \mu \mathrm{~m}$ emission on a logarithmic stretch. Orange circles denote positions observed in jiggle mode, and blue circles denote positions observed in stare mode. Diameters of the circles are 14 arcsec representing the HPBW of JCMT at this frequency. The central $13 \times 7$ positions (red box) outline those data points used for analysis in subsequent figures.

Heterodyne Array Receiver Program (HARP, Buckle et al. 2009) was used to observe $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$. Two adjacent receptors (H13 and H14) on the edge of HARP were not functional, which caused a non-homogeneous coverage for the jiggle-mode (see Fig. 1). In order to cover the major axes of the galaxies, the orientation of HARP was adjusted for each galaxy according to its position angle, so that four receptors lined up along the galaxy's major axis. For NGC 253, the inclination of its galactic disc is $76^{\circ}$ (north is the receding side), and the position angle of its major axis (measured counter-clockwise from north) is about $51^{\circ}$ (Jarrett et al. 2003).

The Auto-Correlation Spectral Imaging System spectrometer was used as the backend, with 1 GHz bandwidth and a resolution of 0.488 MHz , corresponding to 840 and $0.41 \mathrm{~km} \mathrm{~s}^{-1}$ at 354 GHz , respectively. The half-power beamwidth (HPBW) of each receptor at 350 GHz is $\sim 14 \mathrm{arcsec}$, corresponding to 240 pc linear resolution at the distance of NGC 253. The telescope pointing was checked on R Scl (R Sculptoris) before observing our target source and subsequently every $60-90 \mathrm{~min}$, using the CO 3-2 line at 345.8 GHz . The uncertainty in the absolute flux calibration was about 10 per cent for galaxies and was measured using standard line calibrators. The details of the survey description, sample, and data are given in Zhang et al. (in preparation, see also Tan et al. 2018).
Two observing modes were used to observe NGC 253. To fully map the central $2 \operatorname{arcmin} \times 2 \operatorname{arcmin}$ region [centred at R.A. $(J 2000.0)=00^{\mathrm{h}} 47^{\mathrm{m}} 33$. 1 , Dec. $(\mathrm{J} 2000.0)=-25^{\circ} 17^{\prime} 19$ s.7], the $3 \times 3$ jiggle observing mode was used, with a grid spacing of 10 arcsec. This was mostly done in 2015 December in excellent weather conditions, i.e. mean $\tau_{225 \mathrm{GHz}} \sim 0.024$ and 0.036 for HCN 4-3 and $\mathrm{HCO}^{+} 4-3$, respectively. The integration times spent in jiggle mode for the HCN and $\mathrm{HCO}^{+}$lines were 142 and 100 min , respectively. To reach deeper integrations in the outer parts of NGC 253, the stare observing mode was used and the tracking centre was at R.A. (J2000.0) $=00^{\mathrm{h}} 47^{\mathrm{m}} 34{ }^{\varsigma} 8$, Dec. (J2000.0) $=-25^{\circ} 17^{\prime} 00^{\varsigma} .8$, which was shifted by 30 arcsec to the north-east along the major
axis of NGC 253. The grid spacing was 30 arcsec (see Fig. 1). The integration times spent in stare mode for $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$ were 7.8 and 6.1 h , respectively.

### 2.2 Ancillary data

Ancillary data of CO 1-0 and CO 3-2 were obtained for a more comprehensive analysis of the interstellar medium in NGC 253. The CO 1-0 data are from the Nobeyama CO Atlas of Nearby Spiral Galaxies (Sorai et al. 2000; Kuno et al. 2007), and the CO 3-2 data from the JCMT archive (project ID: M08AU14). We also include infrared archival imaging data from Spitzer (IRAC $3.6 \mu \mathrm{~m}$ and MIPS $24 \mu \mathrm{~m}$ ), and Herschel (PACS 70, 100, and $160 \mu \mathrm{~m}$ ). The Nobeyama and Herschel data were convolved to $14-\operatorname{arcsec}$ resolution and regridded to the same pixel scale (see Tan et al. 2018 for more details of the processing of the ancillary data). This allowed us to calculate the total infrared luminosity $L_{\mathrm{IR}}(8-1000 \mu \mathrm{~m})$ in each pixel using a combination of the $24-, 70-, 100-$, and $160-\mu \mathrm{m}$ luminosities (Galametz et al. 2013; Tan et al. 2018).

### 2.3 Data reduction

The starlink (Currie et al. 2014) software package was used to reduce the JCMT data. Some of the receptors, mostly the outer ones, were not very stable during some observing scans, and spikes and an unstable baseline can be seen in some of the raw data. To enhance the signal-to-noise ratio (SNR), we first checked the raw data by eye with the GAIA tool (part of STARLINK) and flagged the particularly bad sub-scans. Secondly, the parameters for the ORAC-DR pipeline (Jenness et al. 2015) were adjusted to remove spikes and strong ripples further. This step was especially necessary for the CO 3-2 data because this line is too strong and wide, so there are not enough line-free channels for the default parameters to do proper baseline fitting, and we need to adjust the parameters. Thirdly, the pipeline was run again to compare with previous results. This way, we could better deal with the baseline correction and reveal weak signals in some regions of the final products. The final data are smoothed to a velocity resolution of $\sim 20 \mathrm{~km} \mathrm{~s}^{-1}$, and the typical corresponding RMS noise is $\sim 7-10 \mathrm{mK}$ for spectra obtained in jiggle-mode, and $\sim 2 \mathrm{mK}$ for spectra obtained in stare-mode (Fig. A1).

The maps of NGC 253 were regridded to a pixel size of 10 arcsec. Fig. A1 shows the corresponding spectra of the central $13 \times 7$ pixels, including CO $1-0, \mathrm{CO} 3-2, \mathrm{HCN} 4-3$, and $\mathrm{HCO}^{+} 4-3$. Other pixels in the outer regions of the galaxy disc are mostly non-detections with relatively high noise, due to the relatively poor performance of the outer receptors of HARP.

The final maps were converted to the CLASS format and spectra were measured with the GILDAS package. ${ }^{1}$ The spectral intensity units were converted from antenna temperature $T_{A}^{*}$ to mainbeam temperature $T_{\mathrm{mb}}$ using $T_{\mathrm{mb}}=T_{A}^{*} / \eta_{\mathrm{mb}}$, where the main-beam efficiency $\eta_{\mathrm{mb}}=0.64$. $^{2}$

To identify detections of the emission lines used in this work, we adopted the same criteria as Tan et al. (2018), i.e. we require that the integrated line intensity to be at least three times the 'integrated noise' $(\mathrm{SNR}>3)$. The uncertainty, $\sigma_{I}$, on the integrated line emission is
$\sigma_{I}=T_{\text {RMS }} \sqrt{\Delta v_{\text {line }} \delta v_{\text {res }}} \sqrt{1+\Delta v_{\text {line }} / \Delta v_{\text {base }}}$,

[^1]where $T_{\text {RMS }}$ is the RMS of the spectrum given a spectral velocity resolution $\delta v_{\text {res }}, \Delta v_{\text {line }}$ is the velocity range used to integrate the line emission, and $\Delta v_{\text {base }}$ is the velocity width used to fit the baseline. Since CO lines are much stronger than $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-$ 3 lines, and the emitting region of CO is probably larger than the regions dominated by these dense-gas tracers, but they still share the same kinematics and are covered by similar telescope beam size in general, despite their distinct spatial scales. So the velocity widths of the CO 1-0 and/or CO 3-2 lines are used as a reference for the velocity ranges of the $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$ lines, especially for positions with low SNR. This way we can use the width to estimate upper limits ( $3 \sigma$ ) to the integrated intensities. In Table A1, we list the integrated intensities $I_{\mathrm{HCN} 4-3}, I_{\mathrm{HCO}}{ }^{+4-3}, I_{\mathrm{CO1-0}}$, and $I_{\mathrm{CO} 3-2}$, and their ratios, for every pixel in Fig. A1. In Table A2, we list the line luminosities of $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$, the SFR , and their dense-gas mass ( $M_{\text {dense }}$ ). In accordance with (Tan et al. 2018), we calculate the line luminosities $L_{\text {gas }}^{\prime}\left(L_{\mathrm{CO}}^{\prime}, L_{\mathrm{HCN}}^{\prime}\right.$, and $L_{\mathrm{HCO}^{+}}^{\prime}$ in this paper) in units of $\mathrm{K} \mathrm{km} \mathrm{s}^{-1} \mathrm{pc}^{2}$ and SFR based on the following equations:
\[

$$
\begin{align*}
& L_{\text {gas }}^{\prime}=3.25 \times 10^{7}\left(\frac{S \Delta v}{1 \mathrm{Jy} \mathrm{~km} \mathrm{~s}}\right)\left(\frac{v_{\text {obs }}}{1 \mathrm{GHz}}\right)^{-2} \\
& \quad \times\left(\frac{D_{\mathrm{L}}}{1 \mathrm{Mpc}}\right)^{2}(1+z)^{-3}\left(\mathrm{~K} \mathrm{~km} \mathrm{~s}^{-1} \mathrm{pc}^{2}\right) \\
& \frac{\mathrm{SFR}}{1 \mathrm{M}_{\odot} \mathrm{yr}^{-1}}=1.50 \times 10^{-10}\left(\frac{L_{\mathrm{IR}}}{L_{\odot}}\right) . \\
& \text { The infrared luminosity is calculated from } \\
& L_{\mathrm{IR}}=\Sigma c_{i} v L_{v}(i) \mathrm{L} \odot, \tag{4}
\end{align*}
$$
\]

where $\nu L_{v}(i)$ is the resolved luminosity in a given band $i$ in units of $\mathrm{L}_{\odot}$ and measured as $4 \pi D_{\mathrm{L}}^{2}\left(\nu f_{v}\right)_{i}$, and $c_{i}$ are the calibration coefficients for various combinations of Spitzer and Herschel (Tan et al. 2018). The stellar surface density $\Sigma_{\text {stellar }}$ is calculated via
$\frac{\Sigma_{\text {stellar }}}{\mathrm{M}_{\odot} \mathrm{pc}^{-2}}=280 \frac{I_{3.6}}{\mathrm{MJy} \mathrm{sr}^{-1}} \cos (i)$.

## 3 RESULTS

### 3.1 Spectra

Fig. A1 shows the HCN and $\mathrm{HCO}^{+} 4-3$ spectra at every 10 -arcsec pixel position within the central $130 \operatorname{arcsec} \times 70 \operatorname{arcsec}$ of NGC 253 . The figure also shows the CO $1-0$ and $3-2$ spectra at the same positions. The CO spectra have been scaled down by a factor of 20 in order to better compare the profiles with those of HCN and $\mathrm{HCN}^{+}$. The $10-\operatorname{arcsec}$ pixel size is the same as the beam spacing of the observations, and results in a slightly undersampled map. In the central pixel, the two dense-gas tracers are comparable to $1 / 20$ of the peak intensity of CO $1-0$, but in pixels away from the centre, the relative strengths of HCN and $\mathrm{HCO}^{+} 4-3$ quickly drop. The typical peak intensity ratio between $\mathrm{HCN} 4-3$ (or $\mathrm{HCO}^{+} 4-3$ ) and CO 1-0 that we can detect is about $1 / 100$ in the outer parts. In Section 3.3 and Fig. 5 the radial profiles of these tracers are presented.

The different tracers have similar spatially integrated line centres and widths, indicating that they originate from similar large-scale emitting regions. However, their line profiles are different in many regions of the map. The line centres of CO 1-0 can be different from those of the other tracers by $\sim 100 \mathrm{~km} \mathrm{~s}^{-1}$ in some pixels, while the line centres of CO 3-2 are closer to those of $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+}$ $4-3$. While this difference is likely a result of the large optical depth of CO $1-0$, it could also be caused by the different excitation


Figure 2. Top panel: averaged spectrum of the central $5 \times 3$ pixels ( $\sim$ 0.9 kpc along the major axis). Bottom panel: averaged spectrum stacked from all the non-detections, with their velocities corrected according to the CO 3-2 line centre. The spectrum of $\mathrm{HCO}^{+} 4-3$ is shifted by 4 mK for clarity.
conditions of the emissions. CO 3-2 traces warmer and denser gas than CO $1-0$, and its emission regions would be more similar to those of $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$. High-spatial-resolution ALMA observations in the central 1.5 kpc region of NGC 253 (Leroy et al. 2015; Meier et al. 2015) have shown that the morphologies of these molecules are quite different, in the sense that dense-gas tracers are more compact and clumpy, while CO is much more diffuse and extended. The measurements of the line intensities and their ratios are presented in Table A1.

Fig. 2 shows the averaged spectrum (weighted by RMS) of the central $5 \times 3$ pixels (top panel) and the stacked spectrum of those non-detections (bottom panel). The central $5 \times 3$ pixels contain $>90$ per cent of the total flux of $\mathrm{HCN} 4-3$ or $\mathrm{HCO}^{+} 4-3$. This total value will be used as a global measurement later in Fig. 9. The stacking of non-detections yields spectra with RMS $\sim 0.6 \mathrm{mK}$ for HCN $4-3$, and 1 mK for $\mathrm{HCO}^{+} 4-3$, respectively, and there is no sign of a robust signal. Assuming a $200-\mathrm{km} \mathrm{s}^{-1}$ linewidth, the $3 \sigma$ integrated intensities correspond to $M_{\mathrm{HCN}}<10^{6.0} \mathrm{M}_{\odot}$ and $M_{\mathrm{HCO}^{+}}<$ $10^{6.2} \mathrm{M}_{\odot}$, respectively.

### 3.2 Images of integrated intensities and their ratios

Fig. 3 shows maps of the integrated intensities (moment zero) of the different tracers used in this work. Contours starting from 30 per cent ( 0.2 dex) of the peak are overlaid. Although our observations are limited by resolution and sensitivity, the differences in compactness between tracers are significant. $L_{\mathrm{IR}}, \mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$ show the most-compact morphology, while CO 1-0 is the most extended. A quantitative comparison and analysis are presented in Section 3.3.

Fig. 4 shows maps of the ratios of different tracers, among which HCN 4-3/CO 1-0 (hereafter $R_{\mathrm{HCN} 43}$ ) and $\mathrm{HCO}^{+} 4-3 / \mathrm{CO}$ $1-0$ (hereafter $R_{\mathrm{HCO}^{+} 43}$ ) can be treated as proxies for the dense-


Figure 3. Maps of the different molecular-line emissions, infrared luminosity, and stellar surface density. The units are given above each panel and all maps are logarithmic. Infrared luminosity is from Tan et al. (2018). Each pixel size is 10 arcsec or 171 pc . The hatched pixels are regions without available data, and the typical RMS of each map is shown as the lowest values. Contours start from 30 per cent of the peaks, and the contour spacing is 0.2 dex. The magenta cross marks the galactic centre. Note that these images are rotated (see Fig. 1) to align with the major axis of NGC 253.
gas fraction, i.e. $R_{\mathrm{HCN} 43}$ and $R_{\mathrm{HCO}^{+} 43}$ are proportional to $f_{\text {dense }}$ ( $\equiv M_{\text {dense }} / M_{\mathrm{CO}}$ ), but bear in mind that the accuracy is largely limited by the conversion from line flux to mass (Usero et al. 2015), for both the dense gas (traced by HCN and $\mathrm{HCO}^{+}$), and CO . We will discuss this in more detail in Section 4.1. It is obvious that $f_{\text {dense }}$ traced by either $R_{\mathrm{HCN} 43}$ or $R_{\mathrm{HCO}^{+} 43}$ is much higher at the galaxy centre, and drops quickly toward the outskirts. The integrated-intensity ratios in the centre are generally $<0.06$. The integrated-intensity ratio of CO 3-2 and CO $1-0$ (hereafter $R_{31}$ ) is shown in Fig. 4(c). This ratio shows an interesting asymmetric morphology, which might be a result of the molecular outflow that was reported by Bolatto et al. (2013b), though the outflow does not seem to affect the dense gas, as judged from those images related to HCN or $\mathrm{HCO}^{+}$. We will further discuss this in Section 3.4.
$L_{\mathrm{IR}} / L_{\mathrm{CO}}^{\prime}$ can be treated as the molecular gas star formation efficiency, SFE mol $\equiv \mathrm{SFR} / M_{\mathrm{mol}}=1 / \tau_{\mathrm{mol}}$ ( $\tau_{\mathrm{mol}}$ is the depletion timescale of the total molecular gas), while $L_{\mathrm{IR}} / L_{\mathrm{HCN}}^{\prime}$ and $L_{\mathrm{IR}} / L_{\mathrm{HCO}^{+}}^{\prime}$ can be proxies of $\mathrm{SFE}_{\text {dense }}$. In Fig. 4 they are shown in the last three panels (d-f). We can see that, first, the peak of $\mathrm{SFE}_{\mathrm{mol}}$ is on the $(0$,
10) pixel in panel d. Secondly, $\mathrm{SFE}_{\text {dense }}$ shows a more asymmetric morphology than $\mathrm{SFE}_{\mathrm{mol}}$ in panels e and f . Thirdly, regions to the upper side (north-west) of the nuclei show about 0.5 dex higher $\mathrm{SFE}_{\text {dense }}$ than the values in the centre. A similar behaviour was reported for M 51 , i.e. the $\mathrm{SFE}_{\text {dense }}$ traced by $L_{\mathrm{IR}} / L_{\mathrm{HCN} 1-0}$ shows a peak on its northern spiral arm (Chen et al. 2015). We can tell from Fig. 3 that $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$ peak in the centre, so the asymmetric morphologies of $\mathrm{SFE}_{\text {dense }}$ might be mainly caused by the stronger $L_{\mathrm{IR}}$ to the upper side (north-west). This implies that the $\tau_{\text {dep }}$ of both the total molecular gas and the dense gas in the north-west of the galaxy centre is shorter than that of other regions of NGC 253. The asymmetric distribution of $L_{\mathrm{IR}}$ and SFE could be attributed to the structure of the interstellar medium of the nuclei. Bolatto et al. (2013b) reported an expanding molecular outflow in the centre of NGC 253, and their data showed that the CO luminosity is approximately split between the north (receding) and the south (approaching) sides of the outflow. On the other hand, $\mathrm{H} \alpha$ emission is predominantly seen on the south side, and it is invisible on the north side probably due to obscuration. Therefore, as shown


Figure 4. Maps of the ratios of $\mathrm{HCN} 4-3 / \mathrm{CO} 1-0, \mathrm{HCO}^{+} 4-3 / \mathrm{CO} 1-0, \mathrm{CO} 3-2 / \mathrm{CO} 1-0, L_{\mathrm{IR}} / L_{\mathrm{CO}}^{\prime}, L_{\mathrm{IR}} / L_{\mathrm{HCN}}^{\prime}$, and $L_{\mathrm{IR}} / L_{\mathrm{HCO}}{ }^{\prime}$. The hatched regions indicate pixels without available data. Note that these images are rotated (see Fig. 1) to align with the major axis of NGC 253.
in Fig. 3(e), infrared emission might dominate the north (receding) side, possibly because of more abundant dust than on the south (approaching) side. Our data are limited by modest resolution, and future works combining $\mathrm{H} \alpha$ and infrared data might help us more accurately estimate $\mathrm{SFE}_{\mathrm{mol}}$ and $\mathrm{SFE}_{\text {dense }}$ in the circumnuclear region of NGC 253.

### 3.3 Radial profile and concentration index

Fig. 5 presents the radial profiles of all the tracers used in this work. The radial distances are corrected for inclination, but note that all pixels come from a highly elliptical beam and many are not independent measurements of emitting regions in the disc, so the profiles shown here are only indicative. Only pixels with $\mathrm{SNR}>3$ are included. We highlight those data points along the major axis with red filled circles to guide the eye, and we find that they follow the main trend of most data points.

To obtain an averaged profile of each tracer, we calculate the mean intensity within every $0.17-\mathrm{kpc}$ distance bin (the beam spacing along the major axis), weighted by their measurement error. The uncertainty of the mean value is calculated following equation 9 of

Gallagher et al. (2018a), taking into account the error of each data point, and the number of pixels within each bin:
$\Sigma_{i i}=\frac{\sqrt{\sigma_{1}^{2}+\sigma_{1}^{2}+\ldots+\sigma_{N}^{2}}}{N} \times \sqrt{O}$,
where $\Sigma_{i i}$ is the uncertainty of the binned intensity, $N$ is the number of pixels in the bin, and $O$ is the oversampling factor accounting for the non-independence of the pixels. $O=1.4$ in our work as the pixel size is $10 \operatorname{arcsec}$ and the resolution is $14 \operatorname{arcsec})$.

It is interesting to see that, while all the tracers' intensity distributions show significant decreasing trends towards larger radii, CO $3-2, L_{\mathrm{IR}}, \mathrm{HCN} 4-3$, and $\mathrm{HCO}^{+} 4-3$ seem to have steeper gradients than CO 1-0 and the stellar component traced by 3.6$\mu \mathrm{m}$ emission. For example, at $\sim 0.5 \mathrm{kpc}$ from the galaxy centre, the integrated intensities of $\mathrm{CO} 3-2, L_{\mathrm{IR}}, \mathrm{HCN} 4-3$, and $\mathrm{HCO}^{+}$ 4-3 are only approximately 10 per cent of those in the centre. For comparison, the integrated intensities of $\mathrm{CO} 1-0$ at 0.5 kpc is about 30 percent of the central value (also see Fig. 3). The difference indicates that, the spatial distribution of $\mathrm{CO} 1-0$ is the most extended among all the tracers. While CO $1-0$ emission comes from the cold and diffuse molecular gas, $\mathrm{CO} 3-2$ and the two dense-gas tracers


Figure 5. Radial distributions of different tracers used in this paper. The circles denote a data point extracted from each pixel in the final $13 \times 7$ positions (Fig. A1), and the red filled circles indicate pixels situated on the major axis. Blue diamonds denote the mean values within each $0.17-\mathrm{kpc}$ radial bin. The units are $L_{\odot}$ for $L_{\mathrm{IR}}, \mathrm{MJy} \mathrm{sr}^{-1}$ for $3.6 \mu \mathrm{~m}$, and $\mathrm{K} \mathrm{km} \mathrm{s}^{-1}$ for the molecular lines. The measurement errors of most individual data points are typically $<0.1$ dex. For CO lines the uncertainty is dominated by the flux calibration ( 10 per cent). For $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$ the uncertainty of the binning data points is calculated based on the error from the individual pixels (see Section 3.3). For $L_{\mathrm{IR}}$, the uncertainty is 30 per cent at most (Tan et al. 2018). For $3.6 \mu \mathrm{~m}$, the uncertainty is considered to be $\sim 50$ per cent. For the last two panels we denote the typical error bar in the upper right corner.
require denser and warmer gas, which tends to reside in the galaxy centre. This is also the case for the infrared emission, which traces cold dust emission that is closely associated with star formation activity.

To establish a quantitative method to analyse the radial profiles of the different tracers observed in NGC 253, and to further apply this to the other sources of the MALATANG survey in our future works, we fit the concentration indices $C \equiv r_{90} / r_{50}$ to the radial distributions (de Vaucouleurs 1977; Li et al. 2011). For HCN 4-3 and $\mathrm{HCO}^{+} 4-$ 3 only detections with radial distance $<1.4 \mathrm{kpc}$ are included in the fits (see Fig. B1). $r_{90}$ and $r_{50}$ are the radii that encompass 90 and 50 per cent of the total flux of each tracer, respectively. The total flux is derived from fitting the asymptotic intensity of a curve of

Table 2. $r_{90}, r_{50}$, and the concentration index $r_{90} / r_{50}$ derived from the radial profiles of the tracers used in this paper. Statistical uncertainties $(1 \sigma)$ are given in parentheses.

| Tracer | $r_{90}(\mathrm{kpc})$ | $r_{50}(\mathrm{kpc})$ | $r_{90} / r_{50}$ |
| :--- | :---: | :---: | :---: |
| CO 1-0 | $0.78(0.15)$ | $0.38(0.05)$ | $2.07(0.48)$ |
| CO 3-2 | $0.68(0.07)$ | $0.30(0.01)$ | $2.26(0.27)$ |
| HCN 4-3 | $0.58(0.15)$ | $0.14(0.01)$ | $4.00(1.10)$ |
| $\mathrm{HCO}^{+} 4-3$ | $0.54(0.18)$ | $0.10(0.01)$ | $5.29(1.91)$ |
| $L_{\text {IR }}$ | $0.68(0.12)$ | $0.33(0.02)$ | $2.06(0.39)$ |
| Stellar | $0.87(0.13)$ | $0.37(0.04)$ | $2.36(0.44)$ |

growth, following the method of Muñoz-Mateos et al. (2009). In Fig. B1 we show two examples of how the curve of growth and the asymptotic intensities are derived.

The fitted parameters are listed in Table 2. HCN 4-3 and $\mathrm{HCO}^{+} 4-$ 3 appear to have smaller $r_{90}$ than the other tracers, and they also show significantly higher concentration indices. Note that our resolution is 0.24 kpc so the observed values are spatially smoothed, which might not reflect the intrinsic concentration parameters. Leroy et al. (2015) used high-resolution (FWHM $\sim 2 \operatorname{arcsec} \times 2$ arcsec) data of NGC 253 in the 3 mm band, and they derived $r_{90}$ and $r_{50}$ for CO $1-0(0.4$ and 0.15 kpc$)$. These values are lower than ours $(\sim 0.78$ and 0.38 kpc ), but the ratio $r_{90} / r_{50}$ is similar. For dense gas, they derive $r_{90}$ and $r_{50}$ ( 0.3 and 0.1 kpc , respectively) by averaging the $1-0$ transitions of $\mathrm{HCN}, \mathrm{HCO}^{+}$, and CS. Note that their dense-gas observations lack short spacings data, so certain amount of emission on large spatial-scales is missing. As a result their $r_{90}$ and $r_{50}$ might be overestimated. If we average the $r_{90}$ and $r_{50}$ for HCN 4-3 and $\mathrm{HCO}^{+} 4-3$, we get 0.54 and 0.12 kpc , respectively. We note that the telescope beam $(\sim 0.17 \mathrm{kpc})$ is larger than the fitted $r_{50}$ of HCN $4-3$ and $\mathrm{HCO}^{+} 4-3$, so they have large uncertainties and are likely overestimated by our data. This implies that the dense-gas tracers might be too compact for the JCMT to resolve their $r_{50}$. Moreover, we speculate that, since the higher transition lines are excited in more compact clumps with higher gas density, their $r_{90}$ and $r_{50}$ should be smaller while the ratio $r_{90} / r_{50}$ might be higher, compared with their low-J lines.
The $\mathrm{J}=4-3$ emission lines require higher excitation temperatures and higher critical densities, and in regions with different kinematic temperature $\left(T_{\mathrm{K}}\right)$, the effective critical densities ( $n_{\text {eff }}$ ) for the excitation of a certain line will change dramatically (Evans 1999). Thus the large scatter between the centre and disc regions not only reflects the change in dense-gas abundance, but it could also be a result of the distinct excitation environments. While few studies have explored the optical depths of dense-gas tracers in galactic disc regions, they have been suggested to be optically thick in galaxy centres (Greve et al. 2009; Jiang, Wang \& Gu 2011; JiménezDonaire et al. 2017) and nearby ULIRGs (Imanishi, Nakanishi \& Izumi 2018). At this stage it is still unclear whether HCN and $\mathrm{HCO}^{+}$ are optically thin in galactic disc regions. So the profiles shown here do not necessarily reflect their column densities. Accurate estimates of the gas temperature and optical depth of these lines are needed to reveal the true population distribution of spectral energy levels and their excitation conditions.
Note that the analysis using radial profiles is based on the simplified assumption that regions with the same galactocentric distances have similar properties. This is not always the case, especially substructures such as rings, bars, and spirals in the circumnuclear regions cannot be well recovered by this approach. Radial profiles are useful diagnostics for samples with intermediate-to-low spatial


Figure 6. Upper panel: Radial distribution of dense-gas fraction $\left(f_{\text {dense }}\right)$ traced by the integrated-intensity ratios $R_{\mathrm{HCN}}=\mathrm{HCN} 4-3 / \mathrm{CO} 1-0$ and $R_{\mathrm{HCO}^{+}}=\mathrm{HCO}^{+} 4-3 / \mathrm{CO} 1-0$. Arrows denote the upper limits of $f_{\text {dense }}$. Bottom panel: Radial distribution of the ratio $R_{31}$ between the two CO transitions.
resolution, but we note that they can only serve as a first-order approximation for the relationships between physical properties and galactocentric distance. The result presented in this paper is uncertain and only indicative, and we look forward to investigating this method for large samples in future studies at higher resolution.

### 3.4 Line ratio and dense-gas fraction

Tan et al. (2018) reported the integrated-intensity ratios of $R_{\mathrm{HCN} 43}$ and $R_{\mathrm{HCO}^{+}}{ }_{43}$ in different regions of six galaxies. The ratios lie between approximately 0.003 and 0.1 , and they are higher in the centre and lower in outer regions. Take $R_{\mathrm{HCN} 43}$ in galactic centres for example, among their six galaxies, NGC 1068 and NGC 253 (a possibly weak AGN, Müller-Sánchez et al. 2010) have the highest ratios in the nuclei which are slightly less than 0.1. In IC 342, M 83 , and NGC 6946, the ratios in the nuclei are about $0.01-0.015$. In the starburst galaxy M 82, the nuclear ratio is about 0.02 (see fig. 5 in Tan et al. 2018 for more details). Gallagher et al. (2018a) also resolved $R_{\mathrm{HCN} 10}$ and $R_{\mathrm{HCO}^{+} 10}$ of four local galaxies, and their ratios are also in a similar range, while $R_{\mathrm{HCN} 10}$ appears to be modestly higher than $R_{\mathrm{HCO}^{+} 10}$ in general (see their fig. 9). For more discussion of the line ratios and their implications, refer to Izumi et al. (2016) and references therein.

In Fig. 6 we show the radial profiles of the integrated-intensity ratios of the molecular lines used in this work. The ratios of $R_{\mathrm{HCN} 43}$ and $R_{\mathrm{HCO}^{+} 43}$ are, to first order, proportional to the dense-gas ratio $f_{\text {dense }}$, and we emphasize that $f_{\text {dense }}$ here is different from that traced
by $\mathrm{HCN} 1-0$ and $\mathrm{HCO}^{+} 1-0$, since the different transitions require different densities. Similar to Fig. 4 , $f_{\text {dense }}$ peaks in the centre, but drops quickly to only about one-sixth of the central value at 0.5 kpc . This is consistent with the result from Jackson et al. (1995) that the most highly exited gas is confined to the inner 0.5 kpc nuclear region. They implied that the density distribution of the molecular gas is distinct in the circumnuclear region, where the high-density gas fraction is likely to be several times higher than in the outskirts. In other words, compared with most of the galaxy disc, high-density gas (possibly in the form of clumps) resides preferentially in the galaxy centre. This plot of the decreasing $f_{\text {dense }}$ with radius in the galactic disc also implies that the filling factor of dense gas is much smaller than that of the bulk of molecular gas traced by CO (Paglione et al. 1997; Leroy et al. 2015). Thus we suggest that for extragalactic observations telescopes with a smaller beam are more suitable to detect dense-gas emission, as larger beams might suffer more from beam dilution.

The CO 3-2/1-0 ratio $\left(R_{31}\right)$ as a function of radius is also shown in Fig. 6. It is obvious that $R_{31}$ drops quickly at larger radii, similar to the decreasing trend of $f_{\text {dense }} . R_{31}$ is close to one in the centre, which is several times higher than the $R_{31}$ at $1 \mathrm{kpc}(\sim 0.25)$. We also note in Fig. 4(c) that on a few pixels to the west side of the centre, $R_{31}$ is higher than the value at the $(0,0)$ position. The pixel on the south-west ( 10 arcsec to the right side of the disc) of the centre appear to be coincident with the position of the CO outflow reported by Bolatto et al. (2013b). Compared with CO 1-0, CO 3-2 emission requires a higher excitation temperature and a higher critical density, so $R_{31}$ gives important information on the excitation conditions of the molecular gas.

In previous studies, $R_{31}$ and $R_{21}$ (CO 2-1/1-0 ratio) have been reported and are widely used to convert $I_{\mathrm{CO} 3-2}$ and $I_{\mathrm{CO} 2-1}$ to $I_{\mathrm{CO} 1-0}$ to estimate the total molecular-hydrogen mass (Leroy et al. 2009; Mao et al. 2010; Wilson et al. 2012). $R_{31}$ was reported to be in the range $0.2-1.9$ (mean value $=0.81$ ) in galaxy-integrated observations (Mao et al. 2010). In resolved observations of nearby galaxies the mean $R_{31}$ is found to be 0.18 with a standard deviation of 0.06 (Wilson et al. 2012). Our values of $R_{31}$ lie in the range from these works, and the variation of $R_{31}$ in the central region of NGC 253 shows that this ratio is obviously dependent on galactic environments. In strongly star-forming galactic centres where the conditions resemble those in luminous infrared galaxies (LIRGs), CO 3-2 emission is easily enhanced and $R_{31}$ is naturally much higher than in the quiescent environment of discs (Mao et al. 2010). We suggest that the scatter of $R_{31}$ among galaxies is a natural result of the variation of $R_{31}$ among different regions of any single galaxy. For single-dish observations that do not resolve the molecular gas of galaxies, one can only obtain a spatially averaged $R_{31}$, and in galaxies with more denser and warmer molecular gas, such as LIRGs, the averaged $R_{31}$ tends to be higher. Also, the filling factors of $\mathrm{CO} 3-2$ and $\mathrm{CO} 1-0$ for single-dish observations are dependent on the physical scale covered by the beam, and this observed effect can also contribute to part of the scatter of the observed $R_{31}$. If $R_{31}$ and $R_{21}$ are used to convert $I_{\mathrm{CO} 3-2}$ and $I_{\mathrm{CO} 2-1}$ to $I_{\mathrm{CO} 1-0}$ to estimate the total molecular-hydrogen mass, we caution that one must take into account the variation of $R_{31}$ or $R_{21}$ as an important uncertainty in the conversion.

Fig. 7 plots line ratios as a function of SFR surface density, $\Sigma_{\text {SFR }}$, so as to explore the relationships of $f_{\text {dense }}$ versus $\Sigma_{\text {SFR }}$, and $R_{31}$ versus $\Sigma_{\text {SFR }}$. In Fig. 7(a), $f_{\text {dense }}$ appears to increase for higher $\Sigma_{\text {SFR }}$, especially when we only look at data points along the major axis (circles). Limited by the SNR we could not obtain reliable $f_{\text {dense }}$ in the lower $\Sigma_{\text {SFR }}$ regime, where most of the data points come from the outer disc region. On the other hand, we have relatively higher SNR


Figure 7. Top panel: $f_{\text {dense }}$ as a function of $\Sigma_{\text {SFR }}$ (SFR per unit area). Arrows denote the upper limits of $R_{\mathrm{HCN}}$ and $R_{\mathrm{HCO}^{+}}$. Bottom panel: $R_{31}$ as a function of $\Sigma_{\mathrm{SFR}}$.
for the two CO lines, so in the bottom panel we are able to show $R_{31}$ in all pixels used in this work, and to explore the lower $\Sigma_{\text {SFR }}$ regime. We can see that $R_{31}$ shows smaller scatter in the lower $\Sigma_{\text {SFR }}$ regime, and its scatter increases significantly with increasing $\Sigma_{\text {SFR }}$. For pixels with $\Sigma_{\mathrm{SFR}}<10^{2} \mathrm{M}_{\odot} \mathrm{yr}^{-1} \mathrm{pc}^{-2}, R_{31}$ is mostly lower than 0.5 , while near the galaxy centre $\Sigma_{\text {SFR }}$ is about 100 times higher and $R_{31}$ can be as high as 1.5 . Again note that a few pixels have higher $R_{31}$ than the central pixel, and they are coincident with the position of the CO outflow reported by Bolatto et al. (2013b). In Fig. 4 we also note that the $R_{31}$ map exhibits an asymmetric morphology. Thus we speculate that the molecular outflow might dominate the large scatter in the higher $\Sigma_{\text {SFR }}$ regime of the plot and the more active environment in the central $\sim 200 \mathrm{pc}$ region.

The two plots in Fig. 7 suggest that $f_{\text {dense }}$ and $R_{31}$ are more likely to be higher in regions with higher $\Sigma_{\text {SFR }}$, i.e. the more active environment in the central $\sim 200 \mathrm{pc}$ of NGC 253 . However, there are also regions with high $\Sigma_{\text {SFR }}$ accompanied with low $f_{\text {dense }}$ and low $R_{31}$. Considering that SFR is more directly related to the mass of dense/warm gas, we expect to see tighter correlations between $\mathrm{HCN}\left(\right.$ or $\mathrm{HCO}^{+}$) and $\Sigma_{\mathrm{SFR}}$ (see Section 4.1), as well as between CO 3-2 and $\Sigma_{\text {SFR }}$ (Wilson et al. 2012). So we speculate that the scatter in $f_{\text {dense }}$ and $R_{31}$ is likely caused by the variation of the CO intensity among different regions.

## 4 DISCUSSION

The spatially resolved dense-gas emission of NGC 253 enables us to analyse how the galactic environment affects the relationship
between dense gas and star formation (Usero et al. 2015). In the following, we will first discuss the dense-gas star formation relationships, and how varying dense-gas conversion factors affect the relationships. Then the role of stellar components in the densegas fraction $f_{\text {dense }}$ and the dense-gas star formation efficiency, SFE $_{\text {dense }}$ is discussed in Section 4.2.

### 4.1 Dense-gas star formation relationship

Tan et al. (2018) discussed the dense-gas star formation relationship, using the six galaxies of the MALATANG sample that were mapped by JCMT. The whole sample shows a linear correlation between $\log _{10} L_{\text {IR }}$ and $\log _{10} L_{\text {dense }}^{\prime}$, and for HCN 4-3 the fitted slope $\beta$ is nearly unity. However, the scatter about the relationship is not negligible, and the slopes are likely different among individual galaxies. Such a variation in the ratio of the SFR and the mass of the dense molecular gas ( $M_{\text {dense }}$ ) suggests a varying star formation efficiency, as discussed in recent studies (Usero et al. 2015; Gallagher et al. 2018a).

Shimajiri et al. (2017) derived an empirical relationship between the dense-gas conversion factors $\alpha_{\text {dense }} \equiv M_{\text {dense }} / L_{\text {dense }}^{\prime}$ and the local far-UV radiation field, $G_{0}$, which can be derived from Herschel 70and $100-\mu \mathrm{m}$ intensities. Here we adopt this varying conversion factor $\alpha_{\text {dense }}\left(G_{0}\right)$ for our data and compare it with a constant $\alpha_{\text {dense }}$ to revisit the dense-gas SF relationship in NGC 253, using the full mapping data of $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$ with $\sim 0.24-\mathrm{kpc}$ resolution. Hereafter we use $\alpha_{\text {dense }}\left(G_{0}\right)$ to distinguish it from the constant $\alpha_{\text {dense }}$ used by Gao \& Solomon (2004a), Gao \& Solomon (2004b) and most other studies. To explore how the dense-gas conversion factors affect the relationship, two sets of $M_{\text {dense }}$ are calculated based on $\alpha_{\text {dense }}\left(G_{0}\right)$ and the constant $\alpha_{\text {dense }}$, respectively, then we compare the relationships plotted for the different $M_{\text {dense }}$. Note that this approach relies on the assumption that NGC 253 conforms to Milky Way values in terms of gas and dust properties, but there is a large uncertainty in this assumed similarity. Please see Leroy et al. (2018) and Knudsen et al. (2007) for comparisons of star-forming properties between NGC 253 and the Milky Way.
We adopt the following relationships from Shimajiri et al. (2017):
$\alpha(\mathrm{HCN})=(496 \pm 94) \times G_{0}^{-0.24 \pm 0.07}\left[\mathrm{M}_{\odot}\left(\mathrm{K} \mathrm{km}^{-1} \mathrm{pc}^{2}\right)^{-1}\right]$
$\alpha\left(\mathrm{HCO}^{+}\right)=(689 \pm 151) \times G_{0}^{-0.24 \pm 0.08}\left[\mathrm{M}_{\odot}\left(\mathrm{K} \mathrm{km}^{-1} \mathrm{pc}^{2}\right)^{-1}\right]$.
$G_{0}$ is calculated from Herschel/PACS 70- and $100-\mu \mathrm{m}$ data (here B is the bandwidth of the Herschel/PACS filters at 70 and $100 \mu \mathrm{~m}$ ):

$$
\begin{equation*}
G_{0}=\frac{4 \pi I_{\mathrm{FIR}}}{1.6 \times 10^{-26}(\mathrm{Jy} \mathrm{~Hz})}, \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
I_{\mathrm{FIR}}= & \left(\frac{F_{70 \mu \mathrm{~m}}}{\left[\mathrm{Jy} \mathrm{sr}^{-1}\right]} \times \frac{B_{60-80 \mu \mathrm{~m}}}{[\mathrm{~Hz}]}\right)+\left(\frac{F_{100 \mu \mathrm{~m}}}{\left[\mathrm{Jy} \mathrm{sr}^{-1}\right]} \times \frac{B_{80-125} \mu \mathrm{~m}}{[\mathrm{~Hz}]}\right) \\
& {\left[\mathrm{Jy} \mathrm{~Hz} \mathrm{sr}^{-1}\right] . } \tag{10}
\end{align*}
$$

Our calculation shows that the median of $\alpha_{\mathrm{HCN}}\left(G_{0}\right)$ in NGC 253 is $\sim 25 \mathrm{M}_{\odot}\left(\mathrm{K} \mathrm{km} \mathrm{s}^{-1} \mathrm{pc}^{2}\right)^{-1}$, which is a factor of 2.5 higher than the constant conversion factor, $\alpha_{\text {dense }}=10 \mathrm{M}_{\odot}\left(\mathrm{K} \mathrm{km} \mathrm{s}^{-1} \mathrm{pc}^{2}\right)^{-1}$, used in previous studies (Gao \& Solomon 2004a; Wu et al. 2005). We adopt a luminosity ratio of 0.3 to convert from $\mathrm{J}=4-3$ to $\mathrm{J}=1-0$ for HCN and $\mathrm{HCO}^{+}$following Tan et al. (2018). In Fig. 8 we plot SFR as a function of $M_{\text {dense }}$. In the left-hand panel, $M_{\text {dense }}$ is calculated using the varying $\alpha_{\text {dense }}\left(G_{0}\right)$, while the righthand panel uses the constant $\alpha_{\text {dense }}=10$. The Bayesian method


Figure 8. Dense-gas star formation relationships (SFR versus $M_{\text {dense }}$ ) using different conversion factors ( $\alpha_{\text {dense }}$ ). $M_{\text {dense }}$ in the left-hand panel is calculated using a constant $\alpha_{\text {dense }}$, and the line luminosity $L_{\text {dense }}^{\prime}$ is shown as the original observable on the top x-axis in panel (a). $M_{\text {dense }}$ in the right panel is calculated using a conversion factor $\alpha_{\text {dense }}\left(G_{0}\right)$, which is a function of the radiation field intensity $G_{0}$. Because in panel (b) the $\alpha_{\text {dense }}$ depends on $G_{0}$ we do not show the axis for $L_{\text {dense }}^{\prime}$. The regression fits are plotted as blue and red dashed lines, matching the respective symbol colour of the HCN and $\mathrm{HCO}^{+}$data points. The slopes $\beta$ are given by the Bayesian method for linear regression (Kelly 2007), accounting for uncertainties and upper limits. See the text for more details.
coded in the IDL routine LINMIX_ERR provided by Kelly (2007) was used for linear regression of the data. The method accounts for both uncertainties and upper limits. This is important especially for observations of the weak molecular lines, of which a significant part of the measurements have low SNR, as other methods not accounting for upper limits are biased to high-SNR data. The density distributions of the fitted slopes are shown as insets in the plot. Following Kelly (2007), the posterior median is adopted as an estimate for the parameter, and the median absolute deviation of the posterior distribution is used as an error of the parameters.

Comparison between the two panels of Fig. 8 shows that, when adopting $\alpha_{\text {dense }}\left(G_{0}\right)$, slopes of the dense-gas SF relationship become much steeper than those based on the constant $\alpha_{\text {dense }} . \beta(\mathrm{HCN})$ and $\beta\left(\mathrm{HCO}^{+}\right)$are $1.14 \pm 0.14$ and $1.10 \pm 0.16$ for constant $\alpha_{\text {dense }}$, while we obtain, $1.70 \pm 0.31$ and $1.60 \pm 0.32$, respectively, when adopting $\alpha_{\text {dense }}\left(G_{0}\right)$. The difference between the two sets of data is mainly caused by data points with lower SFR, for which $M_{\text {dense }}$ values become $\sim 0.5$ dex higher than $M_{\text {dense }}$ estimated from fixed $\alpha_{\text {dense }}$.

Although the dynamic range of our data for NGC 253 is limited to three orders of magnitude, Fig. 8(a) shows a nearly linear correlation between SFR and $M_{\text {dense }}$ for both $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-$ 3. The difference between our fitted slopes and those demonstrated based on a much larger dynamic range (e.g. Tan et al. 2018) is within the fitted errors. However, while the relationship based on $\alpha_{\text {dense }}\left(G_{0}\right)$ shows a strong correlation, it is obviously not a one-toone relationship. In addition to the uncertainty in the conversion factors themselves, the luminosity ratio between $4-3$ and $1-0$ transitions of HCN and $\mathrm{HCO}^{+}\left(L_{4-3} / L_{1-0}\right)$ that we adopt might also be a major source of uncertainty, since in the galaxy centre
$L_{4-3} / L_{1-0}$ is probably higher than in the disc (Tan et al. 2018). Also note that the excitation conditions and density distribution of the molecular gas are not well constrained, so discussions based on high transition emission line alone is far from accurate for revealing the physical properties of star-forming gas. In Fig. 8(a), we therefore plot in addition the line luminosity $L^{\prime}$ on the top $x$-axis to show the actual measurements.

In Fig. 9 we show a updated version of the SF relationship from Tan et al. (2018), using NGC 253 HCN 4-3 data from this paper, and new HCN 4-3 data of LIRGs from Imanishi et al. (2018). Instead of $L_{\text {IR }}$ and $L_{\text {dense }}^{\prime}$ used in Tan et al. (2018), here we use SFR and $M_{\text {dense }}$. In Fig. 9 , the black solid line $(\beta=1.08 \pm 0.01)$ is given by the Bayesian method LINMIX_ERR, and the blue dashed line is the same fit for NGC 253 data alone (from Fig. 8a, using the constant $\alpha_{\text {dense }}$ ). We can see that the fit for NGC 253 is slightly shifted from the overall fit, suggesting that for certain $M_{\text {dense }}$ they tend to have lower SFR (by about 0.2 dex), or the overall $\mathrm{SFE}_{\text {dense }}$ in NGC 253 is lower. Jackson et al. (1995) suggested that the overall gas density in NGC 253 is at least 10 times higher than that in M82. So it is likely there is more dense gas in NGC 253, and this could explain the higher $M_{\text {dense }}$ at certain SFR comparing with M 82 in this plot. Finally, it is worth noting that with higher resolution we are looking at smaller regions in galaxies, and the scatter would become more prominent, due to the fact that star formation events in these regions take place during different epochs. Therefore, less dispersion is expected in correlations using data from entire galaxies where we see averaging values of parameters, although rare excursions can be also observed (Papadopoulos et al. 2014).

The uncertainty associated with converting the CO emission to the mass or column density of the total molecular gas ( $\alpha_{\mathrm{CO}}$ or $X_{\mathrm{CO}}$ )


Figure 9. Dense-gas star formation relationships (SFR versus $M_{\text {dense }}$ ) for all HCN 4-3 samples compiled in this work. The filled blue circle is the sum value of the central $\sim 0.9 \mathrm{kpc}$ of NGC 253 . The black solid line is a linear fit (in logarithmic scale) for all data $(\beta=1.08 \pm 0.01)$. The blue dashed line is a fit for NGC 253 data from Fig. 8(a) $(\beta=1.13 \pm 0.14)$. The dotted line is the fit ( $\beta=1.03 \pm 0.01$ ) from Tan et al. (2018).
has been extensively studied. $\alpha_{\mathrm{CO}}$ is likely affected by a number of physical conditions, such as the value of the gas surface density in giant molecular clouds, $\Sigma_{\mathrm{GMC}}$, the brightness temperatures $T_{\mathrm{B}}$ of the emitting gas, the distribution of GMC sizes (Bolatto, Wolfire \& Leroy 2013a), the effect of cosmic rays and the metallicity. Although $\alpha_{\text {dense }}$ is poorly constrained, at least qualitatively, the environment must also play a role in the uncertainty in the mass-to-light ratio of dense-gas tracers. We note that adopting $\alpha_{\text {dense }}\left(G_{0}\right)$ in Fig. 8 relies on an assumption that the empirical relationship between $\alpha_{\text {dense }}$ and FIR intensity proposed by Shimajiri et al. (2017) holds for our observations on $\sim$ sub-kpc scales. However, it is unclear how to quantify the effect of the radiation field on $\alpha_{\text {dense }}$ across $>200 \mathrm{pc}$ scales. Calibrations of $\alpha_{\text {dense }}$ are beyond the scope of this paper, but we note that high spatial resolution and multiple-transition data of the dense-gas tracers together might provide more information about the parameters necessary for calibrating $\alpha_{\text {dense }}$, such as surface density, brightness temperature, and the sizes of dense clumps. With regard to theoretical models that may explain variations in $\alpha_{\text {dense }}$ and SFE, see Usero et al. (2015) for a thorough discussion.

### 4.2 The relationships between star formation efficiency, dense-gas fraction, and stellar components

Previous studies have used HCN 1-0 as a dense-gas tracer and showed that the existing stellar component affects the parameters related to dense-gas emission. (Usero et al. 2015; Bigiel et al. 2016; Gallagher et al. 2018a; Jiménez-Donaire et al. 2019). They report decreasing trends in both $\mathrm{SFE}_{\text {dense }}$ versus $f_{\text {dense }}$, and $\mathrm{SFE}_{\text {dense }}$ versus $\Sigma_{\text {stellar }}$, i.e. stellar surface density. With our JCMT HCN 4-3 and $\mathrm{HCO}^{+} 4-3$ data, and stellar surface densities derived from Spitzer $3.6-\mu \mathrm{m}$ data we can test such scaling relationships in this work.

In Fig. 10 we plot $\mathrm{SFE}_{\text {mol }}$ versus $f_{\text {dense }}$ and $\mathrm{SFE}_{\text {dense }}$ versus $f_{\text {dense }}$ to explore how $f_{\text {dense }}$ affects the SFE for the total molecular gas and
dense molecular gas, respectively. The data from Usero et al. (2015) is shown as purple diamonds in the plots. We convert the $L_{\text {dense }}^{\prime}$ to the $\mathrm{J}=1-0$ luminosity in these plots assuming $L_{4-3} / L_{1-0}=0.3$. Considering the systematic differences that their sample used HCN $1-0$ and CO $2-1$, the regression fits are only applied to our sample. For the relationship of $\mathrm{SFE}_{\text {mol }}$ versus $f_{\text {dense }}$ (Fig. 10a), we do not see any statistically significant correlation between the two parameters. Note that in the subsequent analysis we only adopt data points with $\mathrm{SNR}>3$. This is because, unlike the star formation relation (Fig. 9) which is a rather simple log-linear fit (based on many previous studies), for the other relations it is unclear what kind of relation holds between the two parameters. So upper limits cannot be include in the analysis, and we only use spearman coefficients and hypothesis test to discuss whether they have potential correlations. The lines in the plots are Local Polynomial Regression fits only to guide the eye, which is similar to the binning method used in many other studies, and they do not strongly suggest that our data points closely follow those fits. This is consistent with Usero et al. (2015) and the larger galaxy sample compiled by Gallagher et al. (2018a), where they show a very weak correlation $\left(\rho_{\text {sp }}=0.13\right)$ and a large scatter about the relationships, and they suggest that the HCN/CO ratio is a relatively poor predictor of $\mathrm{SFE}_{\text {mol }}$. Our plot shows a similar case using high-J dense molecular lines, implying that the SFE, if measured as SFR per unit total molecular gas $\left(\mathrm{SFE}_{\mathrm{mol}}\right)$ is rather independent of the dense-gas fraction ( $f_{\text {dense }}$ ) that is measured with the $\mathrm{J}=4-3$ transition. Furthermore, such a large scatter reported in our work and other studies indicates that a higher $\mathrm{SFE}_{\text {mol }}$ (or shorter molecular-gas depletion time) does not necessarily correspond to a higher $f_{\text {dense }}$, thus the real star formation scenario might be more complicated than the simple model proposed by Lada et al. (2010).
In Fig. 10(b) we explore the relationship between the densegas star formation efficiency $\left(\mathrm{SFE}_{\text {dense }}\right)$ and $f_{\text {dense }}$. We see plausible decreasing trends, which are consistent with Usero et al. (2015), and their fitted slope is shown as a purple line in Fig. 10(b) for comparison. The anticorrelations are not statistically significant, and we note that the trends might be partly attributed to the correlation between $L_{\mathrm{IR}}$ and $L_{\mathrm{CO}}^{\prime}$ (similar to the Kennicutt-Schmidt law relating the gas content and SFR), since $f_{\text {dense }}$ is partially cancelled out in this $\mathrm{SFE}_{\text {dense }}-f_{\text {dense }}$ relationship. It is interesting to see the data points of Usero et al. (2015) appear to be consistent with our data. In Fig. 10(a), they together suggest that there is no significant correlation between $\mathrm{SFE}_{\text {mol }}$ and $f_{\text {dense }}$. In Fig. 10(b) their sample also lies in the same range, although our HCN data do not follow their fitted slope (purple dashed line). Note that they derived the CO 1-0 luminosity from converting CO 2-1 emission assuming $R_{21}=0.7$, and that our data also rely on the assumption of $L_{4-3} / L_{1-0}=0.3$. It is therefore likely that the two samples have systematic differences caused by the conversion between different transitions. Our data follow the same prediction given by the model used in Usero et al. (2015) for a fixed average gas volume density $\bar{n}=100 \mathrm{~cm}^{-3}$. As pointed out in Section 3.4, dense-gas tracers are so compact compared with the single-dish beam that $f_{\text {dense }}$ is dependent on the observing resolution, and we need high-resolution data, e.g. from ALMA, to truly understand these scaling relationships related to $f_{\text {dense }}$.

In Fig. 11, we explore how $f_{\text {dense }}$ and $\mathrm{SFE}_{\text {dense }}$ are affected by $\Sigma_{\text {stellar. }}$. In Bigiel et al. (2016), where HCN 1-0 was used, an increasing trend between $f_{\text {dense }}$ and $\Sigma_{\text {stellar }}$, and a decreasing trend between $\mathrm{SFE}_{\text {dense }}$ and $\Sigma_{\text {stellar }}$ are reported. They were interpreted as the effect of interstellar-gas pressure (traced by the stellar surface density) on the gas-density structure, in the sense that high pressure would increase the overall mean density of the interstellar gas. Thus


Figure 10. $\mathrm{SFE}_{\text {mol }}$ versus $f_{\text {dense }}$ (left) and $\mathrm{SFE}_{\text {dense }}$ versus $f_{\text {dense }}$ (right). The Spearman correlation coefficients $\rho_{\text {sp }}$ and $p$-values of the hypothesis test are presented. Arrows show lower limits to the $\mathrm{SFE}_{\text {dense }}$ and the corresponding upper limits to $f_{\text {dense }}$. The lines are local polynomial regression fits. This is essentially similar to binning points, just to guide the eye.


Figure 11. Left: $f_{\text {dense }}$ as a function of stellar surface density $\Sigma_{\text {stellar }}$. Right: dense-gas SFE ( $\mathrm{SFE}_{\text {dense }} \equiv \mathrm{SFR} / M_{\text {dense }}$ ) as a function of $\Sigma_{\text {stellar }}$. $\rho_{\text {sp }}$ is the Spearman correlation coefficient and the $p$-value is for the hypothesis test as to whether they have zero correlation. The lines are local polynomial regression fits.
the HCN 1-0 intensity and $f_{\text {dense }}$ are both elevated, but the density contrast, which is defined as the difference between the high-density peaks and the mean density, is reduced. $\mathrm{SFE}_{\text {dense }}$ is controlled by the prevailing contrast, so it is also reduced in environments with higher pressure.

Fig. 11(a) shows that $f_{\text {dense }}$ traced by both HCN 4-3 and $\mathrm{HCO}^{+}$ 4-3 seems to be weakly correlated with $\Sigma_{\text {stellar }}$, with Spearman correlation coefficients $\rho_{\text {sp }}(\mathrm{HCN})=0.23$ and $\rho_{\text {sp }}\left(\mathrm{HCO}^{+}\right)=0.29$, respectively, but hypothesis tests show that they are not statistically significant ( $p>0.05$ ). This is likely due to our limited data for
only one galaxy, and the variation of $f_{\text {dense }}$ is large, especially in the $\log _{10} \Sigma_{\text {stellar }}$ range between 2.5 and 3. If we compare our data points with previous studies (Usero et al. 2015; Gallagher et al. 2018a), they seem to lie in a similar range in the plot, though we are using high-J lines.

With regard to the relationship between $\mathrm{SFE}_{\text {dense }}$ and $\Sigma_{\text {stellar }}$, previous studies using the $\mathrm{J}=1-0$ transition of HCN and/or $\mathrm{HCO}^{+}$ all showed anticorrelations (Usero et al. 2015; Gallagher et al. 2018a; Jiménez-Donaire et al. 2019), so it is somewhat surprising to see an increasing trend between $\mathrm{SFE}_{\text {dense }}$ and $\Sigma_{\text {stellar }}$ in Fig. 11(b).

The Spearman correlation coefficients are $\rho_{\mathrm{sp}}(\mathrm{HCN})=0.65$ and $\rho_{\text {sp }}\left(\mathrm{HCO}^{+}\right)=0.71$, respectively, and they are statistically significant ( $p \ll 0.05$ ). Running lines from polynomial fits are shown just to guide the eye. The increasing trend between $\mathrm{SFE}_{\text {dense }}$ and $\Sigma_{\text {stellar }}$ in Fig. 11(b) is consistent with the star formation scenario that the stellar component plays an important role in regulating the local SFR, as the gravitational potential is dominated by the stellar mass and therefore is deeper near the centre. Thus it increases the hydrostatic gas pressure in the disc and reduces the free-fall time for gas to collapse. Therefore the SFE is likely enhanced in stardominated regions (Ostriker \& Shetty 2011; Shi et al. 2011; Meidt 2016; Shi et al. 2018).

We speculate that the inconsistency between Fig. 11(b) and similar results in previous studies could be explained by observational and/or physical effects. Observationally, the argument by Bigiel et al. (2016) relies heavily on the large number of low-SNR data points and upper/lower limits, at least in the low $\Sigma_{\text {stellar }}$ regime $\left(\lesssim 10^{2.5} \mathrm{M}_{\odot} \mathrm{pc}^{-2}\right)$. In contrast, in Fig. 11 our statistics only include data points with $\mathrm{SNR}>3$. However, their latest result based on a larger sample shows more promising trends (Jiménez-Donaire et al. 2019), so the difference is more likely a physical effect. The inconsistency implies the possibly different effects of $\Sigma_{\text {stellar }}$ on HCN 4-3 and $\mathrm{HCO}^{+} 4-3$. At this stage, it is difficult to quantify the relationship between stellar surface density (gas pressure) and average gas density or density structure, and the actual relationship between $\mathrm{SFE}_{\text {dense }}$ and local physical conditions, such as $\Sigma_{\text {stellar }}$ might be more complicated. Qualitatively, high-J lines require higher critical densities $n_{\text {crit }}$ and higher excitation temperatures, which are only met in a small part of the gas structure, i.e. the highly concentrated molecular clumps. Thus they might be less sensitive to the change in the overall density structure compared with low-J lines. As proposed by Bigiel et al. (2016) high $\Sigma_{\text {stellar }}$ means high gas pressure, which would raise the overall average gas density and decrease the density contrast traced by HCN 1-0. As a consequence, low-J dense molecular lines no longer only trace the gas undergoing star formation, and this is their explanation for the decreasing $\operatorname{SFE}_{\text {dense }}(\mathrm{HCN} 1-0)$ with increasing $\Sigma_{\text {stellar }}$. On the other hand, the high-J lines might still trace the 'density contrast' properly thus they are good tracers of the molecular gas undergoing star formation.
Leroy et al. (2017) show that the emissivity of the high-density tracers $(\mathrm{J}=1-0)$ depends strongly on the density distribution of the gas, and the corresponding line ratios can reflect the change in the gas-density structure. Therefore the difference between Fig. 11(b) and the graphs by Bigiel et al. (2016) and Gallagher et al. (2018a) might reflect the change of emissivity associated with the $\mathrm{J}=1-0$ and $\mathrm{J}=4-3$ transitions of HCN and $\mathrm{HCO}^{+}$. However, Leroy et al. (2017) do not include the $\mathrm{J}=4-3$ models and we cannot fully explain the discrepancy based on our current information. Also, we note that our $\Sigma_{\text {stellar }}$ values are at the higher end of those derived by Usero et al. (2015), and the different $\Sigma_{\text {stellar }}$ range might also partly contribute to the discrepancy. We hope that more high-J data with a larger dynamical range of $\Sigma_{\text {stellar }}$ will help us to clarify and better understand the relationship between the stellar components and the dense-gas phase of the molecular gas.

## 5 SUMMARY

In this paper, we present JCMT HCN 4-3 and $\mathrm{HCO}^{+} 4-3$ maps of the inner $\sim 2 \mathrm{kpc}$ of NGC 253 , the nearest nuclear starburst galaxy, obtained with HARP on the JCMT as part of the MALATANG survey results. Archival CO 1-0, CO 3-2 and infrared data are
incorporated for a multiline analysis. At $\sim 0.24-\mathrm{kpc}$ spatial resolution, we derive radial profiles of the different gas tracers, and analyse the variation in gas parameters in the disc, including the dense-gas fraction and the dense-gas star formation efficiency. Their relationships with stellar surface density are also discussed. Here are our main findings.
(i) Both $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$ show more concentrated emission morphologies than CO , but are similar to that of the infrared distribution. This is consistent with HCN and $\mathrm{HCO}^{+}$being faithful tracers of the dense gas responsible for the on-going star formation.
(ii) Using $\mathrm{HCN}-$ to- CO and $\mathrm{HCO}^{+}$-to-CO ratios we derive densegas fractions, $f_{\text {dense }}$, and using ratios of CO 3-2 and CO 1-0 we derive the CO-line ratio, $R_{31}$, an indication of the excitation condition pertaining to the total gas. We show that $f_{\text {dense }}$ and $R_{31}$ both decline towards larger radii. At 0.5 kpc from the centre, $f_{\text {dense }}$ and $R_{31}$ are several times lower than their values in the galaxy centre. The radial variation, and the large scatter of these parameters, imply distinct physical conditions in different regions of the galaxy disc. We suggest that, when estimating the total gas mass using CO 3-2 alone, one should take into account the uncertainty induced by the inherent variation and scatter of $R_{31}$ within a galaxy.
(iii) We discuss the star formation relationship (SFR versus $M_{\text {dense }}$ ) and use two kinds of dense-gas conversion factor $\alpha_{\text {dense }}$ to estimate $M_{\text {dense }}$ for comparison. When adopting the variant $\alpha_{\text {dense }}\left(G_{0}\right)$ that is dependent on the radiation-field intensity, the power-law slopes of SFR versus $M_{\text {dense }}\left(G_{0}\right)$ are superlinear, with slopes $\beta(\mathrm{HCN})=1.70$ and $\beta\left(\mathrm{HCO}^{+}\right)=1.60$. When the fixed $\alpha_{\text {dense }}$ is adopted to calculate $M_{\text {dense }}$, we obtain $\beta(\mathrm{HCN})=1.14$ and $\beta\left(\mathrm{HCO}^{+}\right)=1.10$, which are more consistent with the linear correlation derived in other works.
(iv) We explore the relationships between total molecular-gas star formation efficiency $\mathrm{SFE}_{\text {mol }}$ and $f_{\text {dense }}$, and the relationships between $\mathrm{SFE}_{\text {dense }}$ and $f_{\text {dense }}$. We do not see any significant correlation for $\mathrm{SFE}_{\text {mol }}$ and $f_{\text {dense }}$, although a weak anticorrelation is obtained for $\mathrm{SFE}_{\text {dense }}$ versus $f_{\text {dense }}$. These results are consistent with Usero et al. (2015), and they follow the same prediction as for a fixed average gas volume density $\bar{n}=100 \mathrm{~cm}^{-3}$.
(v) We explore the relationship between $f_{\text {dense }}$ and the stellar surface density $\Sigma_{\text {stellar }}$, and the relationship between $\mathrm{SFE}_{\text {dense }}$ and $\Sigma_{\text {stellar }}$. They both show weak increasing trends, but only the $\mathrm{SFE}_{\text {dense }}$ versus $\Sigma_{\text {stellar }}$ relationship is statistically significant. While the $f_{\text {dense }}$ versus $\Sigma_{\text {stellar }}$ relationship is consistent with that presented in previous works using HCN 1-0 emission, it is intriguing to see an increasing trend in the $\mathrm{SFE}_{\text {dense }}$ versus $\Sigma_{\text {stellar }}$ relationship, which is inconsistent with other works. It remains unclear how to interpret this trend, but we speculate that this might be a result of the different transitions used from other works, since the existing stellar components may have a different effect on the gas traced by HCN 1-0 than by HCN 4-3, and in regions with higher $\Sigma_{\text {stellar }}$ the high-J dense lines of HCN and $\mathrm{HCO}^{+}$might be less sensitive to the change of the overall density and they could still trace the densest gas undergoing star formation.

Our results show that JCMT observations can resolve the central $\sim \mathrm{kpc}$ scale of nearby galaxies, allowing analysis of the variations of dense-gas parameters among different regions of galactic discs. The variation of gas properties, such as $f_{\text {dense }}$ and $\mathrm{SFE}_{\text {dense }}$ in different environments of individual galaxies is important for the understanding of star formation activity that regulates galaxy evolution. Other galaxies in the MALATANG sample will be studied in future papers, and deeper integration will be needed to detect the
weak lines of dense gas in most disc regions. While other works have demonstrated the power of high-resolution observations using facilities like ALMA, more galaxies have to be observed in a similar manner, to reveal the true structures and properties of dense gas in the sub-structure of galaxies.
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## APPENDIX A: SPECTRA AND DATA TABLES

Fig. A1 shows the CO $1-0, \mathrm{CO} 3-2, \mathrm{HCN} 4-3$, and $\mathrm{HCO}^{+} 4-3$ spectra of the central $13 \times 7$ pixels (based on Fig. 1) from HARP observation towards NGC 253. The grid size is 10 arcsec for all tracers. CO 1-0 is obtained from the archive of the Nobeyama $45-\mathrm{m}$ telescope, CO 3-2 is obtained from the JCMT archive, and HCN $4-3$ and $\mathrm{HCO}^{+}$are MALATANG data (this work). In Fig. A2, we show three examples of spectra obtained in stare mode that are not shown in Fig. A1. Note that in Fig. A2 the intensity of CO 1-0 spectra is divided by 100 .


Figure A1. Spectra of CO 1-0 (black), CO 3-2 (green), $\mathrm{HCN} 4-3$ (blue), and $\mathrm{HCO}^{+} 4-3$ (red) emission in the central $\sim 1 \mathrm{kpc}$ region of NGC 253 . The $T_{\mathrm{MB}}$ (in unit of mK ) range on the $y$-axis is $[-30,150]$. CO $1-0$ and CO $3-2$ lines are scaled by a factor of 0.05 for clearer comparison with $\mathrm{HCN} 4-3$ and $\mathrm{HCO}{ }^{+}$ $4-3$. On the top two rows and the bottom two rows we offset the CO spectra by 30 mK for clarity. The velocity resolution is $10 \mathrm{~km} \mathrm{~s}^{-1}$ for the two CO lines, and $20 \mathrm{~km} \mathrm{~s}^{-1}$ for $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$. All data are resampled with a pixel size of 10 arcsec, corresponding to $\sim 170 \mathrm{pc}$. Spectra of CO $1-0$ (black), CO $3-2$ (green), HCN 4-3 (blue) and $\mathrm{HCO}^{+} 4-3$ (red) emission in the central $\sim 1 \mathrm{kpc}$ region of NGC 253 . The $T_{\mathrm{MB}}$ (in unit of mK) range on the $y$-axis of the central three rows is set to be $[-30,450]$. Spectra of CO $1-0$ (black), CO $3-2$ (green), HCN 4-3 (blue), and HCO ${ }^{+} 4-3$ (red) emission in the central $\sim 1 \mathrm{kpc}$ region of NGC 253.


Figure A1 - continued


Figure A1 - continued


Figure A2. Examples of spectra obtained with stare-mode that are not shown in Fig. A1.

Table A1. The full table is available online. This table lists the integrated intensities and line ratios. Rows are sorted according to the rows and then the columns of Fig. 2. The last seven rows show data observed in JCMT-HARP's stare mode. The errors include 10 per cent flux calibration uncertainty. The offset $(x, y)$ is along the major and minor axes of NGC 253, respectively. The last seven rows of the full table are positions observed only in JCMT-HARP's stare mode. Part of their spectra are shown in Fig. A1.

| Offset (arcsec) | $\left(\mathrm{K} \mathrm{~km} \mathrm{~s}^{-1}\right)$ |  |  |  | $\frac{\mathrm{CO} 3-2}{\mathrm{CO} 1-0}$ | $\frac{\mathrm{HCN} 4-3}{\mathrm{CO} 1-0}$ | $\frac{\mathrm{HCO}^{+} 4-3}{\mathrm{CO} 1-0}$ | $\frac{\mathrm{HCN} 4-3}{\mathrm{HCO}^{+} 4-3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 30,0 | $1.8 \pm 0.3$ | $0.5 \pm 0.1$ | $435 \pm 51$ | $154.9 \pm 17.8$ | $0.36 \pm 0.06$ | $0.004 \pm 0.001$ | $0.001 \pm 0.000$ | $3.64 \pm 1.25$ |
| 20,0 | $8.5 \pm 1.3$ | $6.0 \pm 1.0$ | $872 \pm 95$ | $415.6 \pm 43.4$ | $0.48 \pm 0.07$ | $0.010 \pm 0.002$ | $0.007 \pm 0.001$ | $1.43 \pm 0.33$ |
| 10,0 | $38.1 \pm 4.3$ | $34.0 \pm 4.3$ | $1100 \pm 118$ | $883.6 \pm 90.9$ | $0.80 \pm 0.12$ | $0.035 \pm 0.005$ | $0.031 \pm 0.005$ | $1.12 \pm 0.19$ |
| 0,0 | $60.1 \pm 6.4$ | $74.6 \pm 8.3$ | $1118 \pm 126$ | $1001.2 \pm 103.2$ | $0.90 \pm 0.14$ | $0.054 \pm 0.008$ | $0.067 \pm 0.011$ | $0.80 \pm 0.12$ |
| -10,0 | $21.6 \pm 2.7$ | $27.1 \pm 3.3$ | $643 \pm 73$ | $879.0 \pm 90.9$ | $1.37 \pm 0.21$ | $0.034 \pm 0.006$ | $0.042 \pm 0.007$ | $0.80 \pm 0.14$ |
| -20,0 | $9.0 \pm 1.4$ | $10.3 \pm 1.5$ | $502 \pm 57$ | $371.3 \pm 38.8$ | $0.74 \pm 0.11$ | $0.018 \pm 0.003$ | $0.020 \pm 0.004$ | $0.88 \pm 0.19$ |
| -30,0 | $3.5 \pm 0.6$ | $2.1 \pm 0.7$ | $260 \pm 34$ | $167.3 \pm 17.5$ | $0.64 \pm 0.11$ | $0.013 \pm 0.003$ | $0.008 \pm 0.003$ | $1.62 \pm 0.62$ |

Table A2. The full table is available online. This table lists the luminosities and dense-gas masses calculated based on Table A1. Rows are sorted according to the rows and then the columns of Fig. A1. The last seven rows show data observed in JCMT-HARP's stare mode. The calibration uncertainty is included in the errors. For SFR, the uncertainty on the conversion from $L_{\mathrm{IR}}$ is not included. The last seven rows of the full table are positions observed only in JCMT-HARP's stare mode. Part of their spectra are shown in Fig. A1.

| Offset <br> $(\operatorname{arcsec})$ | $L_{\mathrm{HCN}^{4}}^{\prime}\left(10^{4} \mathrm{~K} \mathrm{~km} \mathrm{~s}^{-1} \mathrm{pc}^{2}\right)$ | $L_{\mathrm{HCO}^{+}}^{\prime}$ <br> $\left(10^{7} \mathrm{~L}_{\odot}\right)$ | SFR <br> $\left(10^{-3} \mathrm{M}_{\odot} \mathrm{yr}^{-1}\right)$ | $M_{\mathrm{HCN}}$ <br> $\left(10^{6} \mathrm{M}_{\odot}\right)$ | $M_{\mathrm{HCO}}$ <br> $\left(10^{6} \mathrm{M}_{\odot}\right)$ | $M_{\mathrm{HCN}}\left(G_{0}\right)$ <br> $\left(10^{6} \mathrm{M}_{\odot}\right)$ | $M_{\mathrm{HCO}}\left(G_{0}\right)$ <br> $\left(10^{6} \mathrm{M}_{\odot}\right)$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 30,0 | $14.1 \pm 2.5$ | $3.8 \pm 1.1$ | $40.3 \pm 2.3$ | $60 \pm 3.5$ | $4.7 \pm 0.8$ | $1.3 \pm 0.4$ | $57.5 \pm 10.2$ |  |
| 20,0 | $65.7 \pm 9.8$ | $45.4 \pm 7.9$ | $160.3 \pm 9.4$ | $240 \pm 14.1$ | $21.9 \pm 3.3$ | $15.1 \pm 2.6$ | $187.2 \pm 28.0$ | $15.1 \pm 3.4$ |
| 10,0 | $294.0 \pm 33.6$ | $259.4 \pm 32.6$ | $870.4 \pm 53.3$ | $1306 \pm 79.9$ | $98.0 \pm 11.2$ | $86.5 \pm 10.9$ | $523.4 \pm 60.4$ | $86.5 \pm 81.4$ |
| 0,0 | $463.8 \pm 49.7$ | $569.1 \pm 63.5$ | $1681.2 \pm 102.4$ | $2522 \pm 153.5$ | $154.6 \pm 16.6$ | $189.7 \pm 21.2$ | $706.9 \pm 76.6$ | $189.7 \pm 135.7$ |
| $-10,0$ | $167.1 \pm 20.6$ | $206.4 \pm 25.5$ | $566.2 \pm 34.7$ | $849 \pm 52.1$ | $55.7 \pm 6.9$ | $68.8 \pm 8.5$ | $328.2 \pm 40.8$ | $68.8 \pm 70.2$ |
| $-20,0$ | $69.7 \pm 10.5$ | $78.4 \pm 11.7$ | $64.0 \pm 3.7$ | $96 \pm 5.6$ | $23.2 \pm 3.5$ | $26.1 \pm 3.9$ | $258.4 \pm 39.3$ | $26.1 \pm 61.1$ |
| $-30,0$ | $26.7 \pm 4.8$ | $16.2 \pm 5.5$ | $22.1 \pm 1.3$ | $33 \pm 1.9$ | $8.9 \pm 1.6$ | $5.4 \pm 1.8$ | $144.1 \pm 26.2$ | $5.4 \pm 41.4$ |

## APPENDIX B: CURVE OF GROWTH AND CONCENTRATION INDEX

Fig. B1 shows two examples (CO 1-0 and HCN 4-3) of how we derive the curve of growth and the asymptotic intensities. First, we make weighted (by RMS) averaged intensities for those data points within every 0.17 kpc bin along the inclination-corrected radii, to obtain the smoothed radial profile. Secondly, the accumulated intensities inside each binned radius are calculated for the curve of growth (in a logarithmic scale, left column in Fig. B1). Thirdly, we calculate the gradients of the accumulated intensities along the curve of growth, $\mathrm{d} m / \mathrm{d} r$ (here $m=\log _{10} I$ ), and construct plots of $m$ versus $\mathrm{d} m / \mathrm{d} r$ (right column in Fig. B1). Finally on the plots we
use linear fitting to get the intercept of $m$ at zero gradient, i.e. the asymptotic intensity. Using the asymptotic intensity, $r_{90}$ and $r_{50}$ can be fitted from the curve of growth.

## APPENDIX C: PARAMETERS USED IN ORAC-DR

The ORAC-DR recipe used to reduce $\mathrm{HCN} 4-3$ and $\mathrm{HCO}^{+} 4-3$ data of NGC 253 is adjusted as following:

```
[REDUCE_SCIENCE_GRADIENT:NGC 253]
BASELINE_REGIONS = -100:80,380:640
BASELINE_ORDER = 1
BASELINE_LINEARITY_LINEWIDTH = ',80:380''
```



Figure B1. Two examples of curve of growth (left column) and asymptotic intensities (right column). The solid and enclosing longer dashed lines denote the fit and 95 per cent confidence interval. The dashed box in the top left panel indicates the seven data points that are used for the fits of the asymptotic intensity of CO $1-0$. In the upper right panels the asymptotic intensity is derived from the inteception between the solid line (fit of the data) and the dashed line (zero gradient). The asymptotic intensities are then used to derive the $r_{90}$ and $r_{50}$ of each tracer.

```
DESPIKE = 1
DESPIKE_BOX = 28
DESPIKE_CLIP = 3
DESPIKE_PER_DETECTOR = 1
HIGHFREQ_INTERFERENCE = 1
HIGHFREQ_INTERFERENCE_EDGE_CLIP = 3
HIGHFREQ_INTERFERENCE_THRESH_CLIP = 3
FREQUENCY_SMOOTH = 50
```

and the quality-assurance (QA) parameters applied in ORAC-DR are
as following:
[default]
BADPIX_MAP = 0.1
TSYSBAD = 1000
FLAGTSYSBAD $=0.5$
TSYSMAX $=800$
TSYSVAR $=0.3$
RMSVAR_RCP = 0.5
RMSVAR_SPEC = 0.2
RMSVAR_MAP $=0.6$
RMSTSYSTOL $=0.15$
RMSTSYSTOL_QUEST $=0.15$
RMSTSYSTOL_FAIL $=0.2$
RMSMEANTSYSTOL $=1.0$
CALPEAKTOL $=0.2$
CALINTTOL $=0.2$
RESTOL = 1
RESTOL_SM = 1
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