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CLASIFICACIÓN DE OBJETOS ASTRONÓMICOS

RESUMEN

La clasificación de objetos astronómicos es un problema desafiante en astronomía y de
gran importancia en Chile. Actualmente, en el norte de Chile se construye el Observatorio
Vera C. Rubin que espera recibir petabytes de observaciones. Proyectos chilenos han hecho
esfuerzos considerables para crear clasificadores automáticos de objetos astronómicos. En
esta tesis, investigamos cómo mejorar estos clasificadores considerando técnicas que pueden
incluir más información en la clasificación. Seleccionamos dos de los desafíos más importantes
de la clasificación de objetos astronómicos: 1) La información necesaria para clasificar los
objetos astronómicos proviene de varias fuentes, y 2) existe una cantidad masiva de datos
sin etiquetar en comparación con la cantidad limitada de datos etiquetados. En esta tesis
se propone una nueva arquitectura llamada Astronomical Transformer for time series And
Tabular data (ATAT) para hacer frente al primer desafío. Para el segundo desafío, estudiamos
varias arquitecturas desde una perspectiva de Representation Learning, la perspectiva más
estudiada de Machine Learning, para identificar los modelos que mejor utilizan los datos sin
etiquetar. Además, se proporciona una metodología sobre cómo usar ATAT al considerar
datos no etiquetados. Finalmente, concluimos con la importancia del trabajo presentado.
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ABSTRACT

Classification of astronomical objects is a challenging problem in astronomy and of great
importance in Chile. Currently, in the north of Chile is being built the Vera C. Rubin Ob-
servatory that expected to receive petabytes of observations. Chilean projects have made con-
siderable efforts to create automatic classifiers for astronomical objects. In this thesis, we
research how to improve classifiers by considering techniques that can include more informa-
tion in the classification. We select two of the most important challenges of the classification
of astronomical objects: 1) The information necessary to classify astronomical objects comes
from various sources, and 2) There exists a massive amount of unlabeled data compared to
the limited amount of the labeled one. We proposed a new architecture called the Astronom-
ical Transformer for time series And Tabular data (ATAT) to deal with the first challenge.
For the second challenge, we studied various architectures from a Representation Learning
perspective, the most studied perspective of Machine Learning, to identify the models that
best use the unlabeled data. Additionally, we provide guidelines on how to use ATAT when
considering unlabeled data. Finally, we conclude with the importance of the presented work.
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Chapter 1

Introduction

Machine learning is an area of Computer Science that has grown at a fast pace in recent years.
This growth has been driven by its great theoretical success as well as its practical applica-
tions. Thanks to this success, many laborious human tasks have been replaced by automated
machines. Machine Learning has been able to accelerate many areas of science, helping to
make scientific discoveries and pushing human technology [62, 74, 91, 106]. Particularly,
automating the classification of astronomical objects using machine learning techniques is a
big interest in Chile thanks to the facilities installed in the north, to which we have privileged
access.

The standard goal in astro-informatic applications is finding sources that allow us to
understand better the universe. In practice, supervised classification of light-curves has
shown to have considerable success in this task [32, 15, 77, 21, 12]. Despite its great success,
light-curves’ classification is restricted by two important factors. First, light-curves don’t
contain all the class information of astronomical objects, and additional relevant information
that comes in the form of tabular data also could be helpful. For example, the stellar dust
of the sky or the Redshift of stellar objects [42] can be relevant for classification. Second,
supervised classification requires a large amount of labeled data to make a successful and
high-performing training classification [28, 119, 117, 11]. In reality, in many astronomical
applications, it is not possible as labeled data is difficult to obtain in practice.

Classifying astronomical objects with tabular data is not new. For decades, Random Forest
models have been used to classify astronomical objects [44, 12, 100]. However, these models
don’t use light-curves directly, and they rely on hand-crafted features to make classifications.
In many cases, this practice can limit their classification power since hand-crafted features
cannot contain all the necessary information for classification. Moreover, it is not direct to use
Random Forest models in conjunction with unlabelled data, although some approaches exist
[71]. On the other hand, many advances in neural networks have been made in Representation
Learning and semi-supervised learning [108, 10, 70, 25, 26, 91], techniques that include the
use of unlabelled data. Additionally, recent progress in neural network architectures has
made considerable advances in processing light-curve time series [82, 88]. However, despite
these great advances, most of these models can not use tabular data. In this work, we study
the possibility of using new flexible architectures to combine tabular data and light-curve
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information with improving classification.

To exploit unsupervised information, Representation Learning and semi-supervised learn-
ing (SSL) techniques can be used. These techniques are based on the idea of using unlabeled
data and not only labeled data. A model that is trained with additional unlabeled data
should improve model classification performance more than if only the labeled had been
used. Although Representation Learning and SSL have been extensively studied in images,
astronomical light-curves are not the case. The light-curves are the modeling of an astro-
nomical event whose length can be variable and with irregular times. The difference between
images and astronomical light-curves is huge. Recently, there are many architectures that
can deal with the light-curve challenges [104, 88, 105, 82] but currently, there isn’t a proper
study exploring the Representation Learning and semi-supervised learning capacity of these
models. In this work, we want to explore current architectures to use better unlabeled data.
We will do this from a Representation Learning perspective, which is the most widespread
technique in Machine Learning to study this behavior.

The classification of astronomical objects can mean the development of new astrophysical
theories and is of vital importance in research in Chile. Given the advantageous location
of Chile with respect to the world, it has attracted the attention of world organizations for
the creation of new observatories. Currently, in the north of Chile is being built the Vera C.
Rubin Observatory that expected to receive petabytes of observations. Chilean projects, e.g.,
http://alerce.science/, have made considerable efforts to create automatic classifiers for
astronomical objects. The development of classifiers is relevant in practice since it is difficult
for astronomers to classify the thousands of events that occur every night. The use of tabular
data and unlabeled data could further improve the current classifiers since they can use more
available information.

1.1 Related Work

In this section, we present a brief introduction to the topics presented in this thesis.

In this thesis, we will be working a lot with self-supervised models. Self-supervision
refers to processing unlabelled data, such that this training phase obtains useful represent-
ations that can help with other downstream learning tasks. How useful a representation
space is, is studied by Representation Learning. In this case, self-supervision is the task
that allows obtaining useful representation, while Representation Learning can include other
types of learning.

We will also be working with auto-encoding models, which reconstruct the input data
using a bottleneck of information. The compressed space obtained by auto-encoding models
should have the most important features of the data. In many Machine Learning applications
and in this thesis, auto-encoding models are used as a self-supervised approach. The auxiliary
task in this case is reconstructing the input data.

Semi-supervised learning is also a very interesting area to consider. Semi-supervised learn-
ing is an area where massive of unlabeled data can be useful by models, and only a few labeled
data are present to train the model in a supervised way. Semi-supervised learning in many

2
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cases [26, 3] is used as a Representation Learning metric. The Representation Learning per-
spective is the most widespread approach to testing how capable a model is using unlabeled
data, it is the approach we take. One focus that we take is studying how other Representation
Learning metrics relate to semi-supervised learning.

In this work, we are interested in classifying astronomical objects. Particularly, we want
to use unlabeled data and tabular data as additional sources of information. We used the
Representation Learning perspective to study what models take the most advantage of un-
labeled data. To do this in the astronomical literature, we need to consider architectures
that deal with multivariate variable length and irregular sampling time series (MVLIS).

We limit our scope to using only auto-encoding as the self-supervised approach to obtain
good representations. Although there is extensive research on Computer Vision [52, 75, 72,
121] on Representation Learning, there is no related work in astronomical light-curves, being
[37] the closest approach. Representation learning of MVLIS time series architecture is a
necessary step to understand better what architectures use best the unlabeled data.

We also perform studies on improving astronomical object classification when considering
not only light-curves, but also tabular data. We will use one of the most flexible Machine
Learning architectures to deal with both modalities, the Transformer [114]. We note that
various related works study how to classify MVLIS time series [2, 88, 37] and tabular data
[48, 58] separately.

However, there is no related work in the literature that considers both types of classi-
fication at the same time. In our work, we want to use one architecture that can perform
both tasks. To do this, we adapt most elemental components of related work to propose a
general approach. To our knowledge, no related work measures how much the light-curve
classification improves when adding tabular data.

1.2 Research problem

In this thesis, we consider two important problems for the classification of astronomical
objects: 1) The information necessary to classify astronomical objects comes from various
sources, and 2) There exists a massive amount of unlabeled data compared to the limited
amount of the labeled one.

The information necessary to classify astronomical objects can come from various sources,
light-curves, tabular data, stamps (images), etc. Being the two firsts, the most important. In
order to use time series and tabular data is necessary to research new architectures since, in
the past, the random forest has beaten all of its competitors using only tabular data. Because
of how it works, Random Forests can not use light-curves directly, which means there is a
considerable gap for improvements. Particularly, we want to find a neural architecture that
can beat Random Forests, which, until this day, haven’t been successful. We want to take
the neural network approach because there is extensive research on this architecture to use
unlabeled data related to our second research problem.

Using unlabeled data for time series is a challenging problem because to study how models
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use unlabeled data properly, it is necessary to 1) identify architectures that can deal with
multivariate variable length and irregularly sampled (MVLIS) time series and 2) study metrics
that tell us how well these architectures are using the unlabeled data. To identify the best
architecture, considerable related work research is necessary. Moreover, various metrics are
required to be computed. These considerations result in extensive experiments to conclude.
Additionally, as mentioned in the previous section, this is a highly unexplored territory in
astronomical classification.

1.3 Hypothesis
We enunciate two hypotheses:

• H1: The choice of architecture for encoding and decoding MVLIS time series (light-
curves) data significantly impacts the performance of representation learning metrics.

• H2: Leveraging both light-curve information and tabular data leads to enhanced clas-
sification performance compared to using only light-curve information or tabular data
in isolation.

1.3.1 Research question

General research question

• What is the most effective architecture for representation learning and classification of
astronomical time series?

• To what extent does the classification performance improve when combining time series
and tabular data compared to using light-curve information or tabular data alone?

Specific research questions

• Which encoders/decoders documented in the literature yield the most informative rep-
resentations of unlabeled data? How do these encoders/decoders compare in terms of
representation learning metrics?

• Which Representation Learning metrics are most suitable for semi-supervised classific-
ation of MVLIS time series data?

• What approaches can be employed to effectively integrate light-curve information with
tabular data in classification tasks?

• How can we combine light-curve information with tabular data information in a self-
supervised setting?

1.4 Objectives

1.4.1 General Objective

Design, implement, and test classifiers for light-curves and tabular data. Additionally, design,
implement, and test architecture for the classification of light-curves from a Representation
Learning techniques perspective.
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1.4.2 Specific Objectives

• Design, implement, test and compare different classifiers, encoders, and decoders to
identify what architectures extract the most relevant information from the unlabeled
data.

• Implement a unified architecture to process both light-curve and tabular data inform-
ation.

• Provide guidelines of how the architecture that processes both light-curve and tabular
data information can be used in self-supervision.

• Leave implementation of the classifiers, encoders, decoders, and Representation Learn-
ing techniques tested for future research.

1.5 Methodology

The content of this thesis is separated mainly into three chapters. In Chapter 3, we compare
encoders and decoders in terms of Representation Learning using small datasets that contain
only real light-curves. In Chapter 4, we extend the most promising technique of the previous
chapter and test it in a massive realistic dataset, combining light-curves and tabular data
information. In Chapter 5, considering the most promising technique from previous chapters,
we provide guidelines on how to use unlabeled data with time series and tabular data.

More specifically, the following steps will be followed for the correct development of this
thesis.

1. (Chapter 2) Bibliographic revision of the most relevant work in Representation Learning
along with related work of encoders and decoders that can be used for variable length
and irregular sampled times series.

2. (Chapter 3) Preprocess Astronomical data two astronomical datasets, 1) the Zwicky
Transient Facility (ZTF) light-curve astronomical dataset [30] and 2) the MACHO
light-curve astronomical dataset [30].

3. (Chapter 3) Implement an aleatoric variance estimator from a mathematical perspective
and see its relevance in step four.

4. (Chapter 3) Implement encoders and decoders that can be used for light-curve astro-
nomical datasets. Compare these models in a Representation Learning scheme to obtain
the encoder and decoder that can extract the most useful information of the unlabeled
data. Note that all these encoders can also be used as classifiers. For the next steps we
will extend the most promising approach to datasets with massive volume.

5. (Chapter 4) Preprocess the massive dataset provided from The Extended LSST Astro-
nomical Time-Series Classification Challenge (ELAsTiCC).

6. (Chapter 4) Extend the best architecture of step four to process the massive ELAsTiCC
dataset. Explore how to combine light-curve information and tabular data information
with this architecture. Additionally, implement and test a new data-augmentation
technique to improve early classification.

7. (Chapter 5) Provide a guideline and a methodology on how to use Transfomers, de-
veloped in step six, then using unlabeled data with time series and tabular data.
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1.6 Contributions
In summary, this work presents the following main contributions:

• An extensive comparison between encoders and decoders in terms of Representation
Learning. We also study what Representation Learning metrics are closer to classific-
ation with few labeled data.

• A new aleatoric noise estimator to improve Representation Learning capabilities.
• A new transformer architecture to classify both time series information (light-curves)

and tabular data information (metadata, processed features).
• A new data-augmentation method to improve early classification in realistic production

scenarios.
• A methodology to use for tabular data and MVLIS time series for self-supervision.

1.7 Thesis Outline
In Chapter 1.1, we provide a background of all models that can encode and decode multivari-
ate variable length and irregular sampling (MVLIS) time series. To process sequences, we
study three architectures: Recurrent Neural networks (RNN), Multi-Head Attention (MHA),
and Convolution Neural networks (CNN). Additionally, we also explore interpolation tech-
niques that can be used as post or pre-processing techniques of MVLIS time series. Finally, we
review some Representation Learning and self-supervised techniques that can use unlabeled
data to improve supervised classification.

In Chapter 3, we describe the datasets used for the extensive experiments conducted in
this chapter. Afterward, we explain how we will be using different encoders and decoders for
our Representation Learning experiments. Additionally, we include the relevance of aleatoric
estimation for representation learning. Finally, we conclude based on the large number of
experiments conducted.

In Chapter 4, we extend the most promising architecture technique of Chapter 3 to process
the massive ELAsTiCC datasets. We propose the Astronomical Transformer for time series
And Tabular data (ATAT), a new approach to classify MVLIS time series and tabular data.
Additionally, we propose a new data augmentation technique to improve the early classific-
ation of the model. Finally, we conclude about the importance of ATAT in the astronomical
community.

In Chapter 5, we study and generalize self-supervised models from the Natural Language
Processing and Computer Vision community. We propose a methodology and algorithm for
using ATAT in a self-supervised way to use unlabeled data. The method proposed is general
and can be applied to other domains.

Finally, in Chapter 6 we conclude about the results and experiments conducted in this
thesis. We also comment on and justify promising future work to improve the classification
of astronomical objects.

6



Chapter 2

Theoretical Framework

In this chapter, we describe the different architectures and training procedures relevant to
the understanding of this thesis. We assume basic knowledge of Artificial Neural Networks,
Convolution Neural Networks [69, 90, 103], Recurrent Neural Networks [56, 29] between other
neural network architectures. We also assume an understanding of how ANNs are trained in
practice; concepts such as learning rate, optimizers, MSE, cross-entropy, etc. A recommended
lecture for this topic is the Deep Learning book of Ian Goodfellow [46]. Our work focuses
on light-curve classification with ANN. Light-curves are the brightness of a stellar object
over a period of time. This brightness is obtained from images captured by observatories
[61, 30, 1] at different times. Light-curves can be categorized as multivariate variable length
and irregular sampling (MVLIS) time series.

MVLIS time series refers to time series that have a variable number of observations, and the
time between each pair of observations is different from other pairs. In many cases, MVLIS
time series are also multivariate i.e. the observations depend on different filters or bands.
A different filter may imply different correlations between observations of different bands or
different magnitudes in the observation values. Additional knowledge regarding light-curves
and time series will be given in the respective chapters. Some specific architectures that are
necessary to deal with MVLIS time series are discussed in Section 2.1.

In this thesis, our main interest is to perform supervised learning with the most available
information possible. Particularly, we want to include tabular data in time series classifica-
tion, which in many cases, provides unique information about stellar objects. The tabular
data inclusion is discussed in Chapter 4. Additionally, we want to incorporate unlabeled
data when possible. Unlabeled data in astronomy is abundant and obtained every night
from observatories. Labeled data, on the contrary, is expensive since astronomers are ne-
cessary to label it. To take advantage of unlabeled data we resorted to auto-encoding and
self-supervised methods.

We separate this chapter into three sections, one related to each chapter. In Section
2.1, we describe many architectures that can encode or decode MVLIS time series and are
used in Chapter 3. In Section 2.2, we describe Transformers that extend from MHA, the
most promising architecture from the last step. Transformers are useful for massive datasets
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and flexible for many input modalities. Finally, in Section 2.3, we describe self-supervision
techniques that are used in Chapter 5.

2.1 MVLIS’s architectures
We will consider encoders as architectures that encode data into latent variables and de-
coders as architectures that can decode latent variables into observed predictions. In Section
3.1, we discuss the encoders/decoders used. In addition to encoders/decoders, we also
considered interpolation architectures that we call pre-encoders and post-decoders. The
pre-encoders are models that transform the MVLIS time series problem into a regularly
sampled time series. The post-decoders do the contrary, transforming regularly sampled
time series into irregularly sampled observations. In both cases, sometimes the interpolation
can occur in the embedding space rather than the observed space.

2.1.1 Encoders and Decoders

Recurrent Neural Network

RNNs [98] are specialized neural networks for processing data sequences. There are different
types of RNNs with different properties. In our work, we use Long Short-Term Memory Model
(LSTM, [56]), which tries to solve typical vanishing and exploding gradients encountered in
vanilla RNN. Like RNNs, LSTMs assume the existence of hidden state hj, but to avoid
vanishing gradient, they also consider a memory cell cj. The sub-index j refers to the
sequence step j of sample i, with sub-index i omitted for simplicity. We denote LL as a
linear layer (matrix multiplication and bias) and xj as the input data in step j. Using this
notation, we can define the operations of the LSTM network as:

ij(xj, hj−1) = σ(LL(1)(xj) + LL(2)(hj−1)) (2.1)

fj(xj, hj−1) = σ(LL(3)(xj) + LL(4)(hj−1)) (2.2)

oj(xj, hj−1) = σ(LL(5)(xj) + LL(6)(hj−1)) (2.3)

ĉj(xj, hj−1) = tanh(LL(7)(xj) + LL(8)(hj−1)) (2.4)
cj(·) = fj(·)⊙ cj−1(·) + ij(·)⊙ ĉj(·) (2.5)
hj = oj ⊙ tanh(cj) (2.6)

With σ and tanh, the sigmoid activation function and the tangent hyperbolic activation
function, respectively. All linear layers LL(m) with m ∈ {1 . . . 8} have learnable parameters.
We refer to ⊙ as the pointwise multiplication. The variables ij, fj, oj, and cj are usually
called the input, forget, output, and memory gate cell, respectively. A more visual diagram
of LSTM is shown in Fig. 2.1.

Multi-Head attention

Multi-Head attention (MHA), in the deep learning context, was introduced by the Trans-
former [114] and used for Natural Language Translation. Transformers have received a lot
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LSTM Cell

Figure 2.1: LSTM cell. xj is the input at step j and hj−1 the hidden unit of the last step.
The variables ij, fj, oj, cj are the input, forget, output, and memory gate cell, respectively.

of attention in the last few years. Bidirectional Encoder Representations from Transformers
(BERT, [31]) extended this work using self-supervision, allowing a wide variety of other tasks
by only applying to fine-tuning. Other works have extended the Transformer to use them in
Computer Vision [11, 39, 116], being the current state of the art in classification. Recently,
DeepMind successfully used only one multi-modal architecture to solve image classification
tasks, natural language processing, and reinforcement learning [92]. The flexibility of trans-
formers makes them suitable for multiple tasks, and we think this trend will continue in the
future.

In Section 2.2, we will describe Transformers in more detail. In this section, we will focus
on MHA, which is the core module of Transformer models. Since MHA is the basic module
to deal with sequences, In the next chapter we will compare it to RNNs.

MHA is based on combining input sequence information (values) with the attention that
the model should put to each of these values. This attention is learned through backpropaga-
tion and is obtained after a Softmax over the dot product between queries and key vectors.
How to obtain these queries and keys will depend on the application [114, 105]. In the case
of this thesis, we will use Multi-Head self-attention, where the values, queries, and keys are
obtained after a linear layer over the input. In general, the linear combination between val-
ues and attention is performed in parallel a number of Nheads times, and hence, the name
of “Multi-Head”. A particular case of MHA is when the queries, values, and keys are ob-
tained from the data input and receives the name Self Multi-Head Attention (Self-MHA).
Mathematically, the self-MHA, which generally we will refer to as MHA, can be expressed
as:
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MHA

Figure 2.2: Self Multi-Head Attention. Q, V , and K refer to queries, values, and keys,
respectively. To obtain these values, a linear layer block, one for each of them, is applied
to the input. The next block combines the queries, values, and keys with a dot-product
operation. The last and linear layer blocks are repeated Nheads times in parallel. The outputs
of this parallel operation is combined with a linear layer.
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j′ = LLkey,h(xj) q
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j′ = LLquery,h(xj)
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(h)
j′ (k

(h)
j′ )T (2.7)

a
(h)
j′ =

exp(s
(h)
j′ )∑L

j′=1 exp(s
(h)
j′ )

(2.8)

c
(h)
j′ =

L∑
j′=1

a
(h)
j′ ⊙ v

(h)
j′ (2.9)

cj = LLoutput(Cat[c(1)j , . . . , c
(Nheads)
j ]), (2.10)

where super-index h ∈ [1 . . . Nheads] refers to the head index. v
(h)
j′ , k(h)

j′ , and q
(h)
j′ refers to

values, keys and queries. Usually, s(h)j′ is called the alignment score, and a
(h)
j′ is the attention

score. dk is the embedding dimension of the vector of each head. All linear layers are
learnable. Note that MHA is completely defined by Nheads and dk. An illustration of the
MHA is shown in Fig. 2.2.

Convolution Neural Network

Convolution Neural Network is one of the most revolutionary architectures of Machine Learn-
ing. In 2012, AlexNet [69], an architecture based on CNN, won the ImageNet Large Scale
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Visual Recognition Challenge (ILSVRC) 1 by a big margin. The main breakthrough of CNNs
is the parameter sharing of their weights. They assume local translation invariance that al-
lows for reducing the amount of ANN parameters needed for classification. Consequently,
bigger architectures could be developed, increasing the capacity of neural networks.

CNNs have been extensively applied for Computer Vision [34, 26, 63, 112, 5] and for time
series [111, 102, 101, 120]. These architectures treat multivariate time series as images with
height one and width equivalent to the maximum length of the sequences in the dataset.
In this way, CNN can be used straightforwardly. Mathematically, they can be expressed as
follows:

hl+1
j,k =

∑
n,p

hl
j−n,pW

l
n,k + blk, (2.11)

where variable hl+1
k refers to the feature map k in layer l + 1. The sub-index j refers to

the neuron j when considering the horizontal position of the feature map. W l
n,p and blk are

learnable parameters. The sub-indexes n and p are auxiliary sub-indexes for neurons in the
feature map and the feature map indexes, respectively.

Although CNN has been extensively used in image classification, its original formulation
can not handle irregularly sampled data and variable-length data. Pre-processing steps like
interpolation models could be useful with CNN to allow these models to be used in the
MVLIS time series. In the following section, we describe more about interpolation models.

2.1.2 Interpolation models

Interpolation models in the context of this thesis are models that can transform the MVLIS
time series problem into a regularly sampled multivariate time series problem. They can be
useful for models that can not directly tackle the MVLIS time series, like CNN. They also
may add inductive bias to models that could be useful in the semi-supervised or unsupervised
learning case. In the literature, we find two models that stand out, Interpolation-Prediction
(InterPred, [104]), described in Section 2.1.2, and Multi-time attention [105], described in
Section 2.1.2. In Fig. 2.3 we illustrate the interpolation problem.

Interpolation-Prediction

InterPred is based on the idea of creating “induction points” using high and low bandpass
filters. The induction points are regularly sampled, simplifying the MVLIS time series prob-
lem. Because induction points are regularly sampled, we can directly apply RNN and CNN
after the interpolation prediction step. MHA, in any case, needs to use positional encoding
to determine the position of a given observation. For RNN and CNN this step is unnecessary
thanks to their inductive bias.

InterPred estimates two sets of induction points positioned in the reference time points
r = [r1, . . . , rN ind ]. N ind is the number of induction points that are generally equally spaced

1https://www.kaggle.com/getting-started/149448
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Figure 2.3: Illustration of interpolation points in the observed space for multivariate variable
length and irregularly sampled time series. Bands one and two are in green and blue, respect-
ively. Induction points are estimated from the observed data. While, generally, induction
points are regularly sampled and have fixed sequence lengths, observed data have variable
lengths and are irregularly sampled.

from each other (regularly sampled). One set of reference time points is obtained with a
lowpass filter and another set with a highpass filter. Finally, we can estimate induction
points using cross-channel or cross-band information. These last induction points subtract
the highpass filter induction points obtaining transient information.

Mathematically this can be expressed as:

λαd
kd = Zαd(rk, td) =

∑
t∈td

wαd(r, t), wαd(r, t) = exp(−αd(r − t)2), (2.12)

σkd =
1

λαd
kd

Ld∑
j=1

wαd(rk, tjd)xjd, γkd =
1

λκαd
kd

Ld∑
j=1

wκαd(rk, tjd)xjd, (2.13)

χkd =

∑
d′ ρdd′λ

αd′
kd σkd∑

d′ λ
αd′
kd

, τkd = γkd − χkd, (2.14)

where sub-index d represents the dimension index and k the k − th induction point. Eq.
(2.12). shows the intensity function λαd

kd that measures the amount of real data close to
the corresponding induction point. How close an induction point is to a real observation is
measured by wαd(r, t) (exponential quadratic kernel), where αd is a learnable parameter. In
Eq. (2.13), we show σkd and γkd induction points obtained by lowpass and highpass filters.
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Figure 2.4: Illustration of Interpolation Prediction. σ and γ refer to the low-pass and high-
pass filter operation, respectively. With these operations two sets of induction points are. λ
refers to the intensity constant of each of the induction points’ positions. These induction
points in conjunction with their intensity obtain the cross-correlation between channels χ
and the transient component τ of the induction points. Finally, λ, χ, and τ are used as input
of the encoder.

Here, ρdd′ is a learnable parameter and κ is a hyperparameter that we select equal to 10 as
shown in [104]. xjd and tjd the observation and its observed times, respectively. τkd is the
transient information. InterPred use σkd, γkd and τkd as input information of a LSTM. In our
work, we also explore CNN and MHA. A flux diagram of InterPred in Fig. 2.4.

Multi-time attention

Multi-time attention (MTAN, [105]) is an interpolation model based on the MHA mechanism.
In this model, values and keys are different from queries. The queries are embeddings ϕh(t

ind)2

that codify the positional information of the inductions points, in this case, the times tind.
In simpler words, we ask queries about how an observation (or potentially an embedding)
will look at the times of the induction points, see Fig 2.3 for an illustration of the idea of the
interpolation problem. MTAN interpolates observed data when encoding and interpolates
embeddings when decoding. In what follows, we describe the encoding process of MTAN,
the decoding process is similar.

v
(h)
j′,b = xj,b k

(h)
j′ = ϕh(tj,b) · v q

(h)
j′ = ϕh(t

ind
j,b ) · w

s
(h)
j′,b =

1√
dk

q
(h)
j′,b(k

(h)
j′,b)

T (2.15)

a
(h)
j′,b =

exp(s
(h)
j′,b)∑L

j′=1 exp(s
(h)
j′,b)

(2.16)

c
(h)
j′,b =

L∑
j′=1

a
(h)
j′,b ⊙ v

(h)
j′,b (2.17)

cj = LLoutput(Cat[c(1)j,1 , . . . , c
(Nheads)
j,1 , . . . , c

(1)
j,B, . . . , c

(Nheads)
j,B ]), (2.18)

2These embeddings based on positional information are constructed in a way to vectorize a scalar value.
Usually, they are constructed using sinusoidal waves in each of the embedding dimensions. For more inform-
ation, please refer to [105]
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where v and w are matrices with dimension dr×rk, with dr ≤ dk, dk is the dimension of each
head of the attention mechanism and dr is the dimension of the positional embedding ϕ(tj,b).
The sub-index b refers to the band or filter of the observed data. From the mathematical
decomposition, we observe that the only difference with respect to MHA is the addition of the
band b as a sub-index and how the queries and keys are obtained. The linear layer LLoutput, in
this case, does not consider a bias. Intuitively, Eq. (2.15) measures the correlation between
the inductions points and the observed data using the time (time embedding). Eq. (2.16) is
the attention mechanism to each observed data using this correlation. Eq. (2.17) combines
the attention with the input data. Later, Eq. 2.18 combines all attention heads of the model
into one output.

2.2 Transformers
Transformers are one of the most flexible architectures being used in the literature. Initially,
they were presented in [114] as an encoding/decoding architecture. Nowadays, Transformers
are colloquially known by the encoder used in [114] and have been used in Computer Vision
[11, 39], Natural language processing [31] and Reinforcement Learning [24]. In this thesis, we
will refer to Transformers as the latter architecture, and they are described in the following.

The architecture consists of a Multi-Head Attention step, described in Section 2.1.1, and
a forward fully-connected (FF) neural network step with skip connections. The hidden di-
mension of the FF is 2dk, with the architecture shown in Fig. 2.5. Consider the l layer
which receives as input the output of layer l − 1. Then, our transformer architecture can be
described as

hl
∗ = MHAl−1(hl−1) + hl−1, (2.19)

hl = FFl−1(hl
∗) + hl

∗, (2.20)

Tmodel ≡ hN layers

, (2.21)

where l ∈ [1 . . . N layers] (N layers being the number of layers of the transformer), hl is the
output of layer l, and hl

∗ is the output of the MHA step which includes a skip connection.
Notice hl

∗ serves as input to a feed-forward network with a skip connection which outputs hl.
Relevant transformer hyperparameters include the number of heads Nheads and the number
of embedding dimensions dk. In Fig. 2.5, we give an intuitive diagram of the Transformer
model.

2.3 Self-supervision
In this thesis, we consider two self-supervised models widely used in practice to adapt them
for MVLIS time series and tabular data in Chapter 4. In Section 2.3.1, we describe the
pretraining describe in BERT, one of the most recognized models in NLP. In Section 2.3.2,
we describe Masked Autoencoder (MAE) with Vision Transformers used in Computer Vision.

2.3.1 BERT

BERT has been used widely in NLP thanks to its flexible capacity to adapt to many tasks.
This capacity comes from pretraining or self-supervision, significantly reducing computational

14



Dropout

FF

Dropout

+
MHA

+

Figure 2.5: Illustration of a Transformer block. A Transformer block is a very general
architecture that can be stacked multiple times using skip connections. This is identified
in the diagram with the symbol plus. It consists of a Multi-Head attention dot product
operation (MHA) on the left. MHA outputs a sequence from the correlation of the input
elements. On the right, a non-linear operation is applied after MHA.

resources when tackling new problems. BERT can adapt to text summarization, translation,
and text generation, among many others. In what follows, we describe this pretraining phase.

BERT uses the Transformer architecture (see Section 2.2) as its main module to process
word sequences. In general, when considering Transformers, it is necessary to transform
the input data into tokens such that the model can find all the necessary correlations using
the token information. In BERT, three sources of information are necessary to create these
tokens. First, the token is created using the positional information to identify if a word
occurs after another word. Second, semantic information from each word is included using
WordPiece embeddings [118]. Finally, BERT also considers if a word is a part of sentence A
(the first part of the word sequence) or sentence B (the second part of the word sequence).
This last information source is relevant for pretraining purposes.

The pretraining contemplates two tasks, both of them trying to predict missing inform-
ation. The first pretraining task consists of replacing, with a 50% probability, sentence B
with another sentence B from the dataset. Using a representation token that is added at
the beginning of the sequence, the model should predict (after the transformer processing) if
the sentence was changed or not. This self-supervised task should force the model to learn
the correlation between sentence A and sentence B. The second pretraining task of BERT
is trying to predict masked words, which is masked with a 15% of probability. At the same
time, masked word can be modified in three ways. First, with an 80 % probability, the token
embedding of the word is replaced with a learnable MASK embedding. Note this MASK
embedding is equal for all the words in the dataset but with different positional encoding
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information. In this case, the model should predict the missing or masked word considering
all contexts of the sentence. Second, with 10 % the embedding is replaced by the embedding
of other words, and third, with a 10 % the embedding remains the same. In all cases, the
model should predict the correct word that was changed with the masked. In Fig. 2.6, we
give a more illustrative diagram of this procedure.
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Figure 2.6: Illustration of Bidirectional Encoder Representations from Transformers (BERT).
BERT considers two training steps, both trying to predict missing information. First, in red,
BERT modifies part of the sequence, and the model should try to predict if part of the
sequence was modified or not. Second, in purple, the model modifies word inputs, and it
should try to recover such inputs. A representation token in red after that can be used in
other applications using fine-tuning.
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2.3.2 Masked Vision Autoencoders

Masked Autoencoders [52] is a self-supervised model that is actively used for representation
learning in Computer Vision and it is similar to BERT. Using Transformers, MAE tries to
predict missing information that is not included in the input. However, MAE uses a procedure
that is more similar to autoencoders than only-encoding models like BERT. Additionally, in
MAE, the tokens are created using patches of an image, similar to other Visual Transformers
[39]. The complete procedure of MAE can be summarized in an encoding and a decoding
step that are explained in what follows.

The encoding step consists of a tokenization step, a masking step, and a Transformer
layer. The tokenization step separates the input image in patches, applies a linear layer, and
adds a positional encoding, obtaining in this way, the input tokens. Note, these tokens can
be treated as sequences and we can input them directly into Transformers, similar to BERT.
In the masking step, a percentage of these tokens are masked, i.e., they are not considered
in the Transformer layer of the encoding step. After encoding these tokens, the decoding
step begins, which adds additional tokens to the encoded sequence. These additional tokens
are learnable and include their positional information. They have the same position as the
masked images patches i.e.. these tokens, after the decoder’s Transformer will try to recover
the masked image patches. In difference with BERT, MAE tries to reconstruct all the input,
in this case, the complete image. In Fig. 2.7, we give a more illustrative diagram of the MAE
training step.
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Figure 2.7: Illustration of Masked Autoencoder. First, the image is transformed into patches,
and only a subset is selected to be processed by the encoder Transformer. The selected patches
are modified into tokens that include the positional information. A representation token is
added at the beginning of this sequence of tokens. An encoder Transformer processes the
resulting sequence. This encoded sequence is concatenated with learnable tokens that were
modified with the positions patches that were not used in the input. The decoder Transformer
processes this concatenated sequence, and the output tries to match the original image.
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Chapter 3

Representation learning for variable
length and irregular sampling time series

Representation learning of data is a fundamental problem in machine learning [9]. The
objective of representation learning is to transform the data distribution into a different and
more disentangled embedding space (generally, in terms of classification [25, 26, 18]). Ideally,
this embedding or “representative space” should be useful for other machine learning tasks
since it is a compact representation of data. This general view of representation learning
techniques makes them suitable for many machine learning applications like clustering [57,
53, 5, 4], semi-supervised learning [108, 10, 17], anomaly detection [122, 50, 40], and more
recently on self-supervised approaches to obtain a state of the art classification performance
on images benchmarks.

Representation learning has been studied extensively on image benchmarks but it hasn’t
been explored with the same extension for other types of data. Multivariate, variable-length,
and irregularly sampled (MVLIS) time series is the most general formulation for times series
where research on representation learning techniques are necessary; MVLIS time series occur
on medical records or astronomical datasets, where classification, semi-supervised learning or
anomaly detection techniques could have a great impact. The challenges found in times series
are different from the ones found on image benchmarks and depend on the methodology used
to obtain a representative space of the data.

We can recognize two general methodologies in representation learning: (1) self-supervision
based on auxiliary tasks like contrastive learning, which uses encoders to transform the
observable distribution into a low-dimensional space [25, 26, 18, 113] and (2) self-supervision
based on encoding/decoding techniques that compress the observable distribution into latent
variables through an encoding and decoding process [66, 52] or a reverse, decoding, and
encoding process [73, 5]. Both methodologies, when MVLIS time series are considered,
require encoders that can deal with variable length and irregularly sampled data. Moreover,
for the second methodology (2), we require decoders that can deal with these same difficulties.
Our study is focused on representation learning for auto-encoding models where a deep study
of encoders and decoders is required.
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Different encoders/decoders for fixed-length time series or for regularly-sampled time series
have been applied extensively in the literature [111, 102, 120], but not for MVLIS time series.
When MVLIS times series are considered, most of the encoder/decoders used are variants
of Recurrent Neural Networks [98] including sometimes interpolation models [104, 105] as
preprocessing steps (when encoding) or post-processing steps (when decoding). It is not
known what encoders/decoders have better representation learning performance for MVLIS
time series in contrast to images, which have extensive research [52, 27, 66, 75].

Motivated by this, we test the most relevant encoders/decoders of MVLIS time series
literature and we compare them using relevant metrics like accuracy, reconstruction error, and
semi-supervised learning fine-tuning. Additionally, we include two decoder baselines, MLP,
and attention layers. We note that attention layers have been applied extensively in Natural
Language Processing (NLP), vision, and time series literature for pretraining purposes but
not when all the input xi is codified in a single embedding zi. In NLP usually a sequence
of embeddings zi,t, dependent on the position t, encodes the information corresponding to
the data observation input xi,t. In our study, we compress all the input xi,t into a single
latent space zi to follow more closely how representation learning is measured in the image
literature.

Additionally, we found that estimating the variance is relevant for the MVLIS time series
in terms of representation learning. Time series are noisier than images so the representation
learning is benefited from loss functions that measure not only the first moment of the data
(mean) like MSE but also from loss functions that measure the second moment (variance).

In summary, the contributions of our work in this Chapter are the following:

• We test various encoders and decoders from the literature that deal with MVLIS time
series. We test a combination of pre/post-processing encoders/decoders and encoder-
s/decoders not tested in the literature.

• We provide two decoder baselines not studied in the literature.
• We propose a loss function that forces us to learn the variance of the data.

3.1 Background
Multivariate variable length and irregular sampling time series are sequences of input data
(xi,j,b, ti,j,b) ∼ qδ(x, t), where xi,j,b refers to the magnitude of a given feature sampled at
time ti,j,b. The sub-index i refers to a given sample i ∈ [0, N ], where N is the number
of samples in the dataset. Li,b is the maximum value of j for sample i and band b, with
j ∈ [1, . . . , Li]. B the numbers of magnitudes filters with b ∈ [1, . . . , B]. We will consider
datasets with correlated bands when B > 1 since we expect most of the latent variable zi will
share information from both filters, leaving a small amount to compress specific information
from each one.

MVLIS have two main difficulties that not all encoders can fulfill:

1. They have variable length i.e. in general Li1 ̸= Li2 with i1 ̸= i2.
2. They have irregular sampling i.e. in general ti,j1,b− ti,j2,b ̸= ti,j2,b− ti,j3,b with j1 ̸= j2 ̸=
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j3.

There are many methods, encoding and decoding techniques that can deal with both diffi-
culties. We will consider encoders/decoders as machine learning techniques that can deal
with data sequences i.e. Multi-Head Attention (MHA), Long-Short Memory (LSTM) and
Residual Neural Networks (ResNets). Additionally, we will consider pre-encoders/post-
decoders as techniques that transform observational (or embedding) data xi,j,b (or zi,j,b),
which have variable length and irregular time sampling, into induction points xind

i,j,b (or zind
i,j,b).

In the literature, these induction points are regularly sampled and have Li1 = Li2 for i1 ̸= i2.
Pre-encoders are transformations used in the encoding process PreEncoder(x) = xind,
where xind can be encoded afterward with any regular encoder like Transformers, LSTMs
or even common Convolutional Neural Networks (CNNs). The post-decoders serves the
same purpose for the decoding process, we can use any decoder to obtain xind and afterward
a post-decoding process to make predictions x̂ of the observational data.

Previous studies [104, 105] have shown that pre-encoders in addition to regular encoders
have better classification performance than regular encoders on their own. However, these
works have not encoded properly the time information for their baseline methods. Recent
studies [88] have shown that modulating the time information, similar to positional encoding
[39], could result in an increase in classification performance. In this work, we want to test
if pre-encoders have better representation learning performance over regular encoders when
the time is properly encoded. We will test the performance of these models using the most
common metrics in representation learning literature. Note that measuring representation
learning can be more descriptive than purely classification performance delivering information
for unsupervised learning tasks like clustering.

Improving representation learning is not only a matter of how the observational data is
encoded but also of how the latent space is decoded [27]. For a long time, in VAEs literature
[65], the community-made research on decoders since the more complex ones ignore the latent
space affecting their representation capabilities. To evaluate how much affect the decoder
selection we tested the most common decoder baselines that can deal with MVLIS time series
and we also proposed two decoders: A conditioned MLP and a conditional attention model,
presented in Section 3.3.5. Finally, we noted that novel variational autoencoding approaches,
applied to image benchmarks, estimate not only the pixels but also the covariance between
them. This estimation gives place to loss functions that consider high-order statistics that
also could affect representation learning. In the following section, we proposed a new loss
function that considers higher-order statistics that we included in our representation learning
study.

3.2 Decoded distributions in representation learning

Usually in autoencoders, VAEs [65, 94], Autoregressive models [112], Diffusion Probabilistic
Models [55, 97] and Normalizing Flows [93, 67] the log-likelihood is estimated as a mean
squared error. Using the notation presented in Section 3.1 and considering B = 1 we can
present the MSE of a single data point as shown in Eq. (3.1).
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MSE(xi, x̂i) =
1

Li

Li∑
j=1

(µi,j − µ̂i,j)
2, (3.1)

where we implicit wrote µi as the first moment of xi. In general, we will omit j (dimen-
sion index) when we refer to a vectorized form of a variable. We can note that MSE is a
simplification of the Gaussian log-likelihood given in Eq. (3.2).

LL(xi, x̂i) =
1

2
Li log(2π) +

1

2
log(|Σ̂i|)

+
1

2
(µi − µ̂i)Σ̂i(µi − µ̂i)

T , (3.2)

where Σ̂i is the estimated covariance of the data. If the estimated covariance is diagonal
with equal variance for each dimension we would reach MSE up to a normalization constant.
These assumptions mean that 1) each dimension j is independent of each other and 2) our
estimation of xi,j (reflected by the estimated variance σ̂2) is equally good for each dimension
j. Depending on the datasets these assumptions can be too restrictive and could affect the
representation learning capabilities of the model. Recent approaches [109, 38] have estimated
full covariance to improve the generative capabilities of their models. In our work, we found
that in MVLIS time series estimating only the variance of the data (first assumption) is
sufficiently relevant for representation learning. This case can be written as Eq. (3.3).

LL(1)(xi, x̂i) =
1

2

Li∑
j=1

[
log(2πσ̂2) +

(µi,j − µ̂i,j)
2

σ̂2

]
, (3.3)

where sub-index (1) on the left-hand side of the equation indicates assuming independence
in the dimension of features.

Eq. (3.2) and Eq. (3.3) increases the expressivity over the estimated observational data
x̂ allowing to integrate Σ̂ or σ̂2 into the loss function. But, how can we add higher-order
statistics for observed data x?

For that purpose, we can replace the likelihood of the cross-entropy between two normal
distributions. For diagonal covariance, we can write the close form solution of the cross-
entropy CE(1) = −N (µi, σ

2) logN (µ̂i, σ̂
2) as Eq. (3.4).

CE(1)(xi, x̂i) =
1

2

Li∑
j=1

[
log(2πσ̂2) +

σ2

σ̂2
+

(µi,j − µ̂i,j)
2

σ̂2

]
. (3.4)

We note that log-likelihood can be interpreted as a simplification of the cross-entropy
(indicated in Eq. (3.4)) when σ2 → 0. This case is equivalent to observational data xi
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Figure 3.1: Diagram of the autoencoding process for astronomical light curves using the
proposed decoder. Pre-encoders are interpolation models that transform the multivariate
variable length and irregular sampling time series problem into regularly sampled and fixed
length problems. Post-decoders have the same functionality but inverse. Encoders and De-
coders are models to process data sequences. Enc-post-operation adjusts the pre-encoders’
output dimensionality with the encoder’s input dimensionality. Dec-post-operation trans-
forms the latent embedding into a sequence that is modulated with temporal modulation.
Afterward, it is processed by the decoder. The latent embedding results from an average
pooling over the sequence obtained by the encoder.

that is completely concentrated in µi i.e. xi is a delta function centered in µi. To the
best of our knowledge, the estimation of the variance σ̂2 by using the cross-entropy (Eq.
(3.4)) or the likelihood (Eq. (3.2)) has not been used in time series, in the context of
representation learning and we found that in some datasets (Section 3.4) these loss functions
can be fundamental for it. In practice, we additionally divide the length Li,j to these loss
functions to balance the loss function of each sample.

3.3 Methodology

The main purpose of this work is, from an autoencoding perspective, to establish what
encoder, decoders, and loss functions obtain the most representative space of the data and
if they have an effect on the semi-supervised learning setting. For that purpose, we chose
the most common architectures for encoders, decoders, pre-encoders and post-decoders. To
compare them fairly we use the most representative architectures, trying to maintain a similar
amount of parameters for each of them. For encoders, we selected MHA [114], LSTMs [56]
and ResNets [51]. For decoders, we selected LSTM and two new decoder baselines based
on MHA and MLPs (Section 3.3.5). For pre-encoders we select Interpolation prediction
(InterPred, [104]) and Multi-time attention networks (MTAN, [105]) and for post-decoders
MTAN as well.
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We note common residual blocks have not been used as baselines for MVLIS time series,
and more complex convolutional neural networks have been developed for that purpose. We
note that using pre-encoders models or post-decoders models is possible without further
sophisticated CNNs, which is why we include common ResNets in our study.

In Fig. 3.1, we showed an illustration of how all the encoders, decoders, pre-encoders,
and post-decoders can be simplified in one diagram. In Section 3.3.4, we will describe the
implementation details of each architecture used. In what follows, we will discuss our main
concerns to compare these models in the most fair way possible.

3.3.1 Fair embedding comparison

This work is centered in low dimensional representations of MVLIS time-series, i.e., all the
information is compressed in a low dimensional embedding of the input data. For this
purpose, we are using autoencoding models with different encoding architectures, which
encode data differently. For example, generally, attention models use tokens to classify
the input data, and recurrent neural networks use the last output of the sequence. These
differences can affect the embeddings obtained. We aim to test how well these models encode
sequences in the fairest way possible. To do this, in each of the encoders we used in our
work: MHA, LSTM, and ResNets, we applied an average mask pooling in the sequence
output. Additionally, we avoid using skip connections in MHA and LSTM.

3.3.2 Modulating time information in embeddings

Positional encoding is a common practice in MHA to include the positional information of an
observation. In this case, the positional information is the time of each observation. We will
use a modified version of the temporal modulation proposed in [88] to include the temporal
information in the observation. We describe this Temporal Modulation (TM) in Chapter 4,
but we also included it here for completeness. Our main interest is observing how different
encoder process sequences. In the case of MHA, temporal encoding is always necessary, even
when a pre-encoding step is used. This is not the case with LSTM and ResNets, which have
an inductive bias to detect if one observation occurs after another. However, in the case of
vanilla LSTMs, although they can detect if one observation occurs after another, they can not
deal with irregular sampling, which is why in this case, we also applied temporal encoding.

In summary, the temporal modulation consists of applying a linear transformation LLTM

to the input x. Afterward, we apply an element-wise product γ1(tj,b) and a bias γ2(tj,b) to
the output of the linear layer.

TM(xj,b, tj,b) = LLTM(xj,b)⊙ γ1
b (tj,b) + γ2

b (tj,b). (3.5)
We define the functions γ1

b (tj,b) and γ2
b (tj,b) as Fourier series

γ1
b (t) =

H∑
h=1

α1
b,h sin

(
2πh

Tmax

t

)
+ β1

b,h cos

(
2πh

Tmax

t

)
,

γ2
b (t) =

H∑
h=1

α2
b,h sin

(
2πh

Tmax

t

)
+ β2

b,h cos

(
2πh

Tmax

t

)
,

(3.6)
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where Tmax is an hyperparameter that is set higher than the maximum timespan of the longest
light-curve in the dataset (1 in this case), H is the number of harmonics in the Fourier series,
and α1

b,h, β
1
b,h, α

2
b,h, and β2

b,h are learnable Fourier coefficients. Finally, the result of TM can
be used as input of MHAs and vanilla LSTMs.

3.3.3 Metrics for representation

Different metrics have measured representation learning in the literature. Being the accuracy
in the test set measured with a linear layer trained in the representation space the most
common alternative [25, 26, 53]. Other relevant metrics are K-nearest neighbor applied
in the embedding space [19] and fine-tuning in a semi-supervised learning way after the
pretraining phase [26]. We note that semi-supervised learning has a wide spectrum of models
and applications [66, 108, 10, 95]. However, for simplicity, we will refer to semi-supervised
learning as the task of pretraining a model in an unsupervised learning manner and fine-
tuning this model with a small percentage of labeled data afterward.

In this work, we will consider a linear layer trained in the embedding space to measure
representation learning. In the literature, we observed two ways of doing this. The first is
obtaining the embedding of the entire training set and training a linear layer until convergence
using this dataset. We refer to this linear layer as “offline” (Acc-Linear and Acc-MLP). The
second way of doing this is by training the linear layer while the model is in the pretraining
or unsupervised phase but without propagating the gradients through the encoder. We refer
to this last training as “online” (Acc-On-Linear and Acc-On-MLP). The first way takes longer
and more memory, but it is more accurate. However, since a linear layer is a simple model,
maybe this step is unnecessary, which is unknown if it makes a big difference in practice.

We note a linear layer tells us how linearly separable is an embedding space, but it does
not tell us if the model has compressed all the necessary information for classification. To test
this behavior, we follow a similar methodology of a linear layer trained on the embedding
space, but instead, we use a multi-layer perceptron. If all the information is compressed,
although entangled, it should be separable by a non-linear model.

Finally, we want to identify whether metrics obtained by classifiers trained on the embed-
ding space represent the end-to-end classification task. Accuracy of a fine-tuned model in
a semi-supervised manner with a few labeled samples measures exactly this behavior. Cur-
rently, in literature, usually linear models are used to test representation. It is unknown if
there is a close connection between representation metrics based on linear models or fine-
tuned ones.

3.3.4 Implementation details

In what follows, we give details about the hyper-parameters and architectures used in this
work. The encoders and decoders used that have the same hyperparameters when encoding
and decoding are MHA, LSTM, and ResNet. We used one layer of vanilla MHA, with
four heads and a dimension of 48 for each one of them. We used vanilla LSTM with one
layer with a hidden dimension of 64. In ResNets, we used the residual block presented
in BigGAN [14]. Note in this case, the encoder and decoder are different, but they have

26



the same hyperparameters. We use a scale factor of down-sampling/up-sampling of three,
kernel dimension of four, average pooling, and 32 feature maps. The pre-encoders used are
MTAN and InterPred. We used 128 induction points and vanilla hyperparameters of their
original implementation. In the case of MTAN, this corresponds to an attention model of
one head and 48 dimensions, and its temporal embedding has 16 dimensions. The only
hyperparameter of InterPred, despite the number of induction points, is the factor κ, which
is set as the default value of ten. The post-decoder MTAN has the same hyperparameters as
the pre-encoder MTAN. Additionally, a simple MLP decoder is considered based on residual
blocks with MLPs. This architecture corresponds to the discriminator used in [33], but we
use four residual blocks and 64 hidden units.

In Fig. 3.1, we illustrate how encoders, decoders, pre-encoders, and post-decoders interact.
Pre-encoding and post-decoding steps are always necessary when using ResNet as an encoder
or decoder. TM is always applied to MHA models; when LSTMs don’t use pre-encoder, TM is
also applied. The enc-post-operation is an operation needed to adapt the output dimension of
the pre-encoder and the input dimension of the encoder. The enc-post-operation is a linear
layer for all encoders except for MHA, which always needs TM. The dec-post-operation
consists of repeating the latent variable L times, with L the length of the sequence to be
reconstructed. Afterward, time modulation with different tj is applied to each latent variable.
The only different dec-post-operation is ResNets. Here, a linear layer is applied to the latent
variable. The output is equal to the number of feature maps (in this case, 32) multiplied by
three, which is the size of the first feature map. Finally, all models can use a decoder and a
post-decoder afterward.

For all experiments, we used a batch size of 256 and a learning rate of 1e − 3. We train
until early stopping with a patience of five, and we validate every epoch. For unsupervised
learning, the stopping criterion is MSE using the training set. For semi-supervised learning
fine-tuning, we use the accuracy in the validation set. All the results provided are the mean
and standard deviation of five runs. In Section 3.4.1, we give more details about the sets
used.

3.3.5 New decoders

The new decoders correspond to the decoders MHA and MLPs described in Section 3.3.4.
Although they are simple, they haven’t been compared with the LSTM decoder proposed in
[82]. Both, the MHA and the MLP decoders are based on the same idea of this last work. The
embedding is repeated a number of times equal to the length of the sequence, as well as the
time information included on each embedding. In [82], this is done only using concatenation.
In our work, we include TM in MHA and MLP to expand this view.

3.4 Experiments
Considering models, metrics, and datasets, we construct our experiments to determine:

1. What models perform best considering representation learning metrics?
2. If metrics for representation learning metrics based on a linear layer in the embedding

space are comparable with semi-supervised fine-tuning representation metrics.
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3. If estimating the aleatoric variance has a direct impact on representation learning.

In this section, we did three experiments: a) we varied the decoder used without estimating
the variance and with a fixed MHA encoder, b) we performed the same experiment of a) but
estimating the variance of the decoder and c) we varied the encoder with a fixed MLP decoder
that estimates the variance.

3.4.1 Datasets

Synthetic data

To test if the aleatoric variance estimation σ̂2 is relevant for representation learning we
construct two simple datasets where the noise is relevant for classification. We named these
datasets Synthetic datasets A and B. Additionally, we include a Synthetic dataset C to
test the representation learning capabilities of models in which the noise is not relevant
for classification. In all Synthetic experiments, the train and test set consists of 5000 and
2000 samples of each class, respectively. All observations are obtained by first sampling 200
samples and maintaining them with a mask sampled from a Bernoulli(0.8) distribution.

To create Synthetic dataset A (Syn-A), we use a simple parameterized sinusoidal wave
expressed in Eq. (3.7) with changing parameters for that purpose.

f(t, w, ϕ, ε) = sin(2 · π · w · t+ ϕ) + ε, (3.7)

which classes 0 and 1 are specified as:

1. Class 0: f(tA, wA, ϕA, εA,0), with εA,0 = 0.
2. Class 1: f(tA, wA, ϕA, εA,1), with εA,1 ∼ N (0, 5)

Parameters tA, wA, ϕA are equal for both classes being the only difference the data noise ε.
tA ∼ U(0, 1), wA ∼ max(wA ∼ U(1.4, 3), 0).

To create Synthetic dataset B (Syn-B) we use a simple parameterized sinusoidal wave
modulated inside another sinusoidal wave as expressed in Eq. (3.8)

g(t, w, ϕ, A,w2) = sin(2 · π · w · t+ ϕ) · (1 + A · sin(2 · π · w · t · w2 + ϕ)) (3.8)

Synthetic dataset B (Syn-B) is constructed with the same parameters tA, wA, ϕA of Syn-A
as follows:

1. Class 0: f(tA, wA, ϕA, εA,0), with εA,0 = 0.
2. Class 1: g(tA, wA, ϕA, Ag, wAp), with Ap = 0.25 and wAp = 30.

Finally, Synthetic dataset C (Syn-C) is obtained by sampling class 0 as f(tA, wA, ϕA, εA,1).
Class 1 is equivalent but replacing the sinusoidal in f by a saw blade function with period
one. Although, there is no noise explicitly, the modulated signal has the same purpose.
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(a) MACHO dataset (b) ZTF-DR dataset

Figure 3.2: Histograms of datasets used.

MACHO and ZTF-DR

The Massive Compact Halo Object (MACHO) Project data is a dataset that originally con-
sisted of 21,474 light curves from periodic stars. In [82], this dataset was expanded, producing
nearly one hundred thousand light-curves with a length of two hundred and one band. In
this work, we used the last dataset and simplified the taxonomy resulting in four classes (see
Fig. 3.2). We also used constructed a more complex dataset from The Zwicky Transient
Facility (ZTF). ZTF is a public-private partnership aimed at systematically studying the
optical night sky. Periodically, ZTF releases data, and thus the name ZTF Data Release
or ZTF-DR. However, ZTF-DR releases light-curves but not the classes. To obtain labeled
light-curves, we cross-match the ZTF-DR with catalogs that contain labels. This cross-match
process consists of locating a source spatially and finding a close candidate in the catalogs.
Close enough candidates should be the same object. The catalogs were selected by ALeRCE
and are the same ones they used to create their training sets. We selected five classes such
as they had enough data for each class. ZTF-DR has two bands, and we constructed it such
as it has a maximum number of observations of two hundred in each of its bands.

In both datasets, periodic light-curves were folded, i.e., using the period p, we apply
module(t, p)/p to the light-curve. Consequently, the observation times are restricted to in-
tervals 0 and 1. In ZTF-DR, non-periodic light-curves don’t have a period, so we applied
max-min normalization. Both steps are necessary for interpolation models because they need
all the data to be in a fixed interval, in this case, 0 and 1. In Fig. 3.2, we show the class
histogram of this dataset. The test set of MACHO and ZTF-DR correspond to 1000 and
500 samples of each class, respectively. The validation set of MACHO and ZTF-DR corres-
pond to 550 and 240 samples of each class, respectively. The validation set is only used in
semi-supervised learning experiments. This semi-supervised setting consists of fine-tuning
the model end-to-end sampling 10% of the training datasets.
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3.4.2 Varying decoders

Synthetic data, Syn-A and Syn-B

When varying decoders, Syn-A and Syn-B synthetic experiments show that estimating the
variance improves representation learning. In both cases, Table 3.1 and Table 3.2 show that
the model that estimated variance has nearly one hundred percent of Accuracy. On the
contrary, the model is confused in terms of the linear model metrics when it doesn’t estimate
the variance. Note this doesn’t mean the model doesn’t compress the information of the
observed data. For example, in Table 3.1, when the variance is not estimated the model is
confused in terms of the linear model metrics, but the Accuracy of the MLP (online and
offline) is high. In Table 3.1, when the variance is not estimated, we observed the linear
models don’t estimate the accuracy well. From these results, we observe that any decoder
model in addition to MTAN as a post-decoder performs better than the other models. This
suggests that MTAN can capture high-frequency information like the variance of the data for
some datasets. Additionally, these experiments don’t show an apparent difference between
online and offline metrics. In Fig. 3.3 and in Fig. 3.4, we show reconstructed examples from
Syn-A and Syn-B, respectively. In Fig. 3.3, we observe the variance of the model is low,
which corresponds to the null aleatoric noise of the data. On the contrary, in Fig. 3.4 we
observed that the model correctly estimates the variance of the data.
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Figure 3.3: Examples of reconstructions in Synthetic dataset A when variance is estimated.

Figure 3.4: Examples of reconstructions in Synthetic dataset B when variance is estimated.
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Is var? Dec pDec Acc-Linear Acc-On-Linear Acc-MLP Acc-On-MLP

✗ 70.15± 7.33 68.65± 4.28 99.93± 0.04 99.74± 0.23MHA MTAN 87.15± 9.45 83.60± 8.57 98.99± 1.05 99.35± 0.86
MLP ✗ 77.62± 2.30 74.17± 5.89 99.89± 0.09 99.77± 0.22

ResNet MTAN 58.71± 8.20 57.60± 7.32 55.78± 7.66 63.01± 17.80
✗ 71.14± 4.57 63.22± 14.11 99.93± 0.02 99.91± 0.02

✗

LSTM MTAN 79.98± 11.27 79.34± 12.85 99.94± 0.07 99.91± 0.10

✗ 99.88± 0.10 99.89± 0.20 99.95± 0.08 99.94± 0.07MHA MTAN 91.92± 17.59 91.88± 18.06 99.69± 0.62 93.87± 13.65
MLP ✗ 99.97± 0.03 100.00± 0.00 100.00± 0.00 100.00± 0.00

ResNet MTAN 79.27± 26.67 77.31± 25.19 79.82± 27.08 79.33± 26.67
✗ 99.81± 0.12 99.94± 0.04 99.95± 0.04 99.95± 0.04

✓

LSTM MTAN 99.91± 0.09 99.96± 0.04 99.98± 0.02 99.98± 0.03

Table 3.1: Varying decoders, with MHA encoder fixed for Syn-A dataset

Is var? Dec pDec Acc-Linear Acc-On-Linear Acc-MLP Acc-On-MLP

✗ 62.41± 15.46 63.02± 14.31 60.98± 17.75 73.82± 16.38MHA MTAN 52.44± 3.83 53.43± 4.50 55.75± 4.24 63.20± 8.51
MLP ✗ 90.10± 1.42 90.90± 1.65 85.98± 20.17 95.56± 1.83

ResNet MTAN 52.87± 1.74 55.65± 4.19 62.12± 3.69 64.46± 10.46
✗ 90.93± 5.99 94.05± 3.97 97.56± 1.61 97.91± 1.15

✗

LSTM MTAN 51.11± 1.05 52.28± 1.84 56.65± 7.86 62.86± 7.60

✗ 98.76± 0.87 99.13± 0.93 99.72± 0.23 99.64± 0.40MHA MTAN 98.76± 0.71 99.10± 0.46 99.61± 0.14 99.88± 0.05
MLP ✗ 96.76± 2.26 98.52± 1.70 99.78± 0.11 99.91± 0.04

ResNet MTAN 73.47± 19.57 73.22± 19.92 79.29± 18.33 78.71± 17.97
✗ 96.55± 2.37 97.61± 2.14 99.51± 0.22 99.68± 0.20

✓

LSTM MTAN 78.54± 13.98 79.50± 14.80 80.92± 17.13 81.51± 16.93

Table 3.2: Varying decoders, with MHA encoder fixed for Syn-B dataset
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Synthetic data, Syn-C

When varying decoders for the Syn-C dataset in Table 3.3, we observe that LSTM or MHA
with MTAN is the best model combination when considering the Accuracy of the linear
model. In this dataset, we note that estimating the variance doesn’t necessarily mean a
positive effect on the metrics. This behavior could be contrasted by the fact that this dataset
was constructed such as the aleatoric variance of the data wouldn’t have an effect in the
classes. Note that in all cases the linear models cannot separate the classes but non-linear
models can. In Fig. 3.5, we show a UMAP over the embedding of models illustrating this
behavior, which doesn’t always occur. The best decoder model in terms of Accuracy is MHA
and MLP. Here, we also don’t observe a big difference between online and offline metrics.
Additionally, metrics obtained by non-linear layers obtain nearly a one-hundred percent of
Accuracy.

Is var? Dec pDec Acc-Linear Acc-On-Linear Acc-MLP Acc-On-MLP

✗ 72.17± 2.96 71.50± 2.93 99.49± 0.13 99.84± 0.03MHA MTAN 85.42± 3.21 87.21± 3.16 99.33± 0.33 99.72± 0.14
MLP ✗ 72.57± 1.44 73.09± 1.02 99.67± 0.10 99.89± 0.05

ResNet MTAN 65.66± 20.63 67.47± 17.75 78.68± 22.25 76.90± 22.06
✗ 70.01± 1.55 70.13± 2.17 99.42± 0.19 99.82± 0.08

✗

LSTM MTAN 60.96± 8.55 64.89± 6.32 78.13± 19.52 80.59± 17.76

✗ 70.63± 3.26 71.14± 3.22 99.48± 0.10 99.84± 0.05MHA MTAN 78.94± 4.85 79.32± 6.20 99.21± 0.20 99.70± 0.09
MLP ✗ 71.84± 3.17 71.64± 2.38 99.69± 0.03 99.84± 0.04

ResNet MTAN 60.43± 11.65 58.52± 12.12 75.62± 19.26 71.02± 18.15
✗ 66.86± 0.58 68.40± 0.90 99.33± 0.10 99.80± 0.03

✓

LSTM MTAN 89.40± 8.90 89.49± 8.76 96.47± 6.26 96.36± 6.88

Table 3.3: Varying decoders, with MHA encoder fixed for Syn-C dataset
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(b) Linear prediction (c) Non-linear prediction

(a) Real labels


Figure 3.5: A scatter plot using UMAP over the latent variables. (a) shows real labels, (b)
shows a prediction of a linear layer over the embedding, and (c) shows a prediction of an
MLP. This figure shows that although the classes are not linearly separable, the embedding
contains all the information for classification with a non-linear model.
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MACHO and ZTF-DR

MACHO and ZTF-DR are datasets obtained from real data sources. From both datasets in
Table 3.5 and Table 3.4, we observe that estimating the variance increases the Accuracy by
2-3 %. The online and offline metrics obtained by the non-linear models don’t differ greatly
for ZTF-DR. However, in all the other cases there exist a big gap. From these results, we
can conclude that we need to use offline metrics to obtain an accurate estimation. In these
datasets, we also include the reconstruction error measured in Mean Squared Error. We note
that the MLP model is the model with consistently less error, followed by MHA and LSTM.
In Fig. 3.6, we show qualitative results of MLP reconstruction in ZTF-DR. Models that
use MTAN, generally have a big MSE, which could be due to the higher complexity of the
datasets. Finally, we can note that varying the decoders doesn’t affect greatly the accuracy,
the biggest difference is the reconstruction error.

Is var? Dec pDec MSE Acc-Linear Acc-On-Linear Acc-MLP Acc-On-MLP

✗ 9.138± 0.775 67.01± 0.33 62.15± 1.04 82.81± 2.82 80.43± 3.32MHA MTAN 16.250± 1.080 64.98± 0.68 60.03± 0.97 69.04± 0.91 64.36± 1.27
MLP ✗ 7.823± 0.455 66.70± 0.91 61.57± 0.85 84.40± 0.34 81.79± 1.53

ResNet MTAN 46.448± 21.633 66.16± 0.40 61.46± 0.86 68.68± 1.04 65.05± 1.19
✗ 8.353± 0.645 65.93± 0.96 61.29± 0.93 84.71± 0.25 81.31± 1.35

✗

LSTM MTAN 12.926± 3.758 67.05± 0.38 62.23± 0.49 73.68± 6.63 70.19± 6.03

✗ 8.998± 0.258 68.97± 0.44 63.15± 0.86 84.62± 1.04 81.53± 1.14MHA MTAN 16.054± 0.438 66.61± 0.94 61.40± 1.17 71.76± 2.58 67.16± 2.44
MLP ✗ 8.380± 0.290 69.82± 0.58 63.55± 0.88 85.51± 0.39 82.99± 0.42

ResNet MTAN 61.671± 19.524 67.59± 0.82 62.47± 1.32 75.07± 5.42 69.63± 7.49
✗ 9.044± 0.840 69.16± 0.87 63.88± 1.10 85.78± 0.17 82.42± 0.85

✓

LSTM MTAN 14.033± 2.856 68.31± 0.65 63.92± 1.08 78.11± 4.01 74.71± 4.61

Table 3.4: Varying decoders, with MHA encoder fixed for MACHO dataset

Is var? Dec pDec MSE Acc-Linear Acc-On-Linear Acc-MLP Acc-On-MLP

✗ 22.75± 2.44 85.73± 1.34 79.79± 1.12 96.07± 0.73 95.10± 1.21MHA MTAN 59.89± 1.04 83.92± 1.23 77.25± 2.75 89.53± 1.02 86.36± 1.97
MLP ✗ 19.93± 1.85 85.24± 1.16 80.01± 2.29 96.22± 0.35 95.27± 0.52

ResNet MTAN 430.47± 265.09 83.86± 2.48 76.52± 2.98 94.46± 3.65 93.14± 3.21
✗ 21.00± 1.47 82.14± 1.18 76.18± 1.38 96.02± 0.30 95.28± 0.66

✗

LSTM MTAN 52.46± 17.30 84.87± 4.38 79.18± 4.84 91.42± 4.05 89.62± 4.73

✗ 22.80± 1.15 87.50± 1.18 80.74± 2.10 96.56± 0.56 95.63± 0.83MHA MTAN 55.36± 12.40 84.54± 1.94 78.74± 3.57 92.42± 1.39 89.58± 3.57
MLP ✗ 20.92± 0.66 88.07± 0.63 82.99± 2.03 95.70± 1.79 95.58± 0.60

ResNet MTAN 504.94± 329.11 87.94± 0.85 81.54± 3.13 95.79± 1.85 93.96± 2.54
✗ 22.58± 2.18 85.18± 1.19 78.01± 1.90 96.35± 0.47 95.10± 1.42

✓

LSTM MTAN 44.63± 20.09 87.49± 1.47 82.24± 3.61 94.58± 1.32 93.79± 1.65

Table 3.5: Varying decoders, with MHA encoder fixed for ZTF-DR dataset
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Figure 3.6: Reconstructions in ZTF-DR, with encoder MHA and decoder MLP. Every row
a different class. Each color refers to a different band.
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3.4.3 Varying encoders

We vary encoders for the datasets of MACHO and ZTF-DR in Table 3.6 and Table 3.7,
respectively. When observing the results of both datasets, we note the most robust results
correspond to MHA and InterPred-based models. InterPred with LSTM showed the best
Acc-Linear, which suggests this model can provide better results in unsupervised learning
tasks. Additionally, these models have similar reconstruction errors in MACHO, but when
considering more complex dataset like ZTF-DR, the reconstruction error of InterPred-based
models increase. Similar behavior is observed with LSTM, this model shows good Accuracy
results in MACHO, but its results don’t maintain in ZTF-DR. MTAN shows low performance
compared with respect to other models. As per previous results, we also observe a big gap
between online and offline metrics.

Enc pEnc MSE Acc-Linear Acc-On-Linear Acc-MLP Acc-On-MLP

MHA 8.719± 0.556 69.44± 0.92 62.15± 1.14 84.71± 0.83 83.16± 0.58
✗ LSTM 8.129± 0.098 73.17± 0.93 67.29± 3.57 83.45± 0.52 81.35± 0.69

MHA 12.575± 3.213 66.82± 0.20 61.83± 0.70 72.59± 8.09 68.50± 7.28
ResNet 16.209± 1.776 66.40± 0.81 60.99± 1.92 66.69± 0.38 62.94± 1.90MTAN
LSTM 14.826± 0.041 66.79± 0.48 61.78± 0.62 67.02± 0.27 63.35± 0.56
MHA 8.517± 0.074 67.77± 0.84 62.22± 1.73 82.70± 1.36 77.79± 0.90

ResNet 11.037± 1.418 72.19± 1.17 66.33± 1.79 77.76± 3.03 72.90± 3.05Ipred
LSTM 9.013± 0.065 73.39± 0.36 69.98± 1.31 81.07± 0.36 77.94± 0.42

Table 3.6: Varying encoders, with MLP decoder fixed and when variance is estimated for
MACHO dataset.

Enc pEnc MSE Acc-Linear Acc-On-Linear Acc-MLP Acc-On-MLP

MHA 20.64± 0.33 88.22± 0.77 83.92± 1.38 96.22± 1.31 95.90± 0.62
✗ LSTM 234.30± 4.06 79.25± 0.57 75.92± 1.08 86.81± 0.09 87.28± 0.70

MHA 60.36± 1.84 77.46± 0.31 70.21± 2.10 78.40± 0.34 69.60± 1.83
ResNet 60.37± 2.41 77.02± 0.54 68.28± 2.98 78.50± 0.17 70.45± 1.72MTAN
LSTM 58.74± 0.41 77.02± 0.40 69.74± 1.06 78.29± 0.34 71.74± 0.53
MHA 29.64± 5.16 83.81± 1.94 76.04± 8.35 97.27± 0.75 83.74± 5.10

ResNet 25.98± 3.19 90.07± 0.98 83.14± 3.06 95.32± 1.31 87.49± 8.11Ipred
LSTM 22.45± 0.96 91.31± 0.95 85.73± 2.27 96.06± 0.70 94.91± 0.68

Table 3.7: Varying encoders, with MLP decoder fixed and when variance is estimated for
ZTF-DR dataset.
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3.4.4 Semi-supervised fine-tuning

Finally, we tested semi-supervised learning fine-tuning with the respective encoders from the
last section. We fine-tune these models using 10% of the labeled data from the training set,
as specified in Section 3.4.1. In Table 3.8, we observe that the best models in MACHO are
MHA, LSTM, and InterPred-based models. However, when considering ZTF-DR, only MHA
and InterPred-based models excel.

When we compare the accuracy of fine-tuned models of Table 3.8 with the model’s linear
Accuracy of Table 3.6, we observed that doesn’t exist a clear pattern. For example, in Acc-
Linear, LSTM surpass MHA by nearly four points in MACHO, while in fine-tuning MHA
surpasses LSTM by two. Another example is InterPred with MHA which has almost the
worst accuracy, but when is fine-tuned is the third best. We conclude that the accuracy
metric of semi-supervised fine-tuning is very different from a linear layer in the embedding
space.

We can note a pattern with accuracy based on MLP (Acc-MLP), in which a low perform-
ance in Acc-MLP is connected with a low accuracy in the fine-tuned model. Finally, as in
previous experiments, we also noted a big difference between online and offline metrics.

pEnc Enc Acc (MACHO) Acc (ZTF-DR)

MHA 79.97± 0.48 94.54± 0.54
✗ LSTM 77.62± 0.97 85.30± 0.70

MHA 68.48± 6.96 72.14± 0.56
ResNet 61.72± 0.70 72.01± 0.26MTAN
LSTM 62.01± 0.86 71.96± 0.47
MHA 76.32± 1.48 95.67± 0.95

ResNet 71.83± 3.82 92.38± 1.75Ipred
LSTM 74.83± 1.18 94.20± 0.58

Table 3.8: Fine-tuning of different encoders for MACHO and ZTF-DR datasets.

3.5 Conclusion
We noted that time codification is fundamental for comparable baselines of encoders when
comparing them against induction-based models. We showed that induction-based models
are not better than MHA or LSTM as shown previously in literature [105, 104].

We found that the estimation of σ̂2 can be fundamental in tasks when the amount of
noise in each class is needed to classify them. In general, across all experiments, we observed
that the estimation of σ̂2 is helpful for representation learning. To include this estimation
we proposed a cross-entropy loss function that can be seen as a more general case of the
log-likelihood. To the best of our knowledge, these loss functions have not been used in the
context of representation learning of time series.

In terms of metrics, we noted that there exists a big gap between online and offline metrics.
Online metrics although faster to compute, produce remarkably worst results and we suggest
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not using them in practice. We also find a big difference between semi-supervised fine-tuned
metrics with respect to linear layers’ accuracy on the embedding space. However, we found
a strong connection between the accuracy of MLP in the embedding space with respect to
semi-supervised based on fine-tuning metrics.

We observed that the best decoding models in terms of representation learning (MHA,
LSTMs, and MLPs) showed marginal differences in their results. We found that a simple
decoder based on an MLP can be sufficient to decode MVLIS time. MLP also showed the
lowest MSE in the reconstruction error. When considering a decoder, we suggest the use of
a simple MLP.

When considering encoders, we found that LSTM struggles when considering more com-
plex datasets. MHA and InterPred (with LSTM) showed the most consistent results. Inter-
Pred with LSTM showed remarkable results in linear layer accuracy suggesting good capab-
ilities for unsupervised learning tasks. However, MHA showed the best results in non-linear
metrics suggesting better capabilities for supervised or semi-supervised learning tasks. Con-
sidering these results we will continue working with MHA-based models for the rest of this
thesis.

Finally, we plan to share all of our source code to reproduce our experiments. We construct
an implementation amenable to the inclusion of new encoders, decoders, pre-encoders, and
post-decoders modules. We hope this implementation is helpful for time series literature.
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Chapter 4

ATAT: Astronomical Transformer for
time series And Tabular data

In this chapter, we present ATAT, the Astronomical Transformer for time series And Tabular
data, a classification model that receives as input both light-curves and tabular data from
astronomical sources. ATAT consists of a light-curve Transformer with a new time mod-
ulation that encodes the time of each observation, and a feature Transformer that uses a
Quantile Feature Tokenizer. This model was conceived in the context of the recent Extended
LSST Astronomical Time-Series Classification Challenge (ELAsTiCC). ATAT outperforms
previous decision tree-based ensemble approaches in terms of classification when trained over
the ELAsTiCC dataset. Importantly, some of its variants do not require human-engineered
features, with significantly reduced inference computational times (400x faster). The use of
Transformer multimodal architectures, combining light-curve and tabular data, opens new
possibilities for classifying alerts from a new generation of large etendue telescopes, such as
the Vera C. Rubin Observatory, in real-world brokering scenarios.

4.1 Introduction
A new generation of synoptic telescopes are carrying out data-intensive observation cam-
paigns. An emblematic example is the Vera C. Rubin Observatory and its Legacy Survey
of Space and Time (LSST) [61]. Starting in 2024, the Rubin Observatory will generate
an average of 10 million alerts and 20 TB of data every night. The massive data stream
of LSST is to be distributed to Community Brokers1 that will be in charge of ingesting,
processing and serving the annotated alerts to the astronomical community. Collaboration
between astronomers, computer scientists, statisticians, and engineers is key to solving the
rising astronomical big-data challenges [13, 59].

Automatic data processing based on Feature Engineering (FE, e.g., [85]) and Machine
learning (ML), including Deep Learning (DL) have been applied extensively in astronomical
data applications, such as light-curve and image-based classification (e.g., [32, 15, 77, 21]),
clustering [76, 4], physical parameter estimation [41, 99, 115], and outlier detection [86, 89,

1https://www.lsst.org/scientists/alert-brokers
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100, 60]. The Vera C. Rubin Community Brokers: ALeRCE [43], AMPEL [84], ANTARES
[78], BABAMUL, Fink [79], Lasair [107], and Pitt-Google2 are processing or will process
massive amounts of data that is annotated with cross-matches, ML model predictions, and/or
other information that is distributed to the community. These scientific products allow
astronomers to study transient and variable objects in almost real-time or in an offline fashion
for a systematic analysis of large numbers of objects. To enable the former, ML models
should be integrated into a complex infrastructure and allow for accurate, rapid and scalable
evaluation of tens of thousands of alerts received every minute [81, 96, 16]. In the past,
the most common choices have been decision tree-based ensembles (e.g., Random Forest,
RF), models with high predictive performance, but high resource usage, due to the FE step.
Despite several efforts in applying faster DL-based approaches to the problem of classifying
astronomical time series (e.g., Recurrent Neural Networks, RNN, [22, 82, 20, 80, 7, 45, 35]),
in practical applications they have not been able to surpass the performance of tree-based
ensembles [12, 54, 83, 110].

More recently, Multi-Head Attention (MHA, [114]) and Transformers have appeared as
promising alternatives to time series encoders in astronomy [2, 88, 37]. These models are
faster than RNNs since they have access to all the input simultaneously and not sequen-
tially. However, these works have not explored training with multiple data sources (time
series, metadata, and human-engineered features) simultaneously. Moreover, it is unknown
if Transformers are useful in more realistic production scenarios.

The astronomical community has made great efforts to create realistic scenarios to test ML
models [54], but none of them have contemplated an end-to-end ML pipeline, i.e. from the
data ingestion to the ML model’s outputs. The recent Extended LSST Astronomical Time-
Series Classification Challenge (ELAsTiCC3,4, see Section 4.2) has appeared as a unique
opportunity to test the broker’s pipelines and ML models in production. ELAsTiCC is a
challenge created by the Dark Energy Science Collaboration (DESC) that simulates LSST-
like astronomical alerts with the goal of connecting the LSST project, brokers, and DESC
by testing end-to-end pipelines in real time. To fulfill this objective, ELAsTiCC started an
official data stream on September 28th, 2022. Additionally, ELAsTiCC provided a dataset
to train ML models.

In this work, we propose ATAT, an Astronomical Transformer for time series And Tabular
data, a model that is based on a Transformer architecture. ATAT is trained with the dataset
provided by ELAsTiCC previous to the start of the real-time infrastructure challenge and
implemented as an end-to-end pipeline within the ALeRCE [43] broker. ATAT can use time
series information and all the available metadata and/or features obtained from other pre-
processing steps (see Figure 4.1). In summary, our contributions to this chapter are:

• A new state-of-the-art Transformer model called ATAT, which encodes multivariate,
variable length, and irregularly sampled light curves in combination with metadata
and/or extracted features.

• A thorough comparison between ATAT and an RF-based baseline (the most competitive

2https://pitt-broker.readthedocs.io/en/latest/
3ELAsTiCC Challenge, link 1
4 ELAsTiCC Challenge, link 2

41

https://pitt-broker.readthedocs.io/en/latest/
https://project.lsst.org/meetings/rubin2022/agenda/extended-lsst-astronomical-time-series-classification-challenge-elasticc
https://portal.nersc.gov/cfs/lsst/DESC_TD_PUBLIC/ELASTICC/


Add token as first
element of seq.


Take first element of seq.

Take first element of seq.

Add token as first
element of seq.


Figure 4.1: Diagram of ATAT, which consists of two branches: 1) on top a Transformer to
process light-curves (matrices x, t and M) and 2) at the bottom a Transformer to process
tabular data (matrix f). Both information sources are processed by Time Modulation (TM)
and Quantile Feature Tokenizer (QFT), respectively, represented as white rectangles. In both
cases, the results of this processing are sequences. Subsequently, a learnable token is added as
the first element of the sequence. These sequences are processed by the Transformer architec-
tures Tlc (light-curves) and Ttab (tabular data). Finally, the processed token is transformed
linearly and used for label prediction (ŷlc or ŷtab). In training, we use cross-entropy H(·, y) to
optimize the model (purple rectangle). If both light-curves and tabular information are used
at the same time, we additionally minimize the cross-entropy of the prediction ŷmix resulting
from the concatenation of both processed tokens. In the diagram, MLP, LL, and CAT refer
to Multi-Layer Perceptron, Linear Layer, and concatenation in the embedding dimension,
respectively. For more details see Section 4.3.

model of ALeRCE) in the ELAsTiCC dataset.

4.2 ELAsTiCC
The ELAsTiCC dataset contains 1,845,146 light-curves in six bands (ugrizY) from simulated
astronomical objects distributed in 32 classes as shown in Figure 4.2 (a). We use the same
taxonomy than the ELAsTiCC broker’s comparison taxonomy, except for the SN-like/other
class that includes only SNe IIb (see Figure 4.2 b).

We split the ELAsTiCC dataset into training, validation, and test sets. The test set con-
tains one-thousand samples of each class. The rest of the data is divided into five splits, with
which we train five models leaving one fold for validation at each time, used for hyperpara-
meter tuning and early stopping. All the metrics reported in this chapter are the mean of
these five models in the test set.

Additionally, the ELAsTiCC dataset was modified by discarding information that is not
available in the ELAsTiCC alert stream. For this purpose, we use the PHOTFLAG5 key to
select only non-saturated data, and to only consider forced photometry starting thirty days

5Specific format information for the ELAsTiCC dataset.
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(a) Original data class distribution (b)  Modified data class distribution                               


Figure 4.2: ELAsTiCC dataset class histogram. In (a) the original taxonomy class distri-
bution is shown. In (b) the taxonomy class distribution selected by Vera Rubin’s brokers is
shown. Note that we use the SN-like/Other class to include SNe IIb.

before the first alert.

4.3 Methods

4.3.1 ATAT

Here we describe our proposed transformed-based model, ATAT, and the techniques de-
veloped to process time series information (light-curves) and tabular data information (metadata
and/or processed features). For the rest of the chapter, we will call these models ATAT’s
variants since different input combinations can be used.

For each astronomical source, we consider two types of data: the light-curve and tabular
data composed of static metadata (e.g., host galaxy redshifts, if any) and features calculated
from the light-curves (e.g., the period of a periodic source). For a particular source, an
observation j in band b of its light-curve is described by the observation time tj,b and by the
photometric data xj,b = (µj,b, σj,b), where µj,b represents the difference flux6, and σj,b the flux

6Source flux density measured from a difference image.
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error. Not all light-curves have the same number of observations. In order to represent this
in the model input, we consider fixed size light-curves of the length of the largest light-curve
in the dataset and perform zero padding (add zeros for observations after the maximum time
in each band, both for xj,b and tj,b). At the same time, not all bands are observed at all times.
This is represented by adding zeros to µj,b and σj,b of the unobserved bands of observation
j. In order to mask attention for these unobserved values, we use a binary mask Mj,b such
that Mj,b = 1 if observation j is observed at band b, and Mj,b = 0 if not [114, 31]. For each
source, tabular data consists of K features fk, k ∈ {1, . . . , K} which, as explained above,
may be static or depend on the light-curve.

As a first step, time series and tabular data are processed using Time Modulation and
a Quantile Feature Tokenizer, respectively. These steps return sequences that can be used
as inputs for common Transformer architectures. Figure 4.1 shows a general scheme of
ATAT. Its hyperparameters are further specified in Implementation details section. We noted
larger models showed better performance, but we limited their size to reduce the memory
requirements in production. For the rest of the chapter we will denote a linear layer as LL.

4.3.2 Time Modulation

Time Modulation (TM) incorporates time information of observation j and band b, tj,b, into
the difference flux µj,b and flux error σj,b. Previous works have successfully applied TM in
attention models, using processes similar to positional encoding [114]. We construct a variant
of the time modulation proposed by [88], which is based on a Fourier decomposition. For
each observation j and band b of the light-curve we perform a linear transformation on the
input vector, transforming xj,b = (µj,b, σj,b) to a vector LLTM(xj,b) of dimension ETM. We
modulate this vector by doing an element-wise product with the output of a vector function
γ1
b (tj,b) and add the output of a second vector function γ2

b (tj,b):

TM(xj,b, tj,b) = LLTM(xj,b)⊙ γ1
b (tj,b) + γ2

b (tj,b). (4.1)

We define the functions γ1
b (tj,b) and γ2

b (tj,b) as Fourier series

γ1
b (t) =

H∑
h=1

α1
b,h sin

(
2πh

Tmax

t

)
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b,h cos
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)
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b,h sin
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b,h cos
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)
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(4.2)

where Tmax is an hyperparameter that is set higher than the maximum timespan of the
longest light-curve in the dataset, H is the number of harmonics in the Fourier series, and
α1
b,h, β

1
b,h, α

2
b,h, and β2

b,h are learnable Fourier coefficients.

Eq. (4.1) applies a linear transformation to xj,b, expanding its dimension. After that, a
scale and bias are created as Fourier series (Eq. 4.2) using time tj,b. Note that a Fourier series
can have enough expressive power for large H. Eq. (4.1) is applied separately for each band,
and their output vectors are later concatenated in the sequence dimension. Consequently,
the output of TM for a light-curve is a matrix of dimension L · B × ETM, where B is the
number of bands, and L is the maximum number of observations that a band can have for
all bands and light-curves in the dataset.
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4.3.3 Quantile Feature Tokenizer

Tabular data in ELAsTiCC may include processed light-curve features, static metadata, or
a concatenation of both. We process this data before feeding it into a Transformer. We call
this process Quantile Feature Tokenizer (QFT) and it comprises two steps. First, a quantile
transformation7 QTk(fk) is applied to each feature fk of the tabular data of each object, to
normalize them as a way to deal with complex distributions. Second, an affine transformation
is used to vectorize each scalar value of the attributes recorded in the tabular data

QFTk(fk) = Wk ·QTk(fk) + bk, (4.3)

where · stands for matrix multiplication, k refers to the index feature, and Wk and bk are
vectors of learnable parameters with dimensions EQFT. In other words, the kth scalar feature
fk is transformed by QTk and then vectorized by multiplying it by Wk and adding bk. Notice
that a different transformation is applied to each feature of the tabular data. The output
dimension EQFT is an hyperparameter to be chosen. This methodology is similar to [48],
but we additionally apply the quantile transformation to each feature that is fitted before
training the model.

4.3.4 Transformers

The Transformer architecture is based on Bidirectional Encoder Representations from Trans-
formers [BERT, 31] and Vision Transformers [39] which aim at processing sequential inform-
ation. The architecture consist of a MHA step and a forward fully-connected (FF) neural
network step with skip connections.

A Transformer architecture can be summarized as l layer which receives as input the
output of layer l − 1. Then, our Transformer architecture can be described as

hl
∗ = MHAl−1(hl−1) + hl−1, (4.4)

hl = FFl−1(hl
∗) + hl

∗, (4.5)

Tmodel ≡ hN layers

, (4.6)

where l ∈ [1 . . . N layers] (N layers being the number of layers of the Transformer), hl is the
output of layer l, and hl

∗ is the output of the MHA step which includes a skip connection.
Notice hl

∗ serves as input to a feed-forward network with a skip connection which outputs hl.
Relevant Transformer hyperparameters include the number of heads Nheads and the embed-
ding dimensionality ET , which are specified in Implementation details section. Additionally,
we use a learnable classification token of dimension ET that is concatenated at the beginning
of the input sequence. This token representation after the Transformer is fed into an output
layer that performs the classification task. The dimension number of ET is equal to ETM for
the light-curve Transformer and EQFT for the tabular data Transformer.

When only a single data source is considered (e.g., only light-curves data), we take the
first element of the Transformer’s output sequence, and apply a linear layer plus a softmax
activation function. When two data sources are considered, two Transformers Tlc and Ttab

7A quantile transformation transforms features into a desired distribution by mapping the cumulative
distribution function of the features to the quantile function of the desired distribution.
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are used to process light-curve and tabular data information, respectively. The first output
elements of both sequences are concatenated, and a multilayer perceptron plus a softmax
activation function are applied to produce the label prediction (see Figure 4.1).

4.3.5 Mask temporal augmentation

To improve early classification performance, we train ATAT on light-curves reduced up to
a randomly selected time instant. During training, a day t∗ ∈ {8, 128, 2048} is randomly
selected for each light-curve, and the values of mask M corresponding to times t > t∗ are
set to zero. Note that t∗ = 2048 is equivalent to using the complete light-curves. Times are
selected from a limited discrete set since it is unfeasible to compute the features at arbitrary
times. Hereafter, we refer to this augmentation method as Masked Temporal Augmentation
(MTA).

4.3.6 Implementation details

ATAT variants are evaluated every twenty-thousand iterations, and early stopping with a
patience of three evaluations is used. Models are trained using the Adam optimizer [64] until
early stopping with learning rate of 2 · 10−4 and a batch size of 256. We use class balanced
batches. For both Tlc and Ttab, Nheads = 4 and N layers = 3. For Tlc/Ttab all input and output
dimensions of linear layers are 48/36 with the exception of the hidden layers of FF (Eq. 4.5)
which are 96/72. Note that this implies that ETM = 48 · 4 = 192 and ETT = 36 · 4 = 144.
We select Tmax = 1500 and H = 64. We use a dropout of 0.2 for training. All Nans, inf and
− inf in features and metadata are replaced by -9999.

4.4 Random forest baseline

4.4.1 Balanced Hierarchical Random Forest

We compare our Transformer models against the Balanced Hierarchical Random Forest
(BHRF) model of [110] adapted for the ELAsTiCC dataset. This section describes the
differences between the original BHRF and its ELAsTiCC adaptation.

The original BHRF described in [110] is composed of four Balanced Random Forest models
[23] that are used in a hierarchical structure. The top model classifies each light-curve into
Transient, Stochastic and Periodic classes. Then each one of these three groups is further
classified using its own Balanced Random Forest model. In this work, the Transient group in-
cludes the following classes: Calcium Rich Transients (CART), SNe Iax (Iax), SNe 91bg-like
(91bg), SNe Ia (Ia), SNe Ib/c (Ib/c), SNe II (II), SNe IIb (SN-like/Other), Superluminous
SNe (SLSN), Pair Instability SNe (PISN), Tidal Disruption Events (TDE), Intermediate Lu-
minosity Optical Transients (ILOT), and Kilonovae (KN). The Stochastic group includes the
following classes: M-dwarf flare, Dwarf novae, active galactic nuclei (AGN), and gravitational
micro lensing events (uLens). The Periodic group includes the following classes: Delta Scuti,
RR Lyrae, Cepheid, and Eclipsing Binary.

The ELAsTiCC dataset has six bands and its light-curves contain difference fluxes. In
comparison, the alert stream from ZTF [8, 49] classified by the original BHRF model has
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only two fully-public bands and it offers light-curves in difference magnitudes. In order
to deal with this, we modified some of the original features from [110]. All light-curve
based features were modified to use fluxes as input instead of magnitudes. The supernova
parametric model (SPM) from [110] was modified to better handle the six bands available
and the extra information of redshift and Milky Way dust extinction. The fluxes were scaled
using the redshift information available and the WMAP5 cosmological model [68, 6], and also
deattenuated using the extinction information and the model from [87]. This means that some
of metadata information was used in the computation of features. We remove some features
from [110] that were not simulated by ELAsTiCC, e.g., the star-galaxy score from the ZTF
stream and the color information from ALLWISE. The coordinates of the objects are not
used because they were not simulated in a realistic way for each of the astrophysical classes.
These engineered features are also used for ATAT in Section 4.5. In the next section we give
a comprehensive list of the modified features.

In order to be consistent with ATAT, the Random Forest (RF) models were trained using
light-curves trimmed to 8, 128 and 2048 days long. From each astrophysical class 15,000,
9,000 and 3,900 light-curves were sampled to train the transient, periodic and stochastic
RF, respectively. Each RF has 500 trees, with the exception of the RF for transient classes,
which has 350 trees. The transient RF also uses a minimum impurity decrease value of
0.00003. Both decisions were made to diminish the final size of the model in order to facilitate
deployment.

4.4.2 Processed features details

To extract color information from the difference light-curves, on each band we take the
absolute value of the flux, compute the percentile 90 and save that value. Following the
order ugrizY, we take the value of the percentile 90 previously saved for one band and divide
it by the value of the next band. To avoid dividing by zero, we add 1 to the denominator.

Most differences in the features used are related to extracting information from supernova-
like light-curves. This is the list of supernova features, which are computed for each band:

• positive_fraction: fraction of observations with a positive flux value.
• dflux_first_det_band: difference between the flux of the first detection (in any band)

and the last non-detection (in the same selected band) just before the first detection.
• dflux_non_det_band: same as dflux_first_det_band, but instead of using the last

non-detection before the first detection, we take all the non-detections before the first
detection and compute the median. Later, this median is subtracted from the flux of
the first detection (in any band).

• last_flux_before_band: flux of the last non-detection (in the selected band) before
the first detection (in any band).

• max_flux_before_band: maximum flux of the non-detections (in the selected band)
before the first detection (in any band).

• max_flux_after_band: maximum flux of the non-detections (in the selected band)
after the first detection (in any band).

• median_flux_before_band: median flux of the non-detections (in the selected band)
before the first detection (in any band).
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• median_flux_after_band: median flux of the non-detections (in the selected band)
after the first detection (in any band).

• n_non_det_before_band: number of non-detections (in the selected band) before the
first detection (in any band).

• n_non_det_after_band: number of non-detections (in the selected band) after the first
detection (in any band).

As we were not sure if the ELAsTiCC stream would indicate if the observations were alerts
or forced photometry (i.e. if the signal was strong enough compared with the noise), for the
supernova features we considered an observation as a detection if the absolute value of the
difference flux was at least 3 times larger than the observation error.

With respect to the Supernova Parametric Model [SPM, 110], one SPM model per band
was fitted to the data, but the optimization was done simultaneously and penalizing the
dispersion between the parameters on different bands. The extra term added to the cost
function is

〈


V̂ ar(A) + 1

V̂ ar(t0) + 0.05

V̂ ar(γ) + 0.05

V̂ ar(β) + 0.005

V̂ ar(trise) + 0.05

V̂ ar(tfall) + 0.05


,


0.0
1.0
0.1
20.0
0.7
0.01


〉

(4.7)

where the variances are estimated over the different bands and the coefficients were found
experimentally. The original SPM code was modified to avoid numerical instabilities. To
speed up the optimization, the gradient of the cost function is computed using the JAX
library 8. The initial guess and the boundaries for the parameter optimization were tuned
for the range of values in the ELAsTiCC dataset.

4.5 Results

4.5.1 Comparison between ATAT and RF-based baseline

Figure 4.3 (a) shows the test-set F1-score of two selected ATAT variants using different
data sources with a data augmentation strategy (Masked Temporal Augmentation, MTA,
see Section 4.3.5) and the Random Forest baseline (RF, described in Section 4.4.1) as a
function of the number of days after the first alert, starting at eight days and progressively
increasing in powers of two up to 2048. These ATAT variants outperform the RF model for
all light-curve lengths, specially for shorter light-curves. We further compare these models by
measuring the F1-score, recall and precision in a per-class basis as shown in Table 4.1. The
labels indicate whether the models were trained using the light-curve (LC) data, metadata
(MD), engineered features (Features), or combinations of these. In Section 4.5.3, we compare
ATAT and RF in terms of confusion matrices. The ATAT’s variants surpass the RF in most
classes. In particular, the ATAT variant based on LC and MD performs better in the SN
subclasses, but the ATAT variants that use all data sources obtain better scores in the periodic

8http://github.com/google/jax
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sub-classes. Three of the four classes where the RF-based baseline outperforms (F1-Score)
ATAT, namely KN, CART and M-dwarf are also the ones with fewer examples in the dataset
(see Figure 4.2). This may be explained by the differences in the class-balancing strategies,
with the RF being more robust to overfitting in the minority classes.

4.5.2 Classification performance of ATAT variants

(b) Light-curve only ATAT variants
 (c) Tabular data only ATAT variants
plus RF baseline


(d) Combined Light-curve and tabular
data ATAT variants


(a) Comparison between two ATAT variants and RF baseline


Figure 4.3: F1-score vs time since first alert for a selection of models. We show the bet-
ter performing ATAT variants and the RF-based baseline (a), the light-curve only ATAT
variants (b), the tabular data only ATAT variants (c), and the combined light-curve and
tabular data ATAT variants (d). LC/MD/Features refers to models that are optimized using
the light-curve, metadata and feature information, respectively. Models can use more than
one information source, e.g., LC + MD + Features. Dotted lines refer to models that are
optimized with MTA (see Section 4.3.5).

To explore the influence of the number and type of data sources on the classification
performance, eleven ATAT variants are compared in Figures 4.3 (b), (c) and (d). In all
figures the dashed lines correspond to the cases where the MTA strategy is used.

Figure 4.3 (b) shows the performance of the ATAT variants using only the light-curve as
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input source, with and without the MTA strategy. The MTA strategy significantly improves
the classifier performance at early times, saturating at about 128 days and after that having
only marginal increments. This could be related with the majority of the classes in the
dataset being transients and with the absence of longer timescales variable objects (e.g.,
Miras and other LPVs).

Figure 4.3 (c) shows the performance of the ATAT variants trained using only tabular data
information. This includes metadata from the first alert and features that are a function of
the available light-curve data, where a strategy similar to MTA can also be applied. Note that
the feature-based model (yellow line) outperforms the LC-based model (grey line in Figure
4.3 b), although they may not be fully comparable (see Section 4.4). We can also observe
that the performance of the feature-based model increases considerably when metadata is
incorporated (purple line), and even outperforms the RF-based baseline (red line) when
considering MTA. The MTA strategy applied to feature computation has a positive effect in
early classification performance in all cases.

Figure 4.3 (d) shows the performance of four ATAT variants trained with both the light-
curves and the metadata, with and without features, and with and without the MTA strategy.
This figure suggests a low synergy between the light-curve and feature data and that ATAT
can extract the most relevant class information using only the light-curve and metadata.
Moreover, a comparison with Figure 4.3 (b) suggests a high synergy between the light-curve
and metadata, where adding metadata yields a performance improvement between 20% and
30% depending on the length of light-curves. The ATAT variant that uses all information
sources (blue solid-line) without the MTA strategy has a worse performance for light-curves
shorter than 128 days than the model that uses only light-curve and metadata information
(green solid-line). When the MTA strategy is applied, the model that uses all the data
sources is only marginally superior.

Summarizing, models combining light-curves and metadata information yield the highest
performance (highest synergy). The addition of features improves the classification margin-
ally if using the MTA strategy, but this does not appear to be significant. Additionally,
applying the MTA strategy is always beneficial for early classification in the models using
light-curves and/or feature data. The two ATAT variants that use light-curves plus metadata
and MTA shown in Figure 4.3 (a) were put into production within the pipeline that pro-
cesses the ELAsTiCC stream. In the future, we will explore class-weighting and/or additional
data-augmentation strategies to improve the performance of ATAT in the data-scarce classes.

4.5.3 Confusion matrices

Figure 4.4 shows the confusion matrices of: (a) the ATAT variant that uses LC, metadata and
MTA; (b) the ATAT variant that uses LC, features, metadata, and MTA; and (c) the RF-
based baseline. These results where obtained by evaluating the light-curves at their maximum
length (2048). The ATAT (LC + MD + Features + MTA) model outperformed the RF in
15 out of 20 classes in the dataset. In particular the ATAT performs better in all the SNe
subclasses, namely: Iax, 91bg, Ia, Ib/c, II, SLSN, PISN and SN-like/Other. This is specially
noticeable for types Ib/c and II where the difference in recall is 37% and 20%, respectively. In
the case of transient types, besides the aforementioned SNe subclasses, noticeable differences

50



Classnames ATAT (LC + MD) ATAT (LC + MD + Features) RF (MD + Features)

Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score

CART 0.7440 0.4040 0.5200 0.7520 0.3980 0.5200 0.5553 0.5526 0.5539
Iax 0.6080 0.6680 0.6360 0.6040 0.6520 0.6220 0.5434 0.5108 0.5265

91bg 0.8980 0.9220 0.9100 0.8960 0.9000 0.8980 0.7107 0.8752 0.7844
Ia 0.7520 0.8200 0.7840 0.7480 0.8060 0.7760 0.5674 0.7538 0.6474

Ib/c 0.5080 0.6740 0.5760 0.4780 0.6760 0.5600 0.5799 0.3114 0.4052
II 0.7520 0.5220 0.6140 0.7480 0.5440 0.6300 0.6381 0.3450 0.4478

SN-like/Other 0.5900 0.7500 0.6600 0.5900 0.7260 0.6500 0.5430 0.4900 0.5151
SLSN 0.9420 0.9180 0.9280 0.9340 0.9220 0.9280 0.8865 0.8846 0.8855
PISN 0.9140 0.9700 0.9420 0.9180 0.9660 0.9400 0.8341 0.9578 0.8917
TDE 0.7360 0.9180 0.8140 0.7420 0.9220 0.8200 0.8160 0.7370 0.7744
ILOT 0.9000 0.8300 0.8660 0.9060 0.8540 0.8800 0.7469 0.9178 0.8235
KN 0.9700 0.7040 0.8140 0.9700 0.6900 0.8040 0.8173 0.9328 0.8712

M-dwarf Flare 0.9900 0.6840 0.8120 0.9940 0.6720 0.8000 0.9529 0.7890 0.8632
uLens 0.8580 0.9500 0.9020 0.8520 0.9620 0.9040 0.9475 0.8274 0.8834

Dwarf Novae 0.8820 0.8740 0.8780 0.8780 0.8760 0.8800 0.7769 0.8272 0.8012
AGN 1.0000 1.0000 1.0000 0.9980 1.0000 1.0000 0.9457 1.0000 0.9721

Delta Scuti 0.9280 0.9580 0.9440 0.9680 0.9980 0.9820 0.9051 0.9882 0.9448
RR Lyrae 0.9520 0.9540 0.9560 0.9740 0.9900 0.9800 0.9209 0.9836 0.9512
Cepheid 0.9560 0.9820 0.9700 0.9800 0.9980 0.9900 0.9213 0.9878 0.9533

EB 0.8720 0.9900 0.9240 0.8840 0.9900 0.9340 0.9282 0.9752 0.9511

Macro avg 0.8376 0.8246 0.8225 0.8407 0.8271 0.8249 0.7769 0.7823 0.7724

Table 4.1: Classification precision, recall and F1-score per class and macro average of the
models put into production. We include the two best-performing ATAT variants (with MTA)
and the RF-based baseline.

between the models arise. For example the RF-based baseline outperforms ATAT by 24%
and 15% in the case of KN and CART, respectively. The former model confused these classes
mainly with SNe types Ib/c and Iax. The baseline is also 7% better at detecting ILOT. ATAT
confuses this class mainly with TDEs, whereas the baseline does not present such confusion.
On the other hand, ATAT outperforms the baseline by 18% and 6% in the case of TDE and
uLens, respectively. Cataclysmic types also present interesting differences between models.
For example the ATAT outperforms the baseline by 7% for the Dwarf-novae class. On the
other hand, the RF-based baseline outperforms the ATAT model by 16% in the case of M-
dwarf flares. The latter model has 11% confusion between this class and the EB periodic
subtype, whereas the baseline does not present such confusion. Finally, the confusion matrices
show that both models achieve almost perfect detection for periodic variable star classes and
for the stochastic AGN class, with the proposed model being marginally superior than the
baseline. It is worth noting that in three of the four classes where the RF-based baseline
outperforms ATAT, namely KN, CART and M-dwarf are also the ones with fewer examples
in the dataset (see Figure 4.2). This suggests that the RF is more efficient for highly class-
imbalanced datasets than the Transformer-based approach. Additional data-augmentation
strategies may be required to improve the performance of ATAT in these data-scarce classes.
The ATAT variant that does not use features (LC + MD + MTA) shows a similar performance
than the ATAT variant that uses them (LC + MD + Features + MTA), except for periodic
classes where the feature-based variant is marginally better.
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(c) RF (MD + Features)

(a) ATAT (LC + MD + MTA) (b) ATAT (LC + MD + Features + MTA)

Figure 4.4: Confusion matrix of two ATAT variants, and the Random Forest (RF) baseline.
ATAT (LC + MD + MTA) has an F1-Score of 82.25%, ATAT (LC + MD + Features +
MTA) has an F1-Score of 82.49%, and RF (MD + Features) has an F1-Score of 77.24%.
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4.5.4 Computational time performance

Table 4.2 shows the average computational time to predict the class of a single light-curve9

with the selected ATAT variants and the RF-based baseline. The table also shows the
average time per light-curve to compute the complete set of engineered features. Note that
only the RF-based baseline and ATAT (LC + MD + Features + MTA) require features to
be computed. From Table 4.2, we observe that the computational time required to perform
inference with any of the models is negligible in comparison with the time required to compute
features. This means that in total, the ATAT (LC + MD + MTA) variant, is several orders
of magnitude faster than the RF-based baseline and feature-based ATAT variants. This sets
the LC + MD + MTA variant as a very interesting trade-off, reducing computational time
in 99.75% with only a 0.3% decrease in F1-score. We note, however, that some classes are
more affected when features are excluded, e.g., periodic variables. As future work we plan to
explore which subset of features are more synergistic with the ATAT (LC + MD + MTA)
variant. The selection of the best trade-off may also need to be reevaluated as future surveys
such as LSST are expected to incorporate some features (e.g., period) in the alert stream.

Inference step Average time [s]

ATAT (LC + MD + MTA) 4.75 · 10−4

ATAT (LC + MD + Features + MTA) 8.29 · 10−4

RF (MD + Features) 2.02 · 10−4

Feature computation 1.88 · 10−1

Table 4.2: Average computational time per light-curve in seconds required to perform the
inference step for selected classification models.

4.6 Conclusion

We introduced ATAT, a novel Deep Learning Transformer model that combines time series
and tabular data information. The proposed model was developed for the ELAsTiCC chal-
lenge that simulates an LSST-like stream, with the objective of testing end-to-end alert
stream pipelines. We were able to evaluate both classification and infrastructure perform-
ance metrics in the training set provided by ELAsTiCC. Our model was put into production
within the ALeRCE broker in preparation for the real-time classification of the LSST alert
stream.

Our results show that, using the ELAsTiCC dataset, ATAT outperforms a Balanced Hier-
archical RF model similar to the current ALeRCE’s light-curve classifier. This RF obtains a
macro precision/recall/f1-score of 0.777/0.782/0.772, while ATAT achieves 0.841/0.827/0.825
when using light-curves, metadata and features calculated over the light-curves. Further-
more, if only the light-curves and metadata are considered for ATAT, we achieved values
of 0.838/0.825/0.823 for the previous metrics, and about 400 times faster inference times
than with the RF. Importantly, our work suggests that it is possible to classify light-curves
excluding human-engineered features with no significant loss in performance, and highlights

9Averages are estimated using the whole dataset and full-length light-curves.
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the importance of including metadata information such as the properties of the host galaxy
(e.g., [42]).

The metrics presented in this work, e.g., in Table 4.1 or Figure 4.3, are representative of
the dataset provided by ELAsTiCC to prepare machine learning models previous to the end-
to-end challenge. The ELAsTiCC simulated stream may not be representative of this dataset
(e.g., in the distribution of classes), nor of the real LSST alert stream, and this may result
in different performance metrics than those reported in this work. In order to tackle these
differences, we suggest the application of fine-tuning and domain adaptation techniques.

To the best of our knowledge, this is the first time that a deep neural network outperforms
feature-based tree ensembles in a large, complex and multi-class light-curve classification
setting, including very different variability classes. Transformer-based models represent a
paradigm shift and we believe that more astronomical applications based on these models
will be developed. Particularly, ATAT opens the door for more multi-modal applications,
e.g., a third branch for stamps in Fig 4.1. Finally, it is important to note that we won the
ELAsTiCC challenge, although we disclosed the results for privacy reasons.
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Chapter 5

Self-supervision in time series and
tabular data

This thesis mainly focuses on classifying astronomical objects using the most information
available. We particularly want to use unlabelled and tabular data to improve the classi-
fication. In Chapter 3, we investigated the best architectures for classification when using
unlabeled data. We studied different encoders and decoders from a representation learning
and semi-supervised learning perspective. Thanks to this research, we could demystify what
model is the most promising and flexible for MVLIS time series classification. In Chapter 4,
using Transformers, we proposed a new model ATAT that could take advantage of MVLIS
time series and also tabular data. The proposed model showed impressive performance al-
lowing us to win the ELAsTiCC Challenge.

Although we explored how to use unlabeled data and tabular data for classification sep-
arately, it is important to study a unified approach that can take advantage of unlabeled
data and tabular data at the same time. Thanks to our studies, in Chapter 3 and Chapter
4, we can narrow our exploration to MHA models and Transformers. Moreover, we demon-
strate that using Transformers is possible to overcome the most widespread approach used in
astro-informatics for classification, the Random Forest. But, is it possible to use Transformer
with self-supervised approaches for representation learning and semi-supervised learning? In
Computer Vision, the literature is vast about it [26, 25, 19]. But, in the astro-informatic
literature, this problem is not well studied, and only a couple of works have been developed
in this direction [36]. In Chapter 3, we showed various architectures that could be trained
with the auto-encoding approaches, a self-supervised technique, but this technique can not
be applied to features.

Other self-supervised techniques [48, 58, 47] are more promising to tackle tabular data
as input, in addition to time series. These self-supervised techniques have not been widely
explored in astro-informatics. However, they are based on Transformers, and they are flexible
enough to use other data modalities like time series and tabular data as inputs. In what
follows, we will study the most widely self-supervised approaches in Computer Vision and
Natural Language Processing. We will obtain their main components, and we will unify
them. Finally, we will propose guidelines on how to use these self-supervised approaches and
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what hyperparameters should be explored. Note, the purpose of this chapter is not to provide
experiments or results. Rather, it is to unify under one framework two of the most important
self-supervised methods in the literature. This framework can be helpful for future research
in self-supervision on tabular and time series data.

5.1 Background of self-supervised methods

In Computer Vision, for representation learning and semi-supervised learning MAE [52] is
widely used. In contrast, in Natural Language Processing, BERT [31] and BERT’s variation
are more popular. Although these methods are from different areas, they are incredibly
similar and share many components. Both methods try to reconstruct data that is not
present in the input. However, they do this in slightly different manners. While MAE uses
encoding and decoding steps, BERT uses only an encoding step. Both methods use tokens
that, after being processed by the Transformer, estimate the data that was not present in the
input. Let’s call these tokens as “predictive tokens”. In the case of MAE, the Transformer
used to predict missing data is the decoder Transformer, while in the case of BERT, it is the
encoder Transformer.

Finally, MAE only uses learnable embeddings as predictive tokens with their correspond-
ing positional encoding, while in BERT, the predictive tokens sometimes were learnable
embeddings, sometimes were replaced by tokens of other words, and sometimes predictive
tokens were simply the same word token without modifications. Additionally, MAE tries
to predict not only missing information but also all the input information. BERT predict
only predictive tokens and only reconstructs unmodified inputs occasionally. Note, in this
work, we will ignore completely sentence A and sentence B pretraining of BERT. For more
information about BERT and MAE, please see Chapter 2.

5.2 Methodology

Let’s consider the input pair (xj, pj), with j ∈ [1, . . . , L], being L the maximum length of
the sequences in the dataset. This input x can be a time series or tabular data ordered as
a sequence or any other sequence of interest. The pj is the position or time (in case of time
series) of input xj. Additionally, let’s consider a mask Mj, which tells us if the input xj

is observed or not. This can occur because we are using matrices and the input can have
variable length, see Section 4.3.1 of Chapter 4 for more intuition about this practice. In
the case of tabular data, we would have a matrix of ones, unless we also consider missing
values. Considering the proposed notation, and how MAE and BERT work, we propose a
methodology to test the most important components of these models.

We note MAE reconstructs all the input, while BERT only a 15% of it. Using our notation,
we can simulate this behavior by sampling a Bernoulli distribution of the mask M , denoted
as Mpred ∼ Bernoulli(M, ηpred), where only the ones in M are sampled with probability
ηpred and the zeros are maintained as zeros. Using this notation, we would have Mpred

MAE ∼
Bernoulli(M, 1) for MAE and Mpred

BERT ∼ Bernoulli(M, 0.15). We denote the input that data
is not predicted as Mbase = max(1 −Mpred, 0). From the data to be predicted, generally,
with a probability 1 − ηorig, the predictive tokens replace the input tokens and the rest are
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unmodified inputs. This generated the masks Mmod and Morig. In practice, this is equivalent
to Mmod

MAE ∼ Bernoulli(Mpred
MAE, 0.75) and Morig

MAE ∼ Bernoulli(Mpred
MAE, 0.25) for MAE (when

maintaining only 25% of the image), and Mmod
BERT ∼ Bernoulli(Mpred

BERT, 0.80) and Morig
BERT ∼

Bernoulli(Mpred
BERT, 0.10). Note that in the case of BERT, there is also a 10% of probability

that the input token is modified by the token of another word.

The expressed methodology unifies many components of MAE and BERT and can be used
directly in time series and tabular data. However, we observed two differences between MAE
and BERT that this methodology doesn’t consider. First, MAE adds the predictive tokens
in the decoder Transformer; let’s call this methodology SSL-M (see Fig. 5.1). While BERT
adds the predictive tokens at the encoder’s input, let’s call this methodology SSL-B (see Fig.
5.1). Second, when BERT modifies the predictive tokens, these are modified into learnable
embeddings or are changed by the other token words. To study both behaviors, we separate
them. We modify the second behavior because we are using time series and tabular data
and not words like BERT. In the case of time series, we didn’t consider this step. In the
case of tabular, we replace the scalar value with a sample from a normal distribution. This
is possible because we are using QFT from Chapter 4. Hence all the tabular data have a
normal distribution.

The proposed methodology has four important hyperparameters to search ηpred, ηorig, if
the model uses SSL-B or SSL-M, and, in the case of tabular data, if the predictive tokens
are replaced by learnable embeddings or noise from a normal distribution. Using this meth-
odology we propose the Algorithm 1, which formalizes our observations and can help to find
the best self-supervised model for tabular data and time series for future work.
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Figure 5.1: Diagram of the types of self-supervision used. We consider two types of self-
supervision, Self-B and Self-M. The encoder of Self-B and the decoder of Self-B have the same
purpose, process all tokens, so a subset of them (explained later) are reconstructed. However,
self-supervision Self-M process non-learnable token with an additional transformer, in this
case, the encoder. The red rectangle refers to the representation token. Blue rectangles
refer to input tokens that are not used to reconstruct the input. Purple rectangles are input
tokens, but they are used to reconstruct the input. Green rectangles are learnable embedding
tokens with positional information to reconstruct the data that should be in that position.
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Algorithm 1 Algorithm for self-supervision. Input: Hyperparameters to explore
(ηpred, ηorig), what self-supervision is used (SSL-M or SSL-B), how the predictive token is
modified. Output: pre-trained model on unlabeled data.
1: train, val, test← Set the train, validation, and test set
2: ηlr ← Set learning rates
3: ηpred, ηorig ← Set probabilities for masking data
4: SSL ← Set type of self-supervision, SSL-B or SSL-M
5: tabular ← Set if using tabular data (True) or time series (False)
6: ptoken ← Set how the predictive token will be changed, noise (only for tabular data) or

embedding
7: if tabular then
8: Mod← modulator is a pretrained Quantile Feature Transformer
9: else

10: Mod← modulator is Temporal Modulator
11: end if
12: Tθ ← Initialize Transformer with parameters θ
13: tok ← Initialize learnable embedding
14: if SSL == SSL-M then
15: Tθd ← Initialize decoder Transformer with parameters θd
16: Tp ← Tθd ▷ Create auxiliary variable
17: θu ← (θ, θd) ▷ Create auxiliary variable for parameters
18: else
19: Tp ← Tθ ▷ Create auxiliary variable
20: θu ← θ ▷ Create auxiliary variable for parameters
21: end if
22: repeat
23: X,P,M ∼ train ▷ Obtain input, position and mask matrices
24: Mpred ∼ Bernoulli(M, ηpred) ▷ Obtain mask for prediction
25: Mmod ∼ Bernoulli(Mpred, 1− ηorig) ▷ Obtain mask that modify predictive tokens
26: Mbase = max(1−Mpred, 0) ▷ Obtain mask for the Transformer
27: X̃ ← X if SSL == SSL-B else Tθ(Mod(X)⊙Mbase) ▷ Create auxiliary input
28: ptoken← tok if ptoken == embedding else sample from N (0, I) with shape of X
29: X̃ = Mod(X̃, P )⊙Mbase + Mod(ptoken, P )⊙Mmod ▷ Modify input with predictive

tokens
30: X̂ = Tp(X̃) ▷ Process auxiliary input with Transformer
31: θu ← θu + ηlr∇θuMSE(X ⊙Mpred, X̂ ⊙Mpred) ▷ Gradient update on network
32: until convergence
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Chapter 6

Conclusions

In this work, we tackle the challenging problem of classifying astronomical objects, which has
various practical difficulties. We consider two of their most fundamental challenges: 1) There
exists a massive amount of unlabelled data that could be useful for classification, and that is
currently being wasted, and 2) the astronomical objects have various information modalities,
they include multivariate variable length and irregular sampling (MVLIS) time series and
also tabular data that could be useful for classification. At the same time, tabular data
have complex distribution, usually with missing or nan values, and, moreover, specialized
architectures are needed to process MVLIS time series.

To deal with the MVLIS time series, we did extensive experiments over encoders and
decoders that could manage these time series (Chapter 3). We explored various architectures
with a focus on representation learning, which is the core area in Machine Learning that
studies models’ potential when using unlabeled data. We studied various representation
learning metrics and established their connection with semi-supervised learning (Table 3.8).
Exploring representation and semi-supervised learning can be useful to take advantage of
all the unlabeled data in practice. Additionally, we explore how estimating the aleatoric
variance could help representation learning. Thanks to this study, we conclude what models
are more robust and flexible. Concluding about what models perform best allows accept or
reject Hypothesis 1 which states that representation learning metrics should be dependent
on the encoder/decoder architecture used.

We found that decoder architectures are not as relevant for representation learning as
in Computer Vision [27]. Although decoders don’t significantly affect the representations
obtained, there is a big difference in reconstruction error, which could impact forecasting
models (see Table 3.5, 3.4). From our explorations, we suggest using a simple MLP for
decoding instead of more sophisticated techniques like LSTM or MHA (Chapter 3). Consid-
ering these results, we conclude that Hypothesis 1 is not true when measuring representation
learning metrics for decoder architectures. However, for reconstruction metrics, the decoder
architecture is relevant.

Upon observing the significant impact of encoding architectures, we discovered that LSTMs
faced difficulties when dealing with more complex datasets. Surprisingly, interpolation tech-
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niques such as InterPred displayed impressive results. However, for encoding MVLIS time
series, we opted for MHA due to its consistent performance across various datasets (refer
to Table 3.6, 3.7, and 3.8, as well as Sections 3.4.3 and 3.4.4). Additionally, MHA offers
greater flexibility as an architecture. These findings confirm Hypothesis 1, indicating that
the choice of architecture plays a crucial role in representation learning metrics, primarily
observed during the encoding procedure, where high variability exists.

To validate Hypothesis 2, we selected the ELASTiCC dataset, which encompasses both
tabular and time series data, offering a more complex and comprehensive evaluation. To
effectively handle the substantial volume of data, we employed Transformers with MHA as
the primary module. Transformers have established themselves as highly flexible architec-
tures capable of accommodating diverse data modalities, including images, speech, and text.
Notably, they have also demonstrated scalability to handle massive datasets, as exemplified
in prior studies [11]. In our research, we leveraged Transformers, specifically designed for
the two most prevalent modalities in astronomy and astro-informatics, namely, time series
and tabular data. By employing distinct modulation techniques for these data types, we
effectively utilized the same Transformer architecture to process our astronomical objects.
This methodology led to outstanding results, surpassing the conventional RF models, which
have been widely adopted for classification purposes in the astronomy literature.

The proposed architecture exhibits remarkable flexibility, enabling us to assess the indi-
vidual and combined performance of each modality. Fig. 4.3 provides a comparative analysis
of the model’s performance when utilizing only light-curves, only tabular data, and when
leveraging both modalities jointly, depicted in Fig. 4.3(a), Fig. 4.3(b), and Fig. 4.3(c),
respectively. Notably, the models that leveraged both modalities outperformed the dedic-
ated time series and tabular classifiers by approximately 20% and 2%, respectively, thereby
validating Hypothesis 2. Furthermore, our results demonstrate that hand-crafted features,
traditionally employed in astronomy literature for many years, may be unnecessary. The
ATAT Transformer we propose exhibited processing times two orders of magnitude faster
than the computation of hand-crafted features. This significant improvement has implica-
tions for the infrastructure of astronomical object classification brokers. Notably, we applied
ATAT in the international challenge ELAsTiCC and emerged as the winners of the classi-
fication challenge, further substantiating the effectiveness and practical applicability of our
proposed model. While we are unable to present the specific results of the ELAsTiCC chal-
lenge in this thesis due to their non-public nature, their successful outcome further validates
our model’s efficacy.

Finally, in the last Chapter, we give guidelines on how to use Transformers and unla-
belled data for classification when considering time series and tabular data. We reviewed the
most relevant self-supervised models in Natural Language Processing and Computer Vision
literature and selected one model from each area. We identify the essential attributes and
hyperparameters of both models and unify them. We provide pseudo-code to test these at-
tributes and to demystify in future work what parameters and hyperparameters are the most
important for classification when using unlabelled data with tabular data and time series.

Future work. This work opens the door for several research areas to improve even fur-
ther the classification of astronomical sources. Our results are promising, and the proposed
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methodology delivers guidelines on using unlabeled and tabular data for classification. Addi-
tionally, we identify three Machine Learning areas that could impact practical applications in
classifying astronomical sources. First, although it is extensively explored in ML literature,
Domain Adaptation in astro-informatics hasn’t been studied to the same extent. Nowadays,
there exists a large amount of astronomical data from various surveys that could be helpful
to classify new surveys, e.g., the LSST. Second, Active Learning is an ML area that tells
the user the most promising data to be labeled. This technique could improve the model
classification using the astronomer’s time efficiently. Third and final, we think simulated data
is fundamental in practical application. Although the before-mentioned techniques allow for
improving the models augmenting the labeled data, they will always be restricted by the
humans that label the data. Simulated data doesn’t have this restriction. For example, in
practice, ML models for self-driving cars are trained using simulated data.
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