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Procesos de Arrastre de Espejo impulsados por
conjuntos en movimiento de variación acotada

La presente tesis se ocupa del estudio del llamado Mirror Sweeping Process, un proceso
de arrastre degenerado que utiliza un mirror map como su operador asociado. Primero se
muestra que cuando el conjunto móvil es convexo y Lipschitz continuo, la inclusión diferencial
puede ser regularizada mediante una familia de ecuaciones parciales ordinarias, las cuales
poseen una única solución. Se prueba que esta familia de soluciones converge a una solución
del proceso de arrastre. Luego, suponemos que el conjunto se mueve con retracción acotada
con respecto al exceso, donde se utiliza una técnica de factorización para parametrizar el
conjunto en función de la longitud de arco, y se rellenan los saltos del conjunto con una
familia de geodésicas.
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Mirror Sweeping Processes Driven by Bounded Variation Moving Sets

This thesis is concerned with the study of the so called Mirror Sweeping Process, a degenerate
sweeping process that uses a mirror map as its associated operator. First, it is shown that
when the moving set is convex and Lipschitz continuous, the differential inclussion can be
regularized by a family of well-posed ordinary differential equations. This family of solutions
is proven to converge uniformly to a solution of the sweeping process. Then, we suppose the
moving set is convex and of bounded retraction with respect to the excess, where we use a
factorization technique to parametrize the moving set by means of the arc length, and filling
in the jumps with a suitable family of geodesics.
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“One can never be overdressed or overeducated.”
—Oscar Wilde.
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Introduction

This thesis is centered around the existence of solutions for Degenerate Sweeping Processes
driven by convex sets with bounded variation. The study of sweeping processes dates back
to the seventies, where J.J. Moreau introduced a series of papers [24, 25, 27, 28] modelling
an elasto-plastic mechanical system by using a first-order differential inclusion of the form{

ẋ(t) ∈ −NC(t)(x(t)) a.e. t ∈ [0, T ],

x(0) = x0 ∈ H.

Here, C : [0, T ] ⇒ H is a time-dependent moving set with nonempty, closed and convex values
on a Hilbert space H, and NC(t)(·) denotes the (outward) normal cone of C(t), in the sense of
convex analysis. The interpretation of this formulation is understood as a point x(t) which
is “swept” by a moving set C(t). Whenever the point is on the interior of C(t), it does not
move, since the normal cone is reduced to zero, but once the points is “caught up” by the
boundary of C(t), the point moves inwards the set for almost every t ∈ [0, T ]. The solution
of the sweeping process maps the trajectory of the particle over the interval of time [0, T ].
As mentioned before, this problem first attempted to model an elasto-plastic system, but
since then sweeping processes have many other applications, including nonsmooth mechanics
[2, 9], crowd motion [22], switched electrical circuits [1], among many more.

Given the development of different techniques to solve differential inclusions, we have a
vastly studied multitude of variations to Moreau’s sweeping process. Namely, some of the
most relevant examples are the state-dependent sweeping process [29] and the second order
sweeping process [7]. We will focus in the degenerate sweeping process, i.e., the differential
inclusion of the form {

ẋ(t) ∈ −NC(t)(Ax(t)),

x(0) = x0,
(DSP)

where once again C is closed and convex-valued over a Hilbert space, and it is a Lipschitz
map with respect to the Hausdorff distance. Moreover, A : H → H is a strongly monotone
(and possibly nonlinear) operator, i.e.,

⟨Ax− Ay, x− y⟩ ≥ m∥x− y∥2 for all x, y ∈ H, (1)

wherem is a positive constant. The system (DSP) was first introduced by Monteiro-Marques
in [19, 21] as a model of contact mechanics, with A a multi-valued map. A notion of a
solution for this case is the pair (u, v) such that u(t) ∈ dom(A), v(t) ∈ A(u(t)) ∩ C(t), and
u̇(t) ∈ −NC(t)(v(t)) a.e. for t ∈ [0, T ].
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This sweeping process is called degenerate as it, depending on the operator, may not posses
a solution or it may not be unique. For example, let us consider H = R and a monotone
operator A with dom(A) = {0}, such that A(0) = R. Let us also consider the time interval
[0, 1] and the initial data x0 = 0. Hence, the solution must be x(t) ≡ 0, but A(x(t)) = R,
which means v(t) could be any selection of C(·). For more examples on degenerate sweeping
processes with no solution, refer to [21].

The present work addresses the so called Mirror Sweeping Process:{
ẋ(t) ∈ −NC(t) (∇φ(x(t))) + f(t, x(t)) a.e. t ∈ I := [T0, T ],

x(T0) = x0,
(MSP)

where ∇φ(x0) ∈ C(T0), and f is a continuous function. In this case A is the gradient of a
mirror map φ, which is an operator mostly used to perform the Mirror Gradient Descent in
the context of online optimization [11]. We prove the well-posedness of solutions of (MSP)
in two settings: first, we assume that C moves in a Lipschitzian way with respect to the
Hausdorff distance, whereas in the second case we suppose it moves with bounded variation.
To deal with the Lipschitz setting we will use the Moreau-Yosida regularizaton technique seen
in [18, 29, 40]. We extend the aforementioned work by proving the existence and uniqueness
of solutions without the necessity of the separability of H, as seen in [39]. We also drop the
compactness of C, the latter being a strongly used hypotheses in other works that also deal
with the degenerate sweeping process in an absolutely continuous setting (see for instance
[19–21]).

As for the bounded variation setting, we will consider the retraction of C with respect to
the excess, a quantity that measures the separation of two closed sets. The technique to find
a solution for this case relies on reducing this problem to the case where the moving set is
Lipschitz with respect to the excess, using a suitable parametrization of C by means of its
arc length ℓC of the form C = C̃ ◦ℓC , where C̃ is the unique Lipschitz that holds the equality.
Seeing that the domain of C̃ is the image of the arc length, in order to extend the domain
to the whole interval where C is defined, we use a family of geodesics to appropriately fill in
the jumps. Once again, this result is an extension of the work seen in [36], where the author
presents a bounded retraction sweeping process with A ≡ IdH. It was proven in [16] that the
Mirror Sweeping Process has a unique solution when it is driven by a set that is Lispchitz
with respect to the excess, by means of a catching-up-like algorithm.

This thesis is organized as follows: Chapter 1 contains all the preliminary notions and results
that will be used throughout this work. Chapter 2 deals with the existence and uniqueness
of solutions for the Mirror Sweeping Process in a Lipschitz setting using the Moreau-Yosida
regularization. Finally, in Chapter 3 we prove the existence of solutions for the bounded
retraction case using the factorization technique previously explained. We conclude this
document by pointing out the main conclusions and future work regarding this particular
type of sweeping process.
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Chapter 1

Preliminaries

In this chapter we will give preliminary background about definitions, relevant known results,
and the notation that will be used in the following chapters.

1.1 Functions of bounded variation

In this subsection we will mainly draw on the work of [27]. In what follows, (X, d) denotes
an extended complete metric space, i.e. X is a set and d : X × X → [0,∞] satisfies the
axioms of a distance, but it can also take on the value of ∞. For a subset Y ⊂ X, the
topological notions of interior, closure and boundary will be denoted by int(Y ), cl(Y ) and
bdry(Y ), respectively. The closed ball centered at x with radius r is denoted by B(x, r) and
we refer to the closed unit ball as B.

As usual, we define the distance between a subset Y ⊂ X and an element x ∈ X, as
d(x, Y ) := infy∈Y d(x, y). Moreover, if (Y, dY ) is a metric space, the continuity set of a
function f : Y → X will be denoted as Cont(f) and naturally, Discont(f) := Y \ Cont(f).

For a subset S ⊂ Y , f : Y → X is said to be Lipschitz continuous if

Lip(f) := sup
t̸=s

d(f(s), f(t))

dY (t, s)
< +∞.

It is clear that if f is Lipschitz, then d(f(s), f(t)) ≤ Lip(f)dY (t, s). The set of Lipschitz
functions is denoted by Lip(Y,X) := {f : Y → X : Lip(f) < +∞}.

Let I ⊂ R be an interval, and the function f : I → X. Given J = [s, t] ⊂ I, and considering
all finite sequences of the form s = τ0 ≤ · · · ≤ τn = t, one defines the variation of f over J ,
denoted V(f, J), as the supremum of

∑n
i=1 d(f(τi−1), f(τi)).

If V(f, J) <∞ then we say that f is of bounded variation. As usual, we denote

BV(I;X) := {f : I → X : V(f, I) <∞}.
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Let us notice that the completeness of X allows for f ∈ BV(I;X) to have one-sided lim-
its f(t−) and f(t+) at every point t, with f(inf I−) := f(inf I) if inf I ∈ I and similarly,
f(sup I+) := f(sup I) if sup I ∈ I. We also deduce by the definition of the functions of
bounded variation that Discont(f) is at most countable.

1.2 Convex sets in Hilbert spaces

This section covers the basics of convex analysis that will be used in the following chapters.
For more details, we refer to [3, 5, 6, 37].

Unless otherwise stated, we assume that H is a Hilbert space with inner product ⟨·, ·⟩ and
norm ||x|| := ⟨x, x⟩1/2. The metric is naturally defined as d(x, y) := ||x− y||, for all x, y ∈ H.

We recall a subset C ⊂ H is convex if λx + (1 − λ)y ∈ C whenever x, y ∈ C and λ ∈ [0, 1].
In particular, H and ∅ are convex.

Let us set Dρ := {x ∈ H : ||x|| ≤ ρ}, ρ > 0, and

CH := {K ⊂ H : K is nonempty, closed and convex}.

The lower level sets of a function f : H → [−∞,+∞] are the sets Γα(f) := {x ∈ H : f(x) ≤
α}, where α ∈ R. The epigraph of f is defined by

epi f := {(x, t) ∈ H × R : f(x) ≤ t}.

Furthermore, a function f : H → [−∞,+∞] is convex if its epigraph is a convex subset of
H× R. Moreover, if f is convex, then its lower level sets are convex.

Lastly, we say f is lower-semicontinuous (lsc) if for any x0 ∈ H one has

lim inf
x→x0

f(x) ≥ f(x0).

As usual, we will denote Γ0(H) the set of functions that are proper, convex and lower-
semicontinuous. We say a function is proper if dom f ̸= ∅ and inf f(x) > −∞.

In the remaining part of this section, we will introduce the concept of the metric projection,
which is fundamental for the understanding of this work.

Definition 1.2.1 Let C be a nonempty subset of H and x ∈ H. Then, p ∈ C is the projection
on C if d(x,C) = ||x− p||. We denote ProjC(x) as the (possibly empty) set of points which
attain this infimum. If ProjC(x) is a singleton, we write projC(x).

If every point in H has at least one projection onto C, then C is proximinal. If every point in
H has exactly one projection onto C, then C is a Chebyshev set. The next theorem is known
as the Projection theorem and its proof can be found in [3].

Theorem 1.2.2 (Projection Theorem) Let C be a nonempty closed convex subset of H.
Then C is a Chebyshev set and, for every x ∈ H,

p = projC(x) and (∀y ∈ C) ⟨y − p, x− p⟩ ≤ 0.
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A direct consequence of this theorem is the fact that the projection is 1−Lipschitz continuous,
i.e.,

∥ projC(x)− projC(y)∥ ≤ ∥x− y∥. (1.1)

Next, we define the normal cone in the sense of convex analysis.

Definition 1.2.3 The normal cone to a convex set C ⊂ H at a point x̄ ∈ C is defined by

NC(x̄) := {ξ ∈ H : ⟨ξ, y − x̄⟩ ≤ 0 ∀y ∈ H}.

Remark 1.2.4 By means of Theorem 1.2.2 and Definition 1.2.3, one has:

p = projC(x) ⇐⇒ x− p ∈ NC(p).

Finally, we introduce the Fenchel conjugate of a function f : H → [−∞,+∞] as the proper,
convex function f ∗ : H → [−∞,+∞] defined by

f ∗(ϕ) = sup
x∈H

{⟨ϕ, x⟩ − f(x)}. (1.2)

1.3 Retraction with respect to the excess

In this section we introduce some notions of rating for the displacements of sets, as well as
the definition of retraction of sets, which will be used mostly in Chapter 3.

Definition 1.3.1 (Hausdorff distance) In a metric space (X, d), the Hausdorff distance
between two non-empty subsets A and B is defined by

dH(A,B) := max{e(A,B), e(B,A)},

where e denotes the excess or separation of A from B given by

e(A,B) := sup
a∈A

d(a,B) = sup
a∈A

inf
b∈B

d(a, b)

Clearly, e(A,B) = 0 if and only if A is contained in clB. Moreover,

e(A,B) = inf{ρ > 0 : A ⊂ B +Dρ}, ∀A,B ⊂ X,

with Dρ = {x ∈ X : ||x|| ≤ ρ}, ρ > 0.

Let us remark that the Hausdorff distance, while satisfying the axioms of a metric, can take
the value +∞ in the case where the sets are unbounded.

The retraction R(f ; J) of f over the interval J = [s, t] is defined by means of the excess
as the supremum of

∑n
i=1 e(f(τi−1), f(τi)), where we consider all finite sequences s = τ0 ≤

· · · ≤ τn = t. If R(f ; J) is finite, we call f of bounded retraction, and we denote the sets of
functions with these properties as BR(I;X).

From now on, we will consider the bounded retraction of sets on CH over an interval I = [0, T ],
and we will use the following notation:
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(i) BRr(I; CH) := {C ∈ BR(I; CH) : e(C(t), C(t+)) = 0,∀t ∈ I}.

(ii) BRl(I; CH) := {C ∈ BR(I; CH) : e(C(t−), C(t)) = 0, ∀t ∈ I}.

For an interval I = [0, T ] and C ∈ BR(I, CH), we define the arc length ℓC with respect to the
excess e, as

ℓC(t) := R(C; [0, t]), 0 ≤ t ≤ T. (1.3)

The arc length is an increasing function such that ℓC(0) = 0 and ℓC(T ) = R(C; [0, T ]). If
C ∈ BR(I, CH), then for each t ∈ I we have the lateral limits:

C(t+) := lim inf
s→t+

C(s) = {x ∈ H : lim
s→t+

d(x,C(s)) = 0};

C(t−) := lim inf
s→t−

C(s) = {x ∈ H : lim
s→t−

d(x,C(s)) = 0}.

Which implies that C(t+) and C(t−) are nonempty, closed and convex sets. This gives us
the following results:

e(C(t), C(t+)) = lim
s→t+

e(C(t), C(s)) = ℓC(t+)− ℓC(t);

e(C(t−), C(t)) = lim
s→t−

e(C(s), C(t)) = ℓC(t)− ℓC(t−).

Finally, for C ∈ BR(I; CH), we set

Cont(C) := {t ∈ I : e(C(t), C(t+)) = e(C(t−), C(t)) = 0}

and Discont(C) := I \ Cont(C).

1.3.1 Bregman Distance

In this section we will introduce the main properties of the Bregman distance, which is an
asymmetric proximity measure between a point and a reference point. This object is mainly
used in optimization problems as a mean to exploit the nonlinear geometry of constraints.
For more details see [6, 8] and the references therein.

1.3.2 Legendre functions

Firstly, let us recall the concept of Legendre functions (for more details see [6, Chapter 7]).

Definition 1.3.2 We will say f ∈ Γ0(H) is:

(i) essentially smooth if ∂f is both locally bounded and single-valued on its domain;

(ii) essentially strictly convex, if (∂f)−1 is locally bounded on its domain and f is strictly
convex on every convex subset of dom ∂f ;

(iii) Legendre, if it is both essentially smooth and essentially strictly convex.

6



Moreover, f is Legendre if and only if f ∗ is. This follows from the fact that f is essentially
smooth if and only if f ∗ is essentially strictly convex (see [6, Theorem 7.3.2.]).

Theorem 1.3.3 Let f : H → [−∞,∞] be function in Γ0(H). If f is of Legendre type, then
the map

∇f : int dom f → int dom f ∗

is bijective. Moreover, the following equality holds:

(∇f)−1 = ∇f ∗. (1.4)

1.3.3 Bregman distance

Definition 1.3.4 (Bregman distance) Let f ∈ Γ0(H) be a differentiable function of Leg-
endre type. The Bregman distance corresponding to f is defined by

Df : X × int dom f → [0,∞] : (x, y) 7→ f(x)− f(y) +∇f(y) (1.5)

The Bregman distance is really a divergence measuring how far away a second point is from a
reference point, and it is asymmetrical most of the time. It also does not satisfy the triangular
inequality, and therefore it can not be considered a distance, even though we will call it so.

We now present some properties of the Bregman distance.

Lemma 1.3.5 Let f ∈ Γ0(H) with a nonempty domain. Suppose x ∈ H and y ∈ int dom f .
Then:

(i) Df (x, y) = f(x)− f(y) + max⟨∂f(y), y − x⟩.

(ii) Df (·, y) is convex, lsc, proper with domD(·, y) = dom f .

(iii) If f is differentiable on int dom f and essentially strictly convex, and x ∈ int dom f ,
then Df (x, y) = Df∗(∇f(y),∇f(x)).

(iv) If (yn) is sequence in int dom f converging to y, then D(y, yn) → 0.

1.4 Elements of nonsmooth analysis

The main purpose of this section is to review relevant notions of nonsmooth analysis that
will be used throughtout this work. For more details on this subject we refer to [12, 13].
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1.4.1 Cones and subdifferentials

We start by defining the subdifferential of a proper function f : H →] − ∞,+∞] as the
set-valued operator

∂f : H → 2H : x 7→ {u ∈ H : (∀y ∈ H) ⟨y − x, u⟩+ f(x) ≤ f(y)}.

Let x ∈ H, then f is subdifferentiable at x if ∂f(x) ̸= ∅. The elements of ∂f(x) are the
subgradients of f at x. With this concept in mind, we can redefine the normal cone from
Definition 1.2.3 as NC(x̄) := ∂δC(x̄), where δC(x) is the indicator function of C defined as 0
if x ∈ C and +∞ otherwise.

A vector v ∈ H is called a Fréchet subgradient of f at x if for each ε > 0 there exists some
neighborhood U of x such that

⟨v, y − x⟩ ≤ f(y)− f(x) + ε∥y − x∥ for all y ∈ U.

The set of all Fréchet subgradients of f at x is called the subdifferential of f at x, denoted
∂Ff(x).

Let us also define the limiting subgradient of f at x. If there exists a sequence ((xn, f(xn)))n
converging to (x, f(x)) and a sequence (vn)n converging weakly to v such that vn ∈ ∂Ff(xn),
then x is a limiting subgradient. We denote ∂Lf(x) the set of all limiting subgradients of f
at x.

As usual, ∂Ff(x) = ∂Lf(x) = ∅ whenever x ̸∈ dom f , and for C ∈ H we define the Fréchet
normal cone and limiting normal cone, respectively, as NF

C (x) := ∂F δC(x) and NL
C (x) :=

∂LδC(x).

Similarly, a proximal subgradient of f at x is a vector v ∈ H such that there exists some real
number σ > 0 and some neighborhood U of x that satifies

⟨v, y − x⟩ ≤ f(y)− f(x) + σ∥y − x∥2 for all y ∈ U.

The set ∂Pf(x) of all proximal subgradients of f at x is the proximal subdifferential and once
again we set ∂Pf(x) = ∅ whenever f(x) is not finite. Just as before, the normal proximal
cone NP

C (x) is the set of all proximal normal vectors v ∈ H, that is, the set of all vectors
v ∈ H that satisfy that there exists some σ > 0 and a neighborhood U of x such that

⟨v, y − x⟩ ≤ σ∥y − x∥2 for all y ∈ U ∩ C.

It is clear by definition of each cone, that

NP
C (x) ⊂ NF

C (x) ⊂ NL
C (x).

Finally, let us define the Clarke normal cone, which is used to describe properties of prox-
regular sets, as seen in the next subsection.

Definition 1.4.1 Let H be a Hilbert space, then the Clarke normal cone can be defined as

NCl
C (x) = cl

(
co(NL

C (x))
)
,

where co denotes the closed convex hull and NL
C (x) is the limiting normal cone. Moreover,

the Clarke subdifferential of f at x is defined by

∂Clf(x) := {v ∈ H : (v,−1) ∈ NCl(epi f, (x, f(x)))}.
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1.4.2 Prox-regularity

We will now introduce the notion of prox-regularity, a relevant concept used, among other
areas, in the theory of differential inclusions. For more details on prox-regularity, see for
instance [13].

Definition 1.4.2 A closed set C ⊂ H and a continuous function ρ : C →]0,∞] is said to be
ρ(·)−prox-regular if for every ζ ∈ NP

C (x) ∩ B and any 0 < t < ρ(x), one has

x = projC(x+ tζ).

Moreover, we say C is uniformly-prox regular whenever ρ(x) = r for all x ∈ C, where
r ∈]0,+∞].

Theorem 1.4.3 Let C be a closed subset of H and r ∈]0,+∞]. Then the following assertions
are equivalent.

(i) The set C is r−prox-regular.

(ii) For any x, y ∈ C and v ∈ NP
C (x) one has

⟨v, y − x⟩ ≤ 1

2r
∥v∥ · ∥y − x∥2.

(iii) For any xi ∈ C, vi ∈ NP
C (xi) ∩ B with i = 1, 2 one has

⟨v1, v2, x1 − x2⟩ ≥ −1

r
∥x1 − x2∥2.

(iv) For any positive γ < 1 the mapping projC(·) is well-defined on Uγ
r (C) with (1 − γ)−1

as a Lipschitz constant and Uγ
r (C) := {y ∈ H : dC(y) < γρ}. Moreover, the projection

is unique for every x ∈ Uγ
r (C).

Finally, for both convex and prox-regular sets we have the following property.

Proposition 1.4.4 Let C ⊂ H be a closed and ρ−uniformly prox-regular set, with ρ > 0.
Then,

NP (C;x) = NF (C;x) = NL(C;x) = NCl(C;x) for all x ∈ C.

1.5 Smoothness of the inverse image

We will now present a property known as the uniform normal cone inverse image property
(UNCIIP) [17], which will be useful to prove that the inverse image of a convex set through
a differentiable mapping is prox-regular.
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Definition 1.5.1 Consider two Hilbert spaces H1,H2 and a differentiable mapping h : H1 →
H2. Let C ⊂ H1, D ⊂ H2 be closed sets, we say that the inverse image set h−1(D) ∩ C
satisfies the normal cone inverse image property at x ∈ h−1(D)∩C with respect to the Clarke
normal cone if there exists a constant k > 0 and a neighbourhood U of x such that for every
x ∈ U ∩ (h−1(D) ∩ C) the following inclusion holds

NCl(h−1(D) ∩ C;x) ∩ BH1 ⊂ Dh(x)∗(NCl(D;h(x)) ∩ kBH2) +N(C;x). (1.6)

Therefore, we say the set h−1(D) ∩ C has the UNCIIP if there exists some k > 0 such that
(1.6) holds for all x ∈ h−1(D)∩C. Finally, in order to make this property useful to our ends,
we will present a proposition whose proof can be found in [17].

Proposition 1.5.2 Let H1 and H2 be two Hilbert spaces. Assume C ⊂ H1 and D ⊂ H2

are two closed convex sets and consider h : H1 → H2 a differentiable function. If there exists
k > 0 such that for all w ∈ H2, and all x ∈ C:

d(x;h−1(D − w) ∩ C) ≤ kd(h(x) + w;D), (1.7)

Then the inverse image h−1(D − w) ∩ C satisfies the UNCIIP with constant k > 0.

Definition 1.5.3 (Metrically calm) Let F : H1 → H2 be a mapping between two Hilbert
spaces H1 and H2. Consider D ⊂ H2 and x̄ ∈ F−1(D). We say F is metrically calm at x̄
relatively to the set D if there exist a constant γ > 0 and a neighborhood U of x̄ such that

d(x;F−1(D)) ≤ γd(F (x);D).

It is easy to see that F is metrically calm at x̄ relatively to the set D if condition (1.7) is
fulfilled with h ≡ F, C = H and w = 0.

1.6 Measure Theory

In this section, we review some tools from measure theory and bounded variation functions.
We refer to [32] for more details.

Definition 1.6.1 The Borel σ−algebra of a topological space (X, τ) is the σ−algebra gener-
ated by the family τ of open sets. Members of the Borel σ−algebra are Borel sets. The Borel
σ−algebra is denoted B.

We recall that a H−valued measure on I is a map µ : B(I) → H such that for a family of
disjoint sets (An)n∈N ⊂ H, it holds that

µ

(⋃
n∈N

An

)
=
∑
n∈N

µ(An).

We will now present the connection between functions of bounded variation and Borel vector
measures on the real line. In what follows, we assume I is a non-degenerate interval.
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First, let us recall the notion of total variation of a measure. Let µ : B(I) → H be a
vector measure, then the total variation of µ denoted by |||µ||| : B(I) → [0,∞] is defined by

|||µ|||(B) := sup

{
∞∑
n=1

∥µ(Bn)∥H : B =
∞⋃
n=1

Bn, Bn ∈ B(I), Bh ∩Bk = ∅ if h ̸= k

}
.

A vector measure µ is called with bounded variation whenever |||µ|||(I) < ∞. In this case,
∥µ∥ := |||µ|||(I) defines a norm on the space of measures with bounded variation.

We will now present a result whose proof can be found in [14].

Theorem 1.6.2 If f ∈ HI is with bounded variation, then there exists a unique vector
measure µf : B(I) → H such that for every c, d ∈ I with c < d we have

µf (]c, d[) = f(d−)− f(c+), µf ([c, d]) = f(d+)− f(c−),

µf ([c, d[) = f(d−)− f(c−), µf (]c, d]) = f(d+)− f(c+).
(1.8)

Moreover, if µf is with bounded variation and if f− := f(t−), then µf = µf−. On the other
hand, if µ : B(I) → H is a vector measure with bounded variation, which implies that if the
map fµ : I → H is defined by fµ(t) := µ([inf I, t[∩I), then fµ ∈ BV(I;H) and µfµ = µ.

Usually, µf is known as the differential measure or Lebesgue-Stieltjes measure associated with
f . From this definition, it is possible to derive the following characterization of the total
variation.

Proposition 1.6.3 Let f : I → H be a function with bounded variation and let f− : I → H
be defined by f− := f(t−). Define Vf : I →]0,∞] as

Vf (t) := V(f−; [inf I, t] ∩ I).

Then, |||µ||| = µVf
= V(f−, I).

Let us now show its connection to the distributional derivative. Let f ∈ BV(I;H) and
consider f̄ : R → H defined by:

f̄(t) :=


f(t) if t ∈ I,

f(inf I) if inf I ∈ R, t ̸∈ I, t ≤ inf I,

f(sup f) if sup I ∈ R, t ̸∈ I, t ≥ sup I.

Then, according to [32, Proposition 2.9], we have that µf (B) = Df̄(B) for every B ∈ B(R),
where Df̄ is such that

−
∫
R
h′(t)f̄(t)dt =

∫
R
hdDf̄ ∀h ∈ C1

c (R;R).

Here, C1
c (R;R) stands for the space of real continuously differentiable functions with compact

support. We call Df̄ the distributional derivative of f̄ , and we notice that it is concentrated
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on I, in the sense that Df̄(B) = µf (B ∩ I) for each B ∈ B. Hence, for f ∈ BV(I;H) we will
write

Df := Df̄ = µf .

Furthermore, by Proposition 1.6.3 follows that

∥Df∥ = |||Df|||(I) = ∥µf∥ = V (f, I) ∀f ∈ BVr(I;H).

The following result provides some calculus rules for bounded variation functions. See, e.g.,
Lemma A.5. and Theorem A.7 of [32].

Proposition 1.6.4 Assume that I, J ⊂ R are intervals and that h : I → J is nondecreasing.

(i) Dh (h−1(B)) = L1(B) for every B ∈ B(h(Cont(h))), where L1 is the Lebesgue measure.

(ii) If f ∈ Lip(J ;H) and g : I → H is defined by

g(t) :=

f
′(h(t)) if t ∈ Cont(h),
f(h(t+))− f(h(t−))

h(t+)− h(t−)
if t ∈ Discont(h).

then f ◦ h ∈ BV (I;H) and D(f ◦ h) = gDh. This result holds even if f ′ is replaced by
any of its L1-representatives.
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Chapter 2

Mirror Sweeping Process on a
Lipschitz setting

This chapter is divided in three parts. First, we will introduce the motivation behind the
formulation of the Mirror Sweeping Process. Then, we will present the main hypotheses on
the mirror map and the moving set. Lastly, we will show the well-posedness of the Mirror
Sweeping Process in the case where C moves in a Lipschitzian way.

2.1 Mirror Sweeping Process

As previously stated we are interested in a degenerate sweeping process where the associated
operator is a mirror map, which is mainly used to perform the Mirror Gradient Descent
method [30]. The principal significance of this method is that it allows us to solve optimization
problems in spaces whose norm does not derive from an inner product, e.g., a Banach space
B. In this case, it does not make sense to compute the term x− η∇f(x), since the gradient
is an element of the dual space, and differently from when we work in a Hilbert space, we do
not count on Riesz representation theorem that makes the primal and dual space isometric.
Therefore, the advantage of using the Mirror Gradient Descent lies in the fact that it first
maps the point x ∈ B into the dual space B∗, to then perform the usual gradient update in
said space and project the result back to the primal space. In the case that this projection
lies outside the constraint set X ⊂ B, we might have to project one more time.

In order to go from the primal to the dual space, we use the so called mirror map [10,
Section 4.1], which we proceed to define as follows. Let D ⊂ Rn be a convex open set such
that X ⊂ clD. We say that φ : D → R is a mirror map if it satisfies the following properties:

(i) φ is strictly convex and differentiable.

(ii) The gradient of φ takes all possible values, that is ∇φ(D) = Rn.

13



(iii) The gradient of φ diverges on the boundary of D, that is

lim
x→bdry(D)

∥∇φ(x)∥ = +∞.

Let us remark that this definition can be extended to infinite dimension spaces.

This way, we map x ∈ X ∩ D through ∇φ to then update the gradient by computing
∇φ(x) − η∇f(x). And by (ii) from the definition of mirror map, there exists y ∈ D such
that ∇φ(y) = ∇φ(x) − η∇f(x). As mentioned before, it is possible that y does not belong
to the set of constraints and therefore it might need to be projected back onto X. To this
end, one uses the Bregman distance associated to φ, which we recall from Definition 1.3.4.

In this context, we introduce the Mirror Sweeping Process as the following system:{
ẋ(t) ∈ −NC(t) (∇φ(x(t))) + f(t, x(t)) a.e. t ∈ I := [T0, T ],

x(T0) = x0,

An application of this dynamic is the continuous Mirror Gradient method, as seen in [4].
This dynamic is used in [11] to obtain a competitive randomized algorithm for the k−server
problem on a tree structure.

We will show the well-posedness of this sweeping process in a convex setting using the
Moreau-Yosida regularization method seen in [18, 29, 40]. Let Φ ∈ Γ0(H), then the Moreau-
Yosida regularization Φλ of Φ is a C1,1 function defined by

Φλ(x) := inf
y∈H

{
Φ(y) +

1

2λ
∥y − x∥2

}
.

It is clear that Φλ → Φ as λ→ 0+.

We will use the Moreau-Yosida regularization as a way to approximate the solution of (PL)
over the interval [T0, T ]. This process provides a Lipschitzian solution over each interval of
the partition {[T0, T0 + σ], [T0 + σ, T0 + 2σ], . . . , [T0 + nσ, T ]}, where σ is a positive constant
yet to be determined, and n ∈ N is such that the partition is well-defined. Next, we take
this approximation and show a Cauchy criterion for the convergence to a Lipschitz solution
for the Mirror Sweeping Process.

This regularization method has been used before for degenerate sweeping processes in [21]
and for state-dependent sweeping processes in [18, 29, 40]. Differently from this works,
we present a proof of well-posedness similar to what it is done in [39] for a nondegenerate
sweeping process, where the authors do not use any compactness hypotheses over the moving
set. Besides adding the mirror map, we also consider a perturbation function in the dynamic.

2.2 Main Hypotheses

In this section, we list the main hypotheses used throughout this chapter.
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Hypotheses on φ : H → R ∪ {+∞}: The function φ belongs to Γ0(H) and is twice
differentiable. Moreover, the following conditions will be assumed in the rest of the chapter.

(H1
φ) There exists m > 0 such that

⟨∇φ(x)−∇φ(y), x− y⟩ ≥ m∥x− y∥2 for all x, y ∈ H.

(H2
φ) There exists M > 0 such that

∥∇φ(x)−∇φ(y)∥ ≤M∥x− y∥ for all x, y ∈ H.

(H3
φ) There exists ϑ > 0 such that

∥D2φ(x)−D2φ(y)∥ ≤ ϑ∥x− y∥ for all x, y ∈ H.

Hypotheses on the moving sets: The set-valued map C : I ⇒ H has closed, nonempty
and convex values. Moreover, we will assume the following property is satisfied:

(HC) There exists κ ≥ 0 such that for s, t ∈ I

sup
z∈H

|d(z, C(t))− d(z, C(s))| ≤ κ|t− s|.

Hypotheses on the perturbation: The perturbation term f : I ×H → H satisfies the
following assumptions:

(Hf
1) For every x ∈ H, the map t 7→ f(t, x) is measurable;

(Hf
2) For all r > 0, there exists µr ≥ 0 such that for a.e. t ∈ I, the map x 7→ f(t, x) is

Lipschitz of constant µ on rB;

(Hf
3) There exist nonnegative constants c, d such that

∥f(t, x)∥ ≤ c∥x∥+ d for all x ∈ H.

2.3 Preparatory Lemmas

We will now give preliminary results that will be useful in the remainder of this chapter
regarding properties of the distance function and some results on set-valued maps. We start
with Gronwall’s Lemma, and we refer to [31] for its proof.

Lemma 2.3.1 (Gronwall’s Lemma) Let u, α, β : [t0, t1] → R be integrable functions. As-
sume that u is absolutely continuous on [t0, t1] and

u̇(t) ≤ α(t) + β(t)u(t) a.e. t ∈ [t0, t1].

Then, for all t ∈ [t0, t1]

u(t) ≤ u(t0) exp

(∫ t

t0

β(τ)dτ

)
+

∫ t

t0

α(s) exp

(∫ t

s

β(τ)dτ

)
ds.
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We now present Mazur’s Lemma, whose proof can be found in [15, Chapter 1].

Lemma 2.3.2 (Mazur’s Lemma) Let (un)n∈N ⊂ H be a sequence converging weakly to ū.
Then there is a sequence of convex combinations (vn)n∈N such that

vn =
N∑

k=n

λkuk where
N∑

k=n

λk = 1 and λk ≥ 0, n ≤ k ≤ N,

which converges to ū in norm.

The next lemma will allow us to find an upper bound for the distance between the moving
set and the trajectories of an approximated problem of the Mirror Sweeping Process.

Lemma 2.3.3 Assume that (H2
φ) and (HC) hold. Let x : [t0, t1] → H be an absolutely con-

tinuous function on [t0, t1]. If θ(t) := dC(t)(∇φ(x(t))) for all t ∈ [t0, t1], then θ is absolutely
continuous on [t0, t1] and

θ(t)θ̇(t) ≤ κθ(t) + ⟨∇φ(x(t))− projC(t)(∇φ(x(t))), D2φ(x(t))ẋ(t)⟩ a.e. t ∈ [t0, t1].

Proof. First, let us prove that θ is absolutely continuous. This comes from the fact that,
thanks to (H2

φ) and (HC), for any s, t ∈ [t0, t1], one has

|θ(t)− θ(s)| = |dC(t)(∇φ(x(t)))− dC(s)(∇φ(x(s)))|
≤ |d(∇φ(x(t)),∇φ(x(s))) + dC(t)(∇φ(x(s)))− dC(s)(∇φ(x(s)))|
≤ |d(∇φ(x(t)),∇φ(x(s)))|+ |dC(t)(∇φ(x(s)))− dC(s)(∇φ(x(s)))|
≤ ∥∇φ(x(t))−∇φ(x(s))∥+ κ|t− s|
≤ M∥x(t)− x(s)∥+ κ|t− s|.

Now, to prove the inequality let us set

ψ(t, x) :=
1

2
d2C(t)(∇φ(x)) for t ∈ [t0, t1] and x ∈ H.

Then, ψ(t, ·) is continuously differentiable around x(t) (see for instance [12, Theorem 5.1])
with

∇2ψ(t, x(t)) = x(t)− projC(t)(x(t)), (2.1)

where ∇2ψ stands for the derivative of ψ with respect to the second variable.

Let t ∈]t0, t1[ such that θ̇(t) and ẋ(t) exist. Then, for all s > 0 small enough,

1

2s
[θ2(t+ s)− θ2(t)] =

1

s
[ψ(t+ s, x(t+ s))− ψ(t, x(t+ s))]

+
1

s
[ψ(t, x(t+ s))− ψ(t, x(t))]

≤ κ

2
[dC(t+s)(x(t+ s)) + dC(t)(x(t))]

+
1

s
[ψ(t, x(t+ s))− ψ(t, x(t))].

(2.2)
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Here, the last inequality holds since, by definition of ψ, we have

1

s
[ψ(t+ s, x(t+ s))− ψ(t, x(t+ s))] =

1

s

1

2
[d2C(t+s)(∇φ(x(t+ s)))− d2C(t)(∇φ(x(t+ s)))]

=
1

2s

[(
dC(t+s)(∇φ(x(t+ s))) + dC(t)(∇φ(x(t+ s)))

)
·
(
dC(t+s)(∇φ(x(t+ s)))− dC(t)(∇φ(x(t+ s)))

)]
≤ κ

2

[
dC(t+s)(∇φ(x(t+ s))) + dC(t)

(
∇φ(x(t+ s))

)]
.

(2.3)

Moreover, since ẋ is well-defined in t, there exists ε > 0 such that ε → 0 in H whenever
s→ 0, and therefore we can write

x(t+ s) = x(t) + sẋ(t) + sε.

Let us define xt = x(t) + sẋ(t) + sε, yt = x(t) + sẋ(t), then

1

s
ψ(t, x(t+ s)) =

1

2s
d2C(t)(∇φ(xt))

≤ 1

2s

(
d2(∇φ(xt),∇φ(yt)) + d2C(t)(∇φ(yt))

)
=

1

2s
∥∇φ(xt)−∇φ(yt)∥2 +

1

s
ψ(t, yt) (2.4)

Using (H2
φ) and 2.4, it yields, for w ∈ C(t),

1

s
ψ(t, x(t+ s)) ≤ 1

2s
M2∥xt − yt∥2 +

1

s
ψ(t, yt)

=
M2

2s
∥sε∥ · ∥xt − yt∥+

1

s
ψ(t, yt)

≤ M2

2
∥ε∥ · ∥(xt − w)− (yt − w)∥+ 1

s
ψ(t, yt)

≤ M2

2
∥ε∥ · (∥x(t) + sẋ(t) + sε− w∥+ ∥x(t) + sẋ(t)− w∥) + 1

s
ψ(t, yt)

Since w ∈ C(t) is arbitrary, we can take infimum over C(t) to obtain

1

s
ψ(t, x(t+ s)) ≤ M2

2
∥ε∥ ·

(
dC(t)(xt) + dC(t)(yt)

)
+

1

s
ψ(t, yt). (2.5)

Finally, we notice that if we use inequalities (2.3) and (2.5) in (2.2), we obtain

1

2s
[θ(t+ s)2 − θ(t)2] ≤ κ

2
[dC(t+s)(∇φ(x(t+ s))) + dC(t)(∇φ(x(t+ s)))]

+
1

s
[φ(t,∇φ(x(t+ s))))− ψ(t, x(t))]

≤ κ

2

(
dC(t+s)(x(t+ s)) + dC(t)(x(t+ s))

)
+
M2

2
∥ε∥ ·

(
dC(t)(xt) + dC(t)(yt)

)
+

1

s
ψ(t, yt)−

1

s
ψ(t, x(t)).
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Setting δ(s) := M2

2
∥ε∥ ·

(
dC(t)(xt) + dC(t)(yt)

)
, we have that

1

2s
[θ(t+ s)2 − θ(t)2] ≤ κ

2

(
dC(t+s)(∇φ(x(t+ s))) + dC(t)(∇φ(x(t+ s)))

)
+δ(s) +

1

s
ψ(t, yt)−

1

s
ψ(t, x(t))

=
κ

2
[dC(t+s)(∇φ(x(t+ s))) + dC(t)(∇φ(x(t+ s)))]

+
1

s
(ψ(t,∇φ(x(t) + sẋ(t)))− ψ(t,∇φ(x(t)))) + δ(s),

Hence, taking s↘ 0, we conclude. □

2.4 Well-posedness of Mirror Sweeping Process

In this section we prove the existence and uniqueness of solutions for the perturbed Mirror
Sweeping Process as discussed in the previous sections. Let us recall the Mirror Sweeping
Process in a Lipschitz setting:{

ẋ(t) ∈ −NC(t) (∇φ(x(t))) + f(t, x(t)) a.e. t ∈ I := [T0, T ],

x(T0) = x0,
(PL)

where ∇φ(x0) ∈ C(T0).

Let λ > 0. We will find xλ : I → H with xλ(0) = x0 such that for a.e. t ∈ I, ẋλ(t) = − 1

2λ
∇d2C(t)(∇φ(xλ(t))) + f(t, xλ(t)),

∇φ(x0) ∈ C(T0).
(Pλ)

Remark 2.4.1 Without loss of generality, we will assume η > 0 such that

|T − T0| = σ <
m

κ+ (M +m)β
η,

where, for all x ∈ B(x0, η), we will have

∥f(t, x)∥ ≤ β := cη + c∥x0∥+ d. (2.6)

Proposition 2.4.2 Assume that (H2
φ), (HC), (Hf

1), (H
f
2) and (Hf

3). Then, for every λ > 0
there exists a unique solution xλ ∈ B(x0, η) of (PL) defined on its maximal interval of
existence [T0, Tλ[⊂ [T0, T ], where η is given in Remark 2.4.1.

Proof. The proof falls naturally into two claims.

Claim 1: For all x ∈ B(x0, η) we have that dC(t)(∇φ(x(t))) < +∞ for all t ∈ [T0, T ].
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Proof of Claim 1. Let x ∈ B(x0, η). Let us notice that, thanks to (HC) and (H2
φ), we have

that

dC(t)(∇φ(x)) ≤ d(∇φ(x),∇φ(x0)) + dC(t)(∇φ(x0))
= d(∇φ(x),∇φ(x0)) + dC(t)(∇φ(x0))− dC(T0)(∇φ(x0))
≤ M∥x(t)− x0∥+ κ|t− T0|
< Mη + κσ

< +∞,

which completes the proof. □
Claim 2: The map

g(t, x) := −1

λ
(∇φ(x)− projC(t)(∇φ(x))) + f(t, x(t)) for (t, x) ∈ [T0, T ]× B(x0, η),

has the following properties:

(i) For all x ∈ B(x0, η), the map t 7→ g(t, x) is measurable;

(ii) For all t ∈ [T0, T ], the map x 7→ g(t, x) is ℓηλ−Lipschitz on B(x0, η) with

ℓηλ :=
2M

λ
+ µ∥x0∥+η.

Here, µ∥x0∥+η is the constant given by (Hf
2) for r = ∥x0∥+ η.

Proof of Claim 2. The first assertion follows directly from (HC) and (Hf
1). To prove (ii),

we observe that according to (1.1), for all t ∈ [T0, T ], the map u 7→ projC(t)(u) is 1-Lipschitz

in H. Therefore, (ii) is a consequence of (H2
φ) and (Hf

2). □

Hence, Claim 2 and the Cauchy-Lipschitz Theorem [38, p. 819], guarantee a unique solution
xλ(·) ∈ B(x0, η), for all λ > 0, of (PL) on its maximal interval of existence [T0, Tλ[⊂ [T0, T ].
□

Remark 2.4.3 Claim 1 guarantees that the projection of ∇φ(x(t)) over C(t) is well-defined
for all x ∈ B(x0, η). In more general settings, such as the case where C(t) is ρ-prox-regular
(see, e.g.,[39]), one can define η in a more convenient way, such that dC(t)(∇φ(x(t))) belongs
to Uγ

ρ (C(t)), and therefore, the projection exists. In our case, however, since we are working
with a Chebyshev set, it suffices us to consider η > 0 a finite constant.

Now we show that the trajectories of (PL) stay uniformly close to the moving sets (with
respect to λ).

Lemma 2.4.4 Suppose that (H1
φ), (H2

φ) and (HC) hold. Let θλ(t) := dC(t)(∇φ(xλ(t))) for
all t ∈ [T0, T ). Then, θλ is absolutely continuous on [T0, Tλ[, and a.e. for t ∈ [T0, Tλ[,

θ̇λ(t) ≤ (κ+Mβ)− m

λ
θλ(t), (2.7)
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where β is given by (2.6).

Consequently,

θλ(t) = dC(t)(∇φ(xλ(t))) ≤
κ+Mβ

m
λ for all t ∈ [T0, Tλ[. (2.8)

Proof. From Lemma 2.3.3, we deduce that θλ is absolutely continuous. To prove the
inequality, let t ∈ Ωλ := {t ∈ [T0, Tλ[ : θλ(t) ̸= 0} where ẋλ(t) exists and set

Φ(t, x) := ∇φ(x)− projC(t)(∇φ(x)).

Once again using Lemma 2.3.3, we have that

θλ(t)θ̇λ(t) ≤ κθλ(t) + ⟨Φ(t, xλ(t)), D2φ(xλ(t))ẋλ(t)⟩

= κθλ(t)−
1

λ
⟨Φ(t, xλ(t)), D2φ(xλ(t))Φ(t, xλ(t))⟩

+⟨∇Φ(t, xλ(t)), D
2φ(xλ(t))f(t, xλ(t))⟩

≤ κθλ(t)−
m

λ
θ2λ(t) +Mβθλ(t),

where we have used hypotheses (H1
φ) and (H2

φ), the fact that φ is twice differentiable, and
that, by defintion, ∥Φ(t, xλ(t))∥ = θλ(t). Hence, we have shown that (2.7) holds for t ∈ Ωλ.
Now, let t ̸∈ Ωλ, i.e., θλ(t) = 0. Then, θλ attains a minimum at this point and therefore
θ̇λ(t) = 0 for a.e. t /∈ Ωλ and (2.7) also holds in this case.

Thus, the inequality (2.7) holds in any case. The rest of the proof follows from Gronwall’s
Lemma (lemma 2.3.1) with α(t) ≡ κ+Mβ and β(t) ≡ −m

λ
, obtaining for a.e. t ∈ [T0, Tλ[,

θλ(t) ≤ θλ(T0) exp

(
−
∫ t

T0

m

λ
dτ

)
+

∫ t

T0

(κ+Mβ) exp

(
−
∫ t

s

m

λ
dτ

)
ds

And given that θλ(t) = dC(T0)(x0) = 0, we have that

θλ(t) ≤ exp
(
−m
λ
t
)∫

T t
0

(κ+Mβ) exp
(m
λ
s
)
ds.

Therefore, we conclude that

θλ(t) ≤
κ+Mβ

m
λ,

which completes the proof. □

Remark 2.4.5 Given Lemma 2.4.4, we obtain that xλ is a Lipschitz continuous map on
[T0, Tλ[ for any λ > 0.

Proposition 2.4.6 For almost every t ∈ [T0, Tλ[, one has

||ẋλ(t)− f(t, x(t))|| ≤ γ :=
κ+Mβ

m
.

Consequently, for a.e. t ∈ [T0, Tλ[

∥ẋλ(t)∥ ≤ ω :=
κ+ (M +m)β

m
.
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Proof. Let us recall that, according to (Pλ),

ẋλ(t) = −1

λ
(∇φ(xλ(t))− projC(t)(∇φ(xλ(t)))) + f(t, xλ(t)).

Therefore,

∥ẋλ(t)− f(t, xλ(t))∥ =
1

λ
θλ(t).

Thanks to Lemma 2.4.4, we have that

∥ẋλ(t)− f(t, xλ(t))∥ ≤ κ+Mβ

m
.

To conclude, we notice that

∥ẋλ(t)∥ ≤ ∥ẋλ(t)− f(t, xλ(t))∥+ ∥f(t, xλ(t))∥.

□

We conclude from Proposition 2.4.6 that xλ(t) is Lipschitz solution of (PL) over the interval
[T0, Tλ[, where xλ(Tλ) ⊂ B(x0, η). Since Tλ is finite, we have that x(Tλ) := limt↗Tλ

xλ(t) is
well defined on H. Therefore, we can extend the Lipschitz solution to [T0, Tλ], and we have
that

||x(Tλ)− x0|| ≤ ||x(Tλ)− x(T0)|| ≤ ω(Tλ − T0) < η.

This yields that necessarily, Tλ = T0 + σ, otherwise the previous inequality would allow us
to extend xλ on the right of Tλ in a solution of (PL) with the extension of xλ included in
B(x0, η), which contradicts the maximality of the interval [T0, Tλ[.

Therefore, we have shown that for any λ > 0, (PL) has a unique Lipschitz solution xλ on the
whole of the interval [T0, T ] with xλ([T0, Tλ]) ⊂ B(x0, η).

We will now prove that (xλ)λ>0 is a Cauchy sequence when λ ↘ 0. Firstly, let us show a
preliminary results that will be used in the proof.

Remark 2.4.7 Let us notice that thanks to (H2
φ) and (1.4) in Theorem 1.3.3, it holds that

∇φ∗ is 1
m
−Lipschitz.

Lemma 2.4.8 Consider λ, µ > 0, and let us denote wι(t) := projC(t)(∇φ(xι(t))) for ι ∈
{λ, µ}. There exists ρ̃ such that for all t ∈ [T0, T ], the set [∇φ]−1(C(t)) is ρ̃−uniformly
prox-regular. Furthermore, for a.e. t ∈ [T0, T ]

vλ(t) := − 1

γM
D2(∇φ∗(wλ(t)))zλ(t) ∈ N[∇φ]−1(C(t))(∇φ∗(wλ(t))) ∩ B,

vµ(t) := − 1

γM
D2(∇φ∗(wµ(t)))zµ(t) ∈ N[∇φ]−1(C(t))(∇φ∗(wµ(t))) ∩ B,

where zλ(t) := ẋλ(t)− f(t, xλ(t)) and zµ(t) := ẋµ(t)− f(t, xµ(t)).

Consequently, for a.e. t ∈ [T0, T ]

⟨vλ(t)− vµ(t),∇φ∗(wλ(t)))−∇φ∗(wµ(t)))⟩ ≥ −1

ρ̃
||∇φ∗(wλ(t)))−∇φ∗(wµ(t)))||2.
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Proof. Let us begin by proving that ∇φ is metrically calm. Let t ∈ [T0, T ] and x ∈ H. If
x ∈ ∇φ−1(C(t)), then the result is immediate. Therefore, we will assume x ∈ H\∇φ−1(C(t)).
By (1.4), we know that ∇φ−1 = ∇φ∗. Then, one has

d∇φ−1(C(t))(x) = inf
∇φ∗:z∈C(t)

∥∇φ∗(∇φ(x))−∇φ∗(z)∥

≤ 1

m
inf

z∈C(t)
∥∇φ(x)− z∥

=
1

m
dC(t)(∇φ(x)).

Therefore, ∇φ is 1
m
−metrically calm relatively to C(t). This implies by Proposition 1.5.2 that

∇φ∗(C(t)) satisfies the UNCIIP with constant 1
m
. By [13, Theorem 31] and [17, Proposition

3.14], ∇φ∗(C(t)) is ρ̃−prox-regular for some ρ̃ > 0.

Now, thanks to (H2
φ) and (H3

φ) we have that ∇φ is strictly differentiable, and therefore we
can apply the chain rule for nonsmooth functions [23, Theorem 3.41] and the fact that D2φ
is self-adjoint [3, Fact 2.66] to obtain the following equality for x̄ ∈ ∇φ∗(C(t)):

N∇φ∗(C(t))(x̄) = D2φ(x̄)NC(t)(∇φ(x̄)). (2.9)

Next, for ι ∈ {λ, µ} we have that zι(t) := ẋι(t)− f(t, xι(t)) ∈ −NC(t)(wι(t)). Then, recalling
the bounds for ẋι in Proposition 2.4.6, and the fact that thanks to (H2

φ) and (H3
φ) we have

that ∥D2φ(u)∥ ≤M for all u ∈ H, it is clear that

− 1

γM
D2φ(∇φ∗(wι(t)))zι(t) ∈ D2φ(∇φ∗(wι(t)))NC(t)(wι(t)) ∩ B.

And using (2.9) with x̄ = ∇φ∗(wι(t)), it yields

− 1

γM
D2φ(∇φ∗(wι(t)))zι(t) ∈ N∇φ∗(C(t))(∇φ∗(wι(t))) ∩ B.

Finally, the inequality holds by (iii) from Theorem 1.4.3. □

Proposition 2.4.9 There exists a constant C > 0 such that for all positive numbers λ, µ,
the following inequality holds:

sup
t∈[T0,T ]

||xλ(t)− xµ(t)|| ≤ C(λ+ µ).

Proof. For the sake of readability, let us consider the following notation:

wλ(t) := projC(t)(∇φ(xλ(t))); wµ(t) := projC(t)(∇φ(xµ(t))),
zλ(t) := ẋλ(t)− f(t, xλ(t)); zµ(t) := ẋµ(t)− f(t, xµ(t)),

uλ(t) := ∇φ(xλ(t))− projC(t)(∇φ(xλ(t)); uµ(t) := ∇φ(xµ(t))− projC(t)(∇φ(xµ(t)).

Then, using Proposition 2.4.6 for λ, µ > 0, one has

max{||ẋλ||, ||ẋµ||} ≤ γ and max{∥ẋλ(t)∥, ∥ẋµ(t)∥} ≤ ω for a.e. t ∈ [T0, T ].
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We now consider the φ−Symmetrized Bregman Divergence between xλ(t) and xµ(t):

Υ(t) := ⟨∇φ(xλ(t))−∇φ(xµ(t)), xλ(t)− xµ(t)⟩ for all t ∈ [T0, T ].

Thanks to (H2
φ), it is clear that Υ is absolutely continuous with

Υ̇(t) = I1(t) + I2(t) for a.e. t ∈ [T0, T ],

where
I1(t) := ⟨D2φ(xλ(t))ẋλ(t)−D2φ(xµ(t))ẋµ(t), xλ(t)− xµ(t)⟩,
I2(t) := ⟨∇φ(xλ(t))−∇φ(xµ(t)), ẋλ(t)− ẋµ(t)⟩.

We will now find suitable bounds for these quantities.

Estimation of I1(t): Let us write I1 for t ∈ [T0, T ] as

I1(t) = I11(t) + I12(t) + I13(t),

where

I11(t) := ⟨D2φ(xλ(t))ẋλ(t)−D2φ(∇φ∗(wλ(t)))ẋλ(t), xλ(t)− xµ(t)⟩,
I12(t) := ⟨D2φ(∇φ∗(wλ(t)))ẋλ(t)−D2φ(∇φ∗(wµ(t)))ẋµ(t), xλ(t)− xµ(t)⟩,
I13(t) := ⟨D2φ(∇φ∗(wµ(t)))ẋµ(t)−D2φ(xµ(t))ẋµ(t), xλ(t)− xµ(t)⟩.

We will first estimate I11(t) and I13(t). To do this, let us recall that by Proposition 2.4.2,
we have that xλ, xµ ∈ B(x, η). Therefore, by using Lemma 2.4.4, Proposition 2.4.6, and the
hypotheses (H1

φ) and (H3
φ), we obtain for a.e. t ∈ [T0, T ],

I11(t) ≤ ϑ∥ẋλ(t)∥ · ∥xλ(t)−∇φ∗(wλ(t))∥ · ∥xλ(t)− xµ(t)∥
≤ ϑ · ω · ∥∇φ∗(∇φ(xλ(t)))−∇φ∗(wλ(t))∥ · ∥xλ(t)− xµ(t)∥

≤ ϑ · ω · 1

m
∥∇φ(xλ(t))− wλ(t)∥ · η

=
ϑωη

m
· θλ(t)

≤ ϑωηγ

m
λ.

Similarly, we obtain that, for a.e. t ∈ [T0, T ],

I13(t) ≤
ϑωηγ

m
µ.

Moving onto the estimation of I12, we will write for t ∈ [T0, T ]

I12(t) = J1(t) + J2(t) + J3(t),

where

J1(t) := ⟨D2φ(∇φ∗(wλ(t)))ẋλ(t)−D2φ(∇φ∗(wµ(t)))ẋµ(t), xλ(t)−∇φ∗(wλ(t))⟩,
J2(t) := ⟨D2φ(∇φ∗(wλ(t)))ẋλ(t)−D2φ(∇φ∗(wµ(t)))ẋµ(t),∇φ∗(wλ(t))−∇φ∗(wµ(t))⟩,
J3(t) := ⟨D2φ(∇φ∗(wλ(t)))ẋλ(t)−D2φ(∇φ∗(wµ(t)))ẋµ(t),∇φ∗(wµ(t))− xµ(t)⟩.
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In the same way as before, we will first give the estimation of J1(t) and J3(t), which are
obtained in a similar way.

First we notice that according to (H2
φ), we have that

∥D2φ(u)∥ ≤M for all u ∈ H. (2.10)

Secondly, thanks to (H1
φ) and Lemma 2.4.4, we know that for a.e. t ∈ [T0, T ],

J1(t) ≤ 2M · ω · ∥xλ(t)−∇φ∗(wλ(t))∥

≤ 2M · ω · 1

m
θλ(t)

≤ 2
Mωγ

m
λ

Similarly, for a.e. t ∈ [T0, T ]

J3(t) ≤ 2
Mωγ

m
µ.

Now, to estimate J2(t), let us notice that

J2(t) = J21(t) + J22(t) + J23(t) for a.e. t ∈ [T0, T ],

where

J21(t) := ⟨D2φ(∇φ∗(wλ(t)))zλ(t)−D2φ(∇φ∗(wµ(t)))zµ(t),∇φ∗(wλ(t))−∇φ∗(wµ(t))⟩,
J22(t) := ⟨

[
D2φ(∇φ∗(wλ(t)))−D2φ(∇φ∗(wµ(t)))

]
f(t, xλ(t)),∇φ∗(wλ(t))−∇φ∗(wµ(t))⟩,

J23(t) := ⟨D2φ(∇φ∗(wµ(t))) [f(t, xλ(t))− f(t, xµ(t))] ,∇φ∗(wλ(t))−∇φ∗(wµ(t))⟩.

To estimate J21 we resort to Lemma 2.4.8.

J21(t) = −Mγ⟨vλ(t)− vµ(t),∇φ∗(wλ(t))−∇φ∗(wµ(t))⟩

≤ Mγ

ρ̃
∥∇φ∗(wλ(t))−∇φ∗(wµ(t))∥2

≤ Mγ

ρ̃m2
∥wλ(t)− wµ(t)∥2

≤ M3γ

ρ̃m2
∥xλ(t)− xµ(t)∥2,

where we used (H1
φ), (H2

φ) and (1.1).

For J22 we use hypotheses (H1
φ),(H2

φ),(H3
φ) and (1.1).

J22(t) ≤ ϑ∥f(t, xλ(t))∥ · ∥∇φ∗(wλ(t))−∇φ∗(wµ(t))∥2

≤ ϑ · β · 1

m2
∥wλ(t)− wµ(t)∥2

≤ ϑβ

m2
∥∇φ(xλ(t))−∇φ(xµ(t))∥2

≤ ϑβM2

m2
∥xλ(t)− xµ(t)∥2.
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Finally, to estimate J23 we use (H1
φ), (H

f
2) and (2.10).

J23(t) ≤M∥f(t, xλ(t))− f(t, xµ(t))∥ · ∥∇φ∗(wλ(t))−∇φ∗(wµ(t))∥

≤M · µ∥x0∥+η∥xλ(t)− xµ(t)∥ ·
1

m
∥wλ(t)− wµ(t)∥

≤M · µ∥x0∥+η∥xλ(t)− xµ(t)∥ ·
1

m
∥xλ(t)− xµ(t)∥

=
M

m
µ∥x0∥+η∥xλ(t)− xµ(t)∥2,

Estimation of I2(t): let us notice that

I2(t) = I21(t) + I22(t) for a.e. t ∈ [T0, T ],

where
I21(t) := ⟨uλ(t)− uµ(t), ẋλ(t)− ẋµ(t)⟩,
I22(t) := ⟨wλ(t)− wµ(t), ẋλ(t)− ẋµ(t)⟩.

To estimate I21(t), we use Proposition 2.4.6 to obtain for a.e. t ∈ [T0, T ],

I21(t) = ⟨uλ(t)− uµ(t), ẋλ(t)− ẋµ(t)⟩
= ⟨−λzλ(t) + µzµ(t), ẋλ(t)− ẋµ(t)⟩
≤ (λ∥zλ(t)∥+ µ∥zµ(t)∥)(∥ẋλ(t)∥+ ∥ẋµ(t)∥)
≤ 2γω(λ+ µ).

For I22(t) we consider hypotheses (H2
φ), (H2

φ) and (1.1), and we notice that, according to
(Pλ) and Remark 1.2.4, ẋλ(t)− f(t, xλ(t)) ∈ −NC(t)(projC(t)(∇φ(xλ))) (analogously for ẋµ).
Therefore,

I22(t) = ⟨wλ(t)− wµ(t), ẋλ(t)− f(t, xλ(t))− (ẋµ(t)− f(t, xµ(t)))⟩
+ ⟨wλ(t)− wµ(t), f(t, xλ(t))− fµ(t, xλ(t))⟩

≤ ∥wλ(t)− wµ(t)∥ · ∥f(t, xλ(t))− f(t, xµ(t))

≤Mµ∥x0∥+η∥xλ(t)− xµ(t)∥2.

Final steps: considering all the previous estimates, we obtain that there exists c1, c2 > 0 such
that

Υ̇(t) ≤ c1(λ+ µ) + c2∥xλ(t)− xµ(t)∥2 for a.e. t ∈ [T0, T ].

Therefore, for all t ∈ [T0, T ],

Υ(t) ≤ c1(λ+ µ)(t− T0) + c2

∫ t

T0

∥xλ(s)− xµ(s)∥2ds.

It follows by virtue of (H1
φ) that for all t ∈ [T0, T ],

m∥xλ(t)− xµ(t)∥2 ≤ Υ(t) ≤ c1(λ+ µ)(t− T0) + c2

∫ t

T0

∥xλ(s)− xµ(s)∥2ds.
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Hence, we have found positive constants C1, C2, such that for all t ∈ [T0, T ],

m∥xλ(t)− xµ(t)∥2 ≤ C1(λ+ µ) + C2
∫ t

T0

∥xλ(s)− xµ(s)∥2ds.

We conclude by using Gronwall’s Lemma, obtaining for t ∈ [T0, T ],

∥xλ(t)− xµ(t)∥2 ≤ C1 exp(C2(t− T0))(λ+ µ).

□

In the remaining of this chapter we will prove that the family (xλ)λ>0 converges uniformly
to a unique solution of (PL).

Lemma 2.4.10 The family (xλ)λ>0 converges uniformly to a κ+(M+m)β
m

−Lipschitz solution
of (PL).

Proof. The convergence of xλ(·) is guaranteed over the interval [T0, T ] thanks to the
Cauchy criteria given by Proposition 2.4.9. Therefore, (xλ(·))λ uniformly converges to x(·) ∈
C([T0, T ],H) when λ↘ 0. Hence, it suffices to prove that the limit of xλ satisfies (PL).

On the one hand, according to Proposition 2.4.6, we have that

θλ(t) = dC(t)(∇φ(xλ(t))) ≤
κ+Mβ

m
λ,

and therefore ∇φ(x(t)) ∈ C(t) when λ↘ 0 for all t ∈ [T0, T ].

Next, let us recall from Proposition 2.4.6 that for a.e. t ∈ [T0, T ]

∥ẋ(t)∥ ≤ κ+ (M +m)β

m
, (2.11)

and thus, there exists a sequence (λn)n such that ẋλn(·) weakly converges to an element
z(·) ∈ L2([T0, T ],H) when λn ↘ 0, such that for a.e. t ∈ [T0, T ],

∥z(t)∥ ≤ κ+ (M +m)β

m
.

This inequality still holds at the limit thanks to the fact that the set{
v ∈ L2([T0, T ],H) : ∥v(t)∥ ≤ κ+ (M +m)β

m
for a.e. t ∈ [T0, T ]

}
is a closed and convex set in L2([T0, T ];H).

Next, for t ∈ [T0, T ] let us fix h ∈ H. Then, if we write〈
h,

∫ t

T0

ẋλn(s)ds

〉
=

∫ t

T0

⟨h1[T0,t](s), ẋλn(s)⟩ds,

we see that ∫ t

T0

ẋλn(s)⇀

∫ t

T0

z(s)ds.
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Moreover, since (xλ(t))λ converges to x(t) strongly in H, we have that

xλn(t) = x0 +

∫ t

T0

ẋλn(s)ds

converges to x(t) = x0 +
∫ t

T0
z(s)ds. Therefore, x(·) is absolutely continuous with ẋ(t) = z(t)

for a.e. t ∈ [T0, T ], and we have that ẋλn(·) converges weakly to ẋ(·) in L2([T0, T ],H). This
entails that

ẋλn(·)− f(·, xλn(·))⇀ ẋ(·)− f(·, x(·)) (2.12)

in L2([T0, T ],H), and thanks to Proposition 2.4.6, this limit is bounded for a.e. t ∈ [T0, T ],

and we also have that ∥ẋ(t)∥ ≤ κ+(M+m)β
m

, which implies that

∥x(t)− x0∥ ≤ κ+ (M +m)β

m
(t− T0) ≤ η.

Therefore, x ∈ B(x0, η), for all t ∈ [T0, T ].

For the last part of this proof we make use of Mazur’s lemma (Lemma 2.3.2) through (2.12),
implying that there exist the real numbers r(n) > n for all n ∈ N and sk,n ≥ 0 with∑r(n)

k=n sk,n = 1, such that
r(n)∑
k=n

sk,n(fλk
− ẋλk

) → (f − ẋ)

strongly in L2([T0, T ],H), and where we denote fλk
(t) = f(t, xλk

(t)). By extracting a subse-
quence, we can assume ẋ(t) and ẋλn(t) exist for a.e. t ∈ [T0, T ], and

r(n)∑
k=n

sk,n(fλk
(t)− ẋλk

(t)) → (f(t, x(t))− ẋ(t)) for a.e. t ∈ [T0, T ].

We suppose that the inequalities in Proposition 2.4.6 also hold a.e. for t ∈ [T0, T ], and for
all λn, n ∈ N. Let us fix t ∈ [T0, T ] such that ẋ(t) and ẋλn(t) are well defined. Then, we have
that ∣∣∣∣∣∣

r(n)∑
k=n

sk,n⟨fλk
(t)− ẋλk

(t),∇φ(x(t))− projC(t)(∇φ(xλk
(t)))⟩

∣∣∣∣∣∣ (2.13)

≤ κ+Mβ

m

r(n)∑
k=n

sk,n∥∇φ(x(t))− projC(t)(∇φ(xλk
(t)))∥. (2.14)

Since both the projection and ∇φ are Lipschitz, and ∇φ(x(t)) ∈ C(t), we have that, when
n→ +∞,

projC(t)(∇φ(xλn(t)))−∇φ(x(t)) → 0, (2.15)

strongly in H. Therefore, according to (2.13), as n→ +∞, it yields

r(n)∑
k=n

sk,n⟨fλk
(t)− ẋλk

(t),∇φ(x(t))− projC(t)(∇φ(xλk
(t)))⟩ → 0.

27



Next, let x′ ∈ H, then

r(n)∑
k=n

sk,n⟨fλk
(t)− ẋλk

(t),∇φ(x′)− projC(t)(∇φ(xλk
(t)))⟩

=

〈
r(n)∑
k=n

sk,n(fλk
(t)− ẋλk

(t)),∇φ(x′)−∇φ(x(t))

〉

+

r(n)∑
k=n

sk.n⟨fλk
(t)− ẋλk

(t),∇φ(x(t))⟩

According to this equality and (2.15), we have that

r(n)∑
k=n

sk,n⟨fλk
(t)− ẋλk

(t),∇φ(x′)− projC(t)(∇φ(xλk
(t)))⟩

converges to
⟨f(t, x(t))− ẋ(t),∇φ(x′)−∇φ(xλk

(t))⟩.
On the other hand, if we recall Proposition 2.4.6, and the fact that fλk

(t) − ẋλk
(t) ∈

NC(t)(projC(t)(∇φ(xλ(t)))), we have that for all x′ ∈ C(t),

r(n)∑
k=n

sk,n⟨fλk
(t)− ẋλk

(t),∇φ(x′)− projC(t)(∇φ(xλk
(t)))⟩ ≤ 0.

Hence, since projC(t)(∇φ(xλn(t))) → ∇φ(x(t)) as n→ +∞, it follows that

r(n)∑
k=n

sk,n⟨fλk
(t)− ẋλk

(t),∇φ(x′)− projC(t)(∇φ(x(t)))⟩ ≤ 0,

i.e.,
−ẋ(t) + f(t, x(t)) ∈ NC(t)(∇φ(x(t))) for a.e. t ∈ [T0, T ],

which completes the proof. □

Finally, we prove uniqueness of the solution.

Lemma 2.4.11 The dynamical system (PL) has a unique solution.

Proof. Let x1 and x2 be two solutions of (PL). This proof is similar to the proof of
Proposition 2.4.9. Therefore, we consider the φ−Symmetrized Bregman Divergence between
x1 and x2:

Υ(t) := ⟨∇φ(x1(t))−∇φ(x2(t)), x1(t)− x2(t)⟩,
and its derivative,

Υ̇(t) := I1(t) + I2(t),

where

I1(t) := ⟨D2φ(x1(t))ẋ1(t)−D2(x2(t))ẋ2(t), x1(t)− x2(t)⟩,
I2(t) := ⟨∇φ(x1(t))−∇φ(x2(t)), ẋ1(t)− ẋ2(t)⟩.
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Just as the proof in Proposition 2.4.9, we will estimate I1 and I2.

Estimation of I1(t): let us write this expression as

I1(t) := I11(t) + I2(t),

where

I11(t) := ⟨D2φ(x1(t))(ẋ1(t)− f(t, x1(t)))−D2φ(x2(t))(ẋ2(t)− f(t, x2(t))), x1(t)− x2(t)⟩,
I12(t) := ⟨D2φ(x1(t))f(t, x1(t))−D2φ(x2(t))f(t, x2(t)), x1(t)− x2(t)⟩.

Here, to find a bound for I11(t) we use the fact that ∇φ∗(C(t)) is a prox-regular set with
constant ρ̃, as proven in Lemma 2.4.8. Thanks to the same lemma, we get that for i ∈ {1, 2}

− 1

γM
D2φ(xi(t))(ẋi(t)− f(t, xi(t))) ∈ N∇φ∗(C(t))(∇φ∗(projC(t)(xi))),

and therefore by (iii) in Theorem 1.4.3, we get that, for a.e. t ∈ [T0, T ],

I11(t) ≤
γM

ρ̃
∥x1(t)− x2(t)∥2.

To estimate I12(t), let us notice that

I12(t) := J1(t) + J2(t),

where

J1(t) := ⟨D2φ(x1(t))f(t, x1(t))−D2φ(x2(t))f(t, x1(t)), x1(t)− x2(t)⟩
J2(t) := ⟨D2φ(x2(t))f(t, x1(t))−D2φ(x2(t))f(t, x2(t)), x1(t)− x2(t)⟩.

For J1, let us set υ := max{∥f(t, x1(t))∥, ∥f(t, x2(t))∥}. By (Hf
3), we know that υ is a finite

constant. Therefore, using (H3
φ), we have that

J1(t) ≤ ∥D2φ(x1(t))f(t, x1(t))−D2φ(x2(t))f(t, x1(t))∥ · ∥x1(t)− x2(t)∥
≤ ∥f(t, x1(t))∥ · ∥D2φ(x1(t))−D2φ(x2(t))∥ · ∥x1(t)− x2(t)∥
≤ υϑ∥x1(t)− x2(t)∥2

As for J2(t), we recall from Proposition 2.4.6 that for a.e. t ∈ [T0, T ] and i ∈ {1, 2},
∥ẋi(t)∥ ≤ ω, and therefore, ∥xi(t)∥ ≤ ω · σ < η, for i ∈ {1, 2}. Using this fact, (H2

φ) and

(Hf
2), it follows that

J2(t) ≤ ∥D2φ(x2(t))f(t, x1(t))−D2φ(x2(t))f(t, x2(t))∥ · ∥x1(t)− x2(t)∥
≤ ∥D2φ(x2(t))∥ · ∥f(t, x1(t))− f(t, x2(t))∥ · ∥x1(t)− x2(t)∥
≤ Mµ∥x0∥+η∥x1(t)− x2(t)∥2.

Estimation of I2(t): first, let us write

I2(t) := I21(t) + I22(t),
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where

I21(t) := ⟨∇φ(x1(t))−∇φ(x2(t)), ẋ1(t)− f(t, x1(t))− (ẋ2(t)− f(t, x2(t)))⟩,
I22(t) := ⟨∇φ(x1(t))−∇φ(x2(t)), f(t, x1(t))− f(t, x2(t))⟩.

Notice that since ẋi(t) − f(t, xi(t)) ∈ −NC(t)(∇φ(xi(t))), for i = 1, 2, then by definition of
the normal cone (Definition 1.2.3), we conclude that I21(t) ≤ 0. As for I22, thanks to (H2

φ)

and (Hf
2), we have that

I22(t) ≤Mµ∥x0∥+η∥x1(t)− x2(t)∥2,

Hence, we have arrived to the following bound, for a.e. t ∈ [T0, T ]:

Υ̇(t) ≤ C∥x1(t)− x2(t)∥2,

with C a positive finite constant. This inequality implies that

Υ(t) ≤ C
∫ t

T0

∥x1(s)− x2(s)∥2ds.

Therefore, defining the absolutely continuous function F (t) :=
∫ t

T0
∥x1(s)− x2(s)∥2ds, using

(H1
φ) and the bound for Υ̇ to conclude that, for all t ∈ [T0, T ],

mḞ (t) ≤ Υ(t) ≤ CF (t),

where Ḟ (t) = ∥x1(s)−x2(s)∥2 by a straightforward calculation. Hence, by Gronwall’s Lemma
(lemma 2.3.1), we get that

F (t) ≤ F (T0) exp

(∫ t

T0

Cds
)

∀t ∈ [T0, T ].

And since x1 and x2 are solutions of the sweeping process, they satisfy the initial condition
x1(T0) = x2(T0) = x0, which implies that F (T0) = 0. This means that

∥x1(s)− x2(s)∥2 ≤ 0,

which concludes the proof. □
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Chapter 3

Bounded Retraction Sweeping Process

We will now give a solution of the Degenerate Mirror Sweeping Process in the case where
the moving set C is of bounded retraction. For the rest of this chapter, let us assume (H1

φ),
(H2

φ) and (H3
φ) hold locally over an open set D contained in the domain of ∇φ. For the

moving set C, let us assume it has closed, nonempty and convex values. Moreover, C is of
bounded retraction over the interval [0, T ], i.e., C ∈ BR([0, T ]; CH). Finally, we will assume
this dynamic is not perturbed, i.e., from now on f ≡ 0.

The proof of existence of said solution is inspired by the methods used in [33, 34, 36]; that is,
we will prove that for T > 0, if C ∈ BR([0, T ], CH), there exists a solution x ∈ BV([0, T ];H)
such that there is a measure µ : B([0, T ]) → [0,∞] and a function v ∈ L1

loc(µ;H) that satisfy
the following dynamic:



∇φ(x(t)) ∈ C(t) ∀t ∈ [0, T ]

Dx = vµ

−v(t) ∈ NC(t)(∇φ(x(t))) µ− a.e., t ∈ Cont(C)

∇φ(x(t)) = ProjC(t)(∇φ(x(t−)), ∀t ∈ Discont(C) \ {0}
∇φ(x(t+)) = ProjC(t+)(∇φ(x(t))) ∀t ∈ Discont(C) \ {0}
∇φ(x(0)) = ProjC(0)(∇φ(x0))

∇φ(x(0+)) = ProjC(0+)(∇φ(x(0))

(PBR)

To prove existence, we will show that we can reduce (PBR) to the case where the moving
set is 1-Lipschitz continuous by parametrizing the moving set with the arc length ℓC(t) =

R(C; [0, t]), so we can write C(t) := C̃(ℓC(t)). This method was first used by Moreau in [26]
when reducing the absolutely continuous sweeping process to the Lipschitz case. In our case,
this method comes naturally if we notice that whenever the retraction of a moving set C is
Lipschitz, (PBR) is reduced to a dynamic much like the one seen in (PL), except that the
moving set must be Lipschitz with respect to the excess instead of the Hausdorff distance,
since, in this case, one lacks of discontinuity points for the moving set. The Lipschitz case
with respect to the excess has been studied in [16], where by means of a catching-up-like
algorithm, it is proven there exists a unique solution for the Mirror Sweeping Process. From
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now on, whenever we speak of (PL), we will refer to the case in which the moving set is
Lipschitz with respect to the excess.

Let us return our attention back to the parametrization of the moving set. The problem
with this is that C̃ is only defined in the image ℓC([0, T ]), and therefore we need to connect
the jumps of C with a suitable class of geodesics (see for instance [36]), and consequently

defining C̃ on the whole interval [0,R(C, [0, T ])]. This way, we can get the solution of the

Mirror Sweeping Process driven by C̃ using the method proposed in [16], and then discard
the jumps to get the solution associated with C. It has been shown in [32, 35] that the choice
of paths to connect the endpoints of a jump is non-trivial, and in [36] the author presents
the suitable class of geodesics for the bounded retraction case that we will be using in this
work.

Finally, let us consider the solution operator of (PBR),

S : BR([0, T ]; CH)×H → BV([0, T ];H), (3.1)

which assigns to each pair (C, x0) the solution x ∈ BV([0, T ];H) of (PBR). By virtue of
Lemma 2.4.10 , we can define the solution operator associated to (PL) in the Lipschitz
setting:

S : Lip([0, T ]; CH) → Lip([0, T ];H).

In order to reduce (PBR) to (PL), we will rely on the following proposition regarding the rate
independence of the sweeping process. For a similar result, we refer to [34].

Proposition 3.0.1 Let S : Lip([0, T ]; CH) → Lip([0, T ];H) be the solution operator of (PL).
If ϕ : [0, T ] → [0, T ] is continuous and non-decreasing, then

S(C ◦ ϕ, x0) = S(C, x0) ◦ ϕ. (3.2)

Proof. Let x := S(C, x0) be a solution for (PL), that is,

ẋ(t) ∈ −NC(t)(∇φ(x(t))) for a.e. t ∈ [0, T ]. (3.3)

Now, let us consider z := x ◦ ϕ = S(C, x0) ◦ ϕ. Since ϕ is non-decreasing,

ż(t) = ẋ(ϕ(t))ϕ̇(t) for a.e. t ∈ [0, T ].

Then, by using (3.3), we conclude that

ż(t) = ẋ(ϕ(t))ϕ̇(t) ∈ −NC(ϕ(t))(∇φ(z(t))) for a.e. t ∈ [0, T ],

where we have used that ϕ̇ ≥ 0 almost everywhere. Hence, z is a solution of (PL) driven by
the sets t 7→ (C ◦ ϕ)(t). Therefore, z = S(C ◦ ϕ, x0), which concludes the proof. □

3.1 Geodesics for the retraction

As stated before, our goal is to redefine C̃ on the interval [0, T ], and therefore we need suitable
paths to fill in the jumps of C. To do this, we introduce the class of geodesics with respect
to the excess that will allow us reduce (PBR) as discussed above.
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Definition 3.1.1 Assume that A,B ∈ CH and set ρ := e(A,B). We define the curve
F(A,B) : [0, 1] → CH by

F(A,B)(t) :=

{
A if t = 0,

B + (1− t)Dρ = B +D(1−t)ρ if 0 < t ≤ 1.
(3.4)

Figure 3.1 shows a graphic representation of the geodesic in a discontinuity interval. We see
that when t = 0, then the geodesic is just the set A, whereas when there is a t ∈ [0, 1], we
see that the geodesic “enhances” the set B with a radius of (1 − t)ρ, where ρ is the excess
of A over B, represented in the figure as the outer rim. That is, we build our geodesic by
modifying the set B just enough so it can sweep the point from A to B at each time of the
discontinuity interval. Since we define the geodesic in function of A and B, which in our case
are convex sets, then it is direct that F(A,B) is also convex.

Figure 3.1: Graphic representation of the geodesic F(A,B).

Proposition 3.1.2 If A,B ∈ CH and F(A,B) := F : [0, 1] → CH is defined as in (3.4), we
have

e(F(s),F(t)) = (t− s)e(A,B) ∀s, t ∈ [0, 1], s < t. (3.5)

In particular, Lip(F) = (t− s) and we can call F an e-geodesic connecting A to B.

Proof. We follow the proof of [36, Proposition 6.1].

For every t > 0 we have F(0) = A ⊂ B + Dρ and since Dρ = D(1−t)ρ + Dtρ, then
e(F(0),F(t)) ≤ tρ.
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If 0 < s ≤ t we have

F(s) = B +D(1−s)ρ

= B +D(1−t)ρ +D(t−s)ρ

= F(t) +D(t−s)ρ,

And therefore e(F(s),F(t)) ≤ (t− s)ρ = (t− s)e(A,B). On the other hand we have

e(A,B) ≤ e(A,F(s))+e(F(s),F(t))+e(F(t), B) ≤ se(A,B)+e(F(s),F(t))+(1−t)e(A,B),

hence (t− s)e(A,B) ≤ e(F(s),F(t)) and we obtain the desired result. □

The next lemma shows that there exists a unique a solution of the sweeping process driven
by a geodesic F(A,B).

Lemma 3.1.3 Let A,B ∈ CH such that ρ = e(A,B) < +∞, and let F(A,B) : [0, 1] → CH
defined as in (3.4). Then, the system{

−ẋ(t) ∈ NF(A,B)(t)(∇φ(x(t))), L1 − a.e., t ∈ [0, 1]

x(0) = ProjF(A,B)(0)
(∇φ(x0)),

(3.6)

has a unique absolutely continuous solution.

Proof. It suffices to notice that thanks to Proposition 3.1.2 the moving set is Lipschitz with
respect to the excess, and therefore the existence and uniqueness of the solution is guaranteed
by [16, Proposition 3.2.10]. □

Remark 3.1.4 In the case where the moving set is of bounded variation, we shall use a
geodesic F that is Lipschitz continuous with respect to the Hausdorff distance (see Definition
1.3.1), in which case we can apply the results shown in Chapter 2 to prove that the sweeping
process has a unique solution when driven by F .

3.2 Main Result

In this section we present the main theorem of this thesis, regarding the existence of solutions
for (PBR). To prove this, we will use the family of geodesics defined in (3.4) to fill in the
jumps of C, which will allow us to extend the solution seen in the previous section.

Theorem 3.2.1 Let us assume that C ∈ BR([0, T ]; CH), x0 ∈ H. Then there exists a unique
x ∈ BV([0, T ]; CH) such that there exists a Borel measure µ : B([0, T ]) → [0,+∞] and a
function v ∈ L1(µ;H),
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∇φ(x(t)) ∈ C(t) ∀t ∈ [0, T ]

Dx = vµ

−v(t) ∈ NC(t)(∇φ(x(t))) µ− a.e., t ∈ Cont(C)

∇φ(x(t)) = ProjC(t)(∇φ(x(t−)), ∀t ∈ Discont(C) \ {0}
∇φ(x(t+)) = ProjC(t+)(∇φ(x(t))) ∀t ∈ Discont(C) \ {0}
∇φ(x(0)) = ProjC(0)(∇φ(x0))

∇φ(x(0+)) = ProjC(0+)(∇φ(x(0))

(PBR)

Moreover, x is left continuous (respectively: right continuous) if and only if C is left contin-
uous (respectively: right continuous).

The proof we will present in the following section is inspired by [36], where the author
finds existence of solution for a nondegenerate sweeping process with bounded retraction. A
similar method is used in [32, 35] to solve the nondegenerate dynamic when the moving set
is of bounded variation with respect to the Hausdorff distance. In [27], the author solves the
nondegenerate sweeping process where the moving set is of locally bounded variation and
right continuous. In our case, we use a more general setting and do not require neither left
continuity nor right continuity to prove existence of a solution.

3.2.1 Existence of the solution

In this section, we will prove the existence of a solution for the problem (PBR) of the form

S(C, y0) = S(C̃)◦ ℓC , using the methods previously described. First, let us notice that in the
intervals [s, t] where ℓC is constant, ℓ−1

C (τ) is a degenerate interval for τ ∈ [s, t]. Therefore,

the following proposition presents the existence of a well-defined function C̃ that addresses
this issue.

Proposition 3.2.2 Let C ∈ BR([0, T ]; CH) and consider the arc length ℓC defined in (1.3).

Then there exists C̃ ∈ Lip([0, T ], CH) such that C = C̃ ◦ ℓC, where

C̃(τ) =

{
C(t) if ℓ−1

C (τ) is a singleton and ℓ−1
C (τ) = {t},

C(t+) if ℓ−1
C (τ) is not a singleton and inf ℓ−1

C (τ) = t
(3.7)

Figure 3.2 gives us an example of why we extend C̃ the way that we do. The image in
the left represents the arc length, and whenever there is a jump of C, the arc length remains
constant, since it is defined by the retraction of the set. On the one hand, t1 is a continuity
point, and if we look at the preimage of ℓC(t1) we can clearly see it is a singleton. Hence, for

t1 we choose C̃(t1) = C(t1). On the other hand, if we take any point t ∈ [t2, t3], we get that
the preimage ℓ−1

C (t) is no longer a singleton, but a degenerate interval, as shown in the right

image. Hence, in this case we choose C̃(t) = C(t+2 ), since inf ℓ−1
C (t) = t2.

With this selection, C̃ is now well defined in the whole interval [0,R(C, [0, T ])].
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Example of and its inverse with a discontinuity interval

Figure 3.2: Example of ℓC and its inverse with a discontinuity inteval.

Proof of Proposition 3.2.2. We will prove C̃ is 1−Lipschitz continuous with respect to the
excess e, as seen in [36].

Let σ, τ ∈ ℓC([0, T ]) such that σ < τ . Let us assume that s = inf ℓ−1
C (σ) ≤ sup ℓ−1

C (σ) = s∗,
and t = inf ℓ−1

C (τ) ≤ sup ℓ−1
C (τ) = t∗. Then, we have three possible cases:

(i) Case 1: ℓ−1
C (σ) and ℓ−1

C (τ) are both singletons, then

e(C̃(σ), C̃(τ)) = e(C(s), C(t))

≤ R([s, t], C) = τ − σ.

(ii) Case 2: ℓ−1
C (σ) is not a singleton but ℓ−1

C (τ) is,

e(C̃(σ), C̃(τ)) = e(C(s+), C(t))

= e(C((s+ s∗)/2), C(t))

≤ R([(s+ s∗)/2; t];C) = τ − σ.

(iii) Case 3: ℓ−1
C (σ) and ℓ−1

C (τ) are not singleton, then

e(C̃(σ), C̃(τ)) = e(C(s+), C(t+))

= e(C((s+ s∗)/2), C((t+ t∗)/2))

≤ R([(s+ s∗)/2; (t+ t∗)/2];C) = τ − σ.

And since the case where ℓ−1
C (τ) is not a singleton but ℓ−1

C (σ) is, is analogous to case 2, we

have proven that C̃ is 1−Lipschitz with respect to the excess. □

Now that we found a suitable parametrization of the moving set, let us extend the definition
of C̃ over [0,R([0, T ];C)] as

C̃(σ) :=


F(C(t−),C(t))

(
σ − ℓC(t

−)

ℓC(t)− ℓC(t−)

)
if σ ∈ ]ℓC(t

−), ℓC(t)[, ℓC(t−) ̸= ℓC(t)

F(C(t),C(t+))

(
σ − ℓC(t)

ℓC(t+)− ℓC(t)

)
if σ ∈ ]ℓC(t), ℓC(t

+)[, ℓC(t) ̸= ℓC(t
+)

(3.8)
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Moreover, C̃(ℓC(t
−)) = C(t−) if ℓC(t

−) ̸∈ ℓC([0, T ]) and if ℓC(t
−) ̸= ℓC(t). We notice that

thanks to Proposition 3.1.2, C̃ remains a 1−Lipschitz continuous function with respect to
the excess, given that F(C(t−),C(t)) and F(C(t),C(t+)) are geodesics connecting C(t−) to C(t),
and C(t) to C(t+), respectively. In addition,

C(inf ℓ−1
C (ℓC(t

−))+) ⊂ C(t−) if ℓC(t
−) ∈ ℓC([0, T ]).

Hence, we conclude that S(C̃, x0) ∈ Lip([0, T ],H).

Now, recalling the rate independence of the system shown in Proposition 3.0.1, the clear
candidate for a solution of (PBR) is of the form

x := S(C̃ ◦ ℓC , x0) = S(C̃, x0) ◦ ℓC , (3.9)

where S is the solution operator of (PL), and x0 the initial data.

It only remains to prove that x solves (PBR). The equalities ∇φ(x(0)) = ProjC(0)(∇φ(x0))
and ∇φ(x(0+)) = ProjC(0+)(∇φ(x(0)) are easy to check. First, we prove that ∇φ(x(t)) ∈
C(t) for all t ∈ [0, T ]. Let us denote y := S(C̃, x0). First, let us notice that ∇φ(x(t)) ∈ C(t)
whenever ℓ−1

C (ℓC(t)) = {t}. In the case where ℓ−1
C (ℓC(t)) is not a singleton, we have that

∇φ(x(t)) = ∇φ(y(ℓC(t))) ∈ C̃(ℓC(t)) = C(inf ℓ−1
C (ℓC(t))

+) ⊂ C(t), and therefore we always
have that ∇φ(x(t)) ∈ C(t).

Second, we show that there exists a function v ∈ L1(µ;H) and a measure µ : B([0, T ]) →
[0,+∞] such that Dx = vµ.

We now turn to the remainder of the equations in the system (PBR). Since we know that
y is Lipschitz and ℓC is nondecreasing, then x = y ◦ ℓC ∈ BV ([0, T ],H). Moreover, x is
left continuous (resp. right continuous) if and only if ℓC is left continuous (resp. right
continuous), and therefore Discont(x) = Discont(ℓC) = Discont(C).

Next, we consider the function v : [0, T ] → H defined by

v(t) :=

ẏ(ℓC(t)) if t ∈ Cont(ℓC),
y(ℓC(t

+))− y(ℓC(t
−))

ℓC(t+)− ℓC(t−)
if t ∈ Discont(ℓC).

(3.10)

By virtue of (ii) in Proposition 1.6.4 and once again the fact that ℓC is nondecreasing, we
have that y ◦ ℓC = x ∈ BV([0, T ],H) and Dx = vDℓC . Therefore, the equality Dx = vµ
holds with µ = DℓC .

Now set
Z := {t ∈ [0,∞[ : − ẏ(t) ̸∈ NC̃(t)(∇φ(y(t)))}.

We will prove that L1(Z) = 0. Let us notice that by (i) in Proposition 1.6.4,

DℓC({t ∈ Cont(ℓC) : − (v(t) ̸∈ NC(t)(∇φ(y(t)))})
= DℓC({t ∈ Cont(ℓC) : − ẏ(ℓC(t)) ̸∈ NC(t)(∇φ(y(t)))})
= DℓC({t ∈ Cont(ℓC) : ℓC(t) ∈ Z})
= L1(Z) = 0,
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where in the last step we have used that, since y is a solution of (PL), we have that L1(Z) = 0.
This shows that −v(t) ∈ NC(t)(∇φ(x)) holds with µ = DℓC .

Finally, let us fix t ∈ Discont(ℓC). We observe that by (3.8), if σ ∈]ℓC(t−), ℓC(t)[,

C̃(σ) = F(C(t−),C(t))

(
σ − ℓC(t−)

ℓC(t)− ℓC(t−)

)
.

Then, since (PL) has a unique solution, the solution operator has the semigroup property:

S(C, y0)(t) = S(C(·+ s), S(C, y0)(s))(t− s) ∀t, s, 0 ≤ s < t.

And therefore, using this property, we have

∇φ(x(t)) = ∇φ(y(ℓC(t)))
= ∇φ(S(C̃, y0)(ℓC(t)))
= ∇φ(S(C̃(·+ ℓC(t

−)), S(C̃, y0)(ℓC(t
−)))(ℓC(t)− ℓC(t

−)))

= ∇φ(S(F(C(t−),C(t)), y(ℓC(t
−)))(1))

= ProjC(t)(∇φ(x(t−))).

On the other hand, if σ ∈]ℓC(t), ℓC(t+)[, we have that

C̃(σ) = F(C(t),C(t+))

(
σ − ℓC(t)

ℓC(t+)− ℓC(t)

)
.

Analogously to the previous case,

∇φ(x(t+)) = ∇φ(y(ℓC(t+)))
= ∇φ(S(C̃, y0)(ℓC(t)))
= ∇φ(S(C̃(·+ ℓC(t)), S(C̃, y0)(ℓC(t)))(ℓC(t

+)− ℓC(t)))

= ∇φ((S(F(C(t),C(t+)), y(ℓC(t)))(1))

= ProjC(t+)(∇φ(x(t))).

This concludes that ∇φ(x(t)) = ProjC(t)(∇φ(x(t−)) and that, for all t ∈ Discont(C) \ {0},
∇φ(x(t+)) = ProjC(t+)(∇φ(x(t))), which completes the proof.
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Conclusion

This thesis has dealt with the study of a degenerate sweeping process in two different settings,
using convex analysis and nonsmooth optimization techniques.

In Chapter 2, we study the so called Mirror Sweeping Process in the case where the moving set
is convex and Lipschitz continuous. By means of the Moreau-Yosida regularization method,
we find approximated solutions over sub-intervals, that are then proven to converge uniformly
to a solution of the Mirror Sweeping Process. This solution is absolutely continuous and,
moreover, is proven to be unique. To prove convergence, we drop the usual hypotheses of
separability of the Hilbert space and compactness of the moving set, which, to the best of
our knowledge, is new in degenerate sweeping processes with nonlinear operators.

In Chapter 3 we find a solution for the Mirror Sweeping Process in the case where the moving
set is convex and with bounded retraction. In this case we parametrize the set by means
of the arc length, and fill in the discontinuity jumps with a family of convex geodesics that
move in a Lipschitzian way with respect to the excess, reducing our problem to one that we
already know it has a solution, as seen in [16] via a catching-up-like algorithm.

There are still many open questions regarding the Mirror Sweeping Process, the first one
being the extension of this work onto a moving set with a prox-regular setting, for both
the Lipschitz and the bounded retraction case. The latter case can be explored adding a
perturbation and adapting the geodesic accordingly, while the former case can be recreated
in the case where the set moves in a Lipschitzian way, but with respect to the excess instead
of the Hausdorff distance. This way, the existence of solutions for the sweeping process driven
by the geodesics in Chapter 3 could be proven without the need of the catching-up algorithm.

Last, but not least, the Mirror Sweeping Process was born from the need of bridging the
worlds of differential inclusions and online optimization, and therefore solving real-life appli-
cations of online optimization via the Mirror Sweeping Process is something we are one step
closer to, and can be exploited in different scenarios, as proven throughout this thesis.
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Convexe, Vol. II, Secrétariat des Mathématiques, Publication, No. 122, pages Exp. No.
3, 36. Univ. Sci. Tech. Languedoc, Montpellier, 1972.

[25] J.J. Moreau. Rafle par un convexe variable. I. In Travaux du Séminaire d’Analyse
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