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Abstract

Direct Imaging of circumstellar material and forming exoplanets around young stellar

objects (YSO's) is a challenging task. Several techniques have been developed for

this purpose, among them we focused on the spectral deconvolution technique(SD).

Our goal is to create an algorithm that improves the current state of the art of the SD

technique, using principal component analysis (PCA) to create an orthogonal basis

set in annular regions centred on the star. A selection criterion for the wavelength

channels used to estimate the basis set, ensures that the model PSF is minimally

contaminated by a possible faint companion. We test our algorithm using SINFONI

data of HD 142527, HD 100546 and T Cha, obtaining a high-resolution image of the

surrounding disks in the H+K band. l-SDI gets roughly twice the amount of through-

put of its non-localized version. Using l-SDI we give new upper limit detection curves

on the selected sources, we confirm the structure of HD 142527 in the literature and

report a new spiral-arm structure in the outer disk.

La detección directa de material circumestelar y la formación planetaria alrededor de

objetos estelares jóvenes (YSO's en ingles) es una tarea compleja. Muchas tecnicas

han sido desarrolladas para este propósito, y esta tesis se enfoca en la técnica de

deconvolución espectral (SD). El objetivo es crear un algoritmo capaz de mejorar

las versiones actuales de SD, mediante el analisis de componentes principales (PCA)

para crear un conjunto de bases ortogonales entre si en regiones anulares centradas

en la estrella. Un criterio que selecciona los canales de longitud de onda usados para

construir esta base, asegura que el modelo de la PSF no este totalmente contaminado

por un posible compañero. El algoritmo es puesto a prueba con datos obtenidos en

SINFONI de las fuentes HD 142527, HD 100546 y T Cha, obteniendo una imagen de

alta resolución de el material circumestelar en la banda H+K. l-SDI obtiene aproxi-

madamente dos veces la cantidad de 'throughput' (rendimiento) que su version no

localizada. Usando l-SDI nuevas curvas de limites superiores en detección son ex-

traídas de las fuentes seleccionadas, se confirma la estructura de HD 142527 en la

literatura y se reporta un nueva estructura brazo-espiral en el disco exterior.
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Chapter 1

Introduction

The search of outer worlds is a quest that has intrigued humanity for ages. Firstly in our own

planet, but lately this search has expanded further into space. Almost 18 years have passed

since the first announcement of a Jupiter-sized planet 51 Peg b orbiting a sun-like star[Mayor

and Queloz, 1995], and now according to the exoplanet.eu Database Schneider et al. [2012]

more than 1000 exoplanets have been found and confirmed using various and sofisticated

methods, and the list keeps growing. Most of these detections are made by inderect methods,

but a fraction of them are directly detected, i.e. using direct imaging. As the name suggest

it, the observation of the companion itself is required to confirm the detection. This implies a

high-contrast technique to be used in order to reveal the companion.

This thesis will focus on a direct imaging technique called Spectral Deconvolution and will

develope further on its constrains and limits. We understand as contrast, the ratio between

the light fulx of a bright source (the host star), and a faint source (the companion). Then we

define a high-contrast observation as the techique that reaches a ratio of ∼ 104 of contrast

[Oppenheimer and Hinkley, 2009].

Historically, direct imaging of faint companions has been performed using coronographic

imaging, and applying sophisticated analysis techniques to identify faint point sources in the

speckle noise. Nowadays the techniques for high-contrast imaging make use of angular dif-

ferential imaging [ADI, Marois et al., 2006], and spectral difference imaging [SDI, e.g. Lenzen

et al., 2004; Marois et al., 2005]. A few sophisticated algorithms exists to subtract the point

spread function (PSF) of the host star in the observations to reveal faint companions. The LOCI

algorithm subtracts the stellar PSF by computing optimal linear combinations of the ADI sam-

ples [Lafrenière et al., 2007]. A damped version of LOCI (d-LOCI) was introduced by Pueyo

et al. [2012a], and applied to Integral Field Spectrograph (IFS) data [Pueyo et al., 2012b] .

A faster ADI algorithm uses Principal Component Analysis (or Karhuenen-Loève Transform) to

produce an orthonormal basis for the linear combination representing the PSF using the whole

dataset [Amara and Quanz, 2012; Soummer et al., 2012].

``Spectral deconvolution'' is a technique that uses integral field spectroscopy (IFS) data to

make an estimate of the stellar PSF in each channel of the cube using the spectral variations

of the PSF pattern. It was originally proposed by Sparks and Ford [2002], and later refined

by Thatte et al. [2007], to extend its usage to detect close-in companions using iterations

to minimize self-subtraction effects on possible companions. However, we feel that the term

Spectral Differential Imaging (SDI) is more appropriate than ``spectral deconvolution'' because

1



the chromatic variations of the stellar PSF can be post-processed into a radial displacement of

the astrophysical source with a constant PSF.

Here we apply PCA to obtain the PSF model using the radial sampling in SDI. We also

consider channel selection of reference PSF samples with wavelength ratios matched to the

radial diffraction shifts. This radial sampling provides an improvement in throughput by a

factor of roughly 2 in the case of our application. We refer to this improvement as local Spectral

Differential Imaging (l-SDI).

The first two Chapters present the background for high-contrast imaging: Chapter. 2 gives

a summary of the observations techniques that historically have been used for high-contrast

imaging. Chapter. 3 summarizes the main methods for speckle and PSF subtraction. In Chap-

ter. 4 we give a brief description of the dataset obtained by the integral field spectrograph (IFS)

at the VLT/SINFONI [Bonnet et al., 2004; Eisenhauer et al., 2003] and the simulation of fake

companions to characterise the technique. In Chapter. 5 we present an overview of the SDI

technique and our new approach. In Chapter. 6 we show our results in terms of detectability

and flux throughput and we apply the technique in SINFONI data. Finally Chapter. 7 contains

general discussions.
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Chapter 2

The optical problem and

observational techniques

The follow chapter was extracted from [Oppenheimer and Hinkley, 2009] review.

2.1 The optical problem

The main issue when observing the circumstellar surroundings of a star is the residual starlight

that contaminates the Field of View (FoV). This contamination comes from two principal sources:

light due to optical diffraction, and due to imperfect optics combined with the propagation of

light through a turbulent medium.

2.1.1 Diffracted Light

For a perfect image, i.e. limited only by diffraction due to the optical system, the point spread

function (PSF) is known very accurately. For a circular aperture it correspond to an Airy pattern.

So one could simply subtract the known PSF from the image, and the residuals will show

whatever is lying underneath. But perfect observations are not achievable in reality. They

would require long integration times to measure the light of the star and to get sufficient signal

on the PSF to detect small perturbations. One can remove this diffracted light with two classes
of techniques, coronography and interferometry, that will be briefly addressed in Secs. 2.2.2

and 2.2.3 respectively .

2.1.2 Speckles

The incoming wave front of light is never perfectly flat because no imaging system is perfect.

It will always have small wave front errors. Typically the quality of an image is measured by

the ``Strehl ratio", S, that is defined as the ratio of the peak intensity in a real image to that

of a perfect image made with the same imaging system's fundamental parameters. The Strehl

ratio is often approximated to

S ∝ exp(−σ2), (2.1)

3



Figure 2.1: Image in H-band using a coronograph from Hinkley et al. [2007]. Showing the
high prevalence of the speckle pattern, even in a high quality image (S=85%).

where σ is the root mean square of the wave front error in radians (when σ � 1).

For example, a good typical value of S is 70%, that means that 30% of the starlight will be

distributed over the FoV in a non-uniform and complex pattern called speckles (see Fig. 2.1).

To understand how this speckle pattern is formed, Stapelfeldt [2006] uses a simple approach

with a Fourier approximation. It predicts that this speckles will appear at almost arbitrary

locations in the image each with different intensities (as seen in Fig. 2.1). Their positions are

a function of the wave front perturbations and the wavelength.

Speckles don't follow the Poisson statistics, and their noise contribution is several orders

of magnitude larger than the Poisson noise of the ideal PSF [Racine et al., 1999]. Their noise

is highly correlated [Soummer et al., 2007]. So increasing the exposure time to get a higher

signal to noise (S/N) will not work, because the speckle noise can't be averaged out once the

speckle lifetime is reached [Hinkley et al., 2007]. These lifetimes can vary from few millisec-

onds to ten seconds, and some of them can even last many minutes at 0.5µm < λ < 2.5µm

[Hinkley et al., 2007].
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2.2 Observational techniques

2.2.1 Adaptive Optics

The term adaptive optics usually refers to a set of procedures and techniques that aim at

getting diffraction-limited images from a telescope. We won't discuss this subject at length,

but we will give a notion of it in the context of high-contrast imaging.

A standard AO system has two main stages. First a tip/tilt system corrects for large move-

ments of the PSF due to atmospheric turbulence or vibration of the telescope. Second, with the

image stabilized by the tip/tilt system, the lower-order corrections are made with a deformable

mirror. These mirrors can have up to thousands actuators underneath them [Dekany et al.,

2006]. For this actuators to work, and deform the mirror to correct by the wave front, a guide
star is needed to retrieve the wave front shape from a sensor at rates of thousands times per

second. The faster the sensor the better the correction is performed, but a brighter guide star

is needed.

AO allows us to achieve diffraction-limited images, but we still need to get rid of the diffracted

light. Two additional observational techniques aim at suppressing this light: coronography and

interferometry.

2.2.2 Coronographs

The classical Lyot coronograph uses two masks to suppress the starlight Fig. 2.2. The first mask

takes place where the image is formed, the focal plane, and is a small circular star-centred mask

of diameter about 3-6λ/D, which absorbs most of the starlight and the rest diffracts around it.

The image is then put out of focus and an image of the telescope pupil forms. In this image two

rings are formed containing most of the diffracted light. Here lies the advantage of this design.

The light that is not diffracted by the first focal mask, will be uniformly distributed. But the light

from the star will diffract into an outer and inner ring that can be masked again ,with the Lyot

mask, to eliminate the light from the star. Finally the image is brought back to focus with ∼ 99%

of the star flux reduced, leaving any object close to the star minimally reduced. Nowadays we

found many different improvements of this classical model in the literature. But for the propose

of this thesis, they are irrelevant. Guyon et al. [2006] provides a wide treatment of 16 different

coronographic techniques and compares them.

2.2.3 Interferometry

The application of optical and infrared (IR) interferometry to the high-contrast problem is rel-

atively new compared to coronographs and AO. It is a powerful technique for searching emis-

sion sources very close to the star, since it can achieve far higher angular resolution than

ground based direct imaging. We won't discuss interferometry further in this thesis. We refer

the reader to Beuzit et al. [2007] who provides a good review of interferometry applied to

high-contrast observations, and two examples of detections in these kind of observations may

be relevant to this work [Biller et al., 2012; Huélamo et al., 2011, companion candidates in

HD 142527 and T Cha].
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Figure 2.2: Simplified diagram of a Lyot coronograph, assuming a flat wave front. [Oppen-
heimer and Hinkley, 2009]
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Chapter 3

Image processing methods

In the previous chapter, we discussed the main observational methods for high-contrast imag-

ing. We stated that image processing after obtaining the data with AO is essential to reach

the high-contrast levels required to faint companion detections. In this chapter we discuss

the main imaging methods that can remove the remaining speckle pattern and the diffracted-

limited PSF by subtracting a reference image. This chapter was extracted mainly from two

reviews Oppenheimer and Hinkley [2009]; Wright and Gaudi [2013].

3.1 Polarimetric differential imaging

The main principle behind this method, is that starlight is not polarized, so polarimetric ob-

servations will not be affected by the residual pattern of speckles. Using double-differential

polarimetric imaging and taking simultaneous observations of different polarization states [see

Kuhn et al., 2001], one could image circumstellar disks and possible companions because dust

grains and exoplanets will scatter starlight, inducing polarization. Examples of imaging with

this technique can be seen in [Canovas et al., 2013; Follette et al., 2013; Oppenheimer et al.,

2008; Perrin et al., 2004]. A recent polarimeter, designed to be used in polarimetric differential

imaging (PDI), is presented in Rodenhuis et al. [2012].

3.2 Reference star differential Imaging

Reference star differential Imaging (RDI) is the least elaborated of the methods. It basically

consist in subtracting a reference PSF from a reference star [Marois et al., 2005] to the target

image. The efficiency of this method depends on how much correlation exist between the

reference and the image. And this depend on time delay between the acquisition of both, the

reference star and the target, because the stability of the speckles varies within a timescale, i.e

the lifetime of the speckles (see Sec. 2.1.2). One of the main problems of this approach is to

find a reference star compatible with our target. This star has to have similar stellar properties

(magnitude, color). Otherwise AO corrections won't produce a similar residual speckle patterns.

Besides the reference star has to be close enough to the target, to be able to take exposures

of both of them in a timescale, at least of the same order or less than the average lifetime of

the speckles. Nevertheless this method is advisable when the others cannot be applied [Mawet
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et al., 2012, e.g. coronography data at close angular separations].

3.3 Angular differential imaging

Angular differential imaging (ADI) [Marois et al., 2006] is a powerful method to estimate a ref-

erence PSF from the target without the need of a reference star. This method takes advantage

of the rotation of the FoV with respect to the telescope pupil when a sequence of observa-

tions are taken with the instrument rotator turned off or adjusted to keep the instrument and

telescope optics aligned. This will cause a low rotation of the FoV through the sequence of

observations. For each image a reference PSF is subtracted from the other images of the same

sequence. If the FoV rotates enough, the signal form the companion will be preserved after the

subtraction. After each image have been subtracted, they are all rotated to align the FoV and

a median is extracted. Several improvements on this basic scheme have been made, among

them Lafrenière et al. [2007] uses a 'locally optimized combination of images' (LOCI), a linear

combination of selected images within the observation. The state of the art is to estimate the

PSF using principal component analysis (PCA) (see appendix8), an application of this can be

found in two algorithms PynPoint and KLIP[Amara and Quanz, 2012; Soummer et al., 2012,

see]. We will further describe ADI later on.

3.4 Simultaneous differential imaging

It was first suggested by Racine et al. [1999], to subtract two simultaneous observations in

different but close wavelengths across the methane band (1.59µm), thus revealing any com-

panion containing methane. The wavelengths must be close enough for the two PSF's to be

highly correlated, and the images must be simultaneous to prevent the pattern of speckles

from changing. Examples of implementing the simultaneous differential imaging (SDI) are the

TRIDENT instrument [Marois et al., 2005] and the simultaneous differential extrasolar planet

imager at the VLT [Biller et al., 2006].

3.4.1 Spectral deconvolution or spectral differential Imaging

As ADI takes advantage of the azimuthal differentiation that rotates the FoV, the introduction

of an integral field spectrograph (IFS), allow us to take advantage of the chromatic properties

of speckles and the PSF in such a way that we will have radial movements of the diffraction

pattern as a function of wavelength. The IFS provide a 3D data cube, which contains the

spectral information of a plane in the sky. Both the Speckles and the PSF scale linearly with

wavelength (∼ λ), so if we scale the image we can align the PSF features and the speckles,

while the FoV will be radially differentiated (same as ADI but not azimuthally). We can later

estimate the PSF in each spectral image and subtract it by various methods we will discuss

later on. Finally the spectral images are scaled back . One of the most convenient aspects of

this treatment is that if a companion is detected its spectral information is a by-product. This

was first proposed by Sparks and Ford [2002] as the spectral deconvolution (SD) technique.

Although other authors referred to it as SDI-IFS, we feel it should be just SDI, but after spectral

differential Imaging.
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3.4.1.1 d-LOCI

As ADI, since SD or SDI was first proposed by Sparks and Ford [2002], its basic scheme remains

the same, but there have been many ways to determine the way to select an optimal reference

PSF. Recently Pueyo et al. [2012a] have developed a variation of LOCI, damped LOCI or d-LOCI.

It was applied to data from an IFS under the same principle of Sparks and Ford [2002], but

with a constrain in its optimization coefficients.

9



10



Chapter 4

Data reduction and fake

companions

We selected a sample of young stellar objects (YSOs) with circumstellar disks with documented

evidence for gas and disk gaps, and a single central star. Data were acquired using the SINFONI

integral field spectrograph at the 8.2 m telescope UT4 (Yepun) of the VLT at Cerro Paranal

Observatory. SINFONI can be fed by an adaptive optics (AO) module and operates in the J, H

and K near-infrared bands (1.1-2.45 µm), with spatial resolutions of 250 mas, 100 mas and

25 mas.

Source Grating Scale DIT Expousures Dates OB number

CS-Cha K 0.025 20s 5 9 Mar. 2012 200226132
CS-Cha H+K 0.025 20s 5 9 Mar. 2012 200226132
SZ-Cha H+K 0.025 4s 10 9 Mar. 2012 200226137
T-Cha H+K 0.025 4s 5 9 Mar. 2012 200226138

HD 100546 H+K 0.025 4s 5 9 Mar. 2012 200226140
HD 142527 H+K 0.025 100s 16 9 Mar. 2012 200226145
HD 142527 H+K 0.025 100s 7 9 Mar. 2012 200226147
HD 45677 H+K 0.025 1s 2 9 Mar. 2012 200226170
LkCa15 H+K 0.025 15s 2 10 Mar. 2012 200226173
T35 H+K 0.1 50s 5 10 Mar. 2012 200226179

HD 142527 H+K 0.025 300 7 12 May 2012 769575
HD 142527 H+K 0.025 300 7 11 Mar. 2013 769574
HD 142527 K 0.025 100 5 7 May 2013 769573
HD 142527 K 0.1 300 4 7 May 2013 769573
HD 142527 K 0.025 100 5 18 Jun. 2013 769572
HD 142527 K 0.1 300 4 18 Jun. 2013 769572

Table 4.1: Summary of observation with SINFONI. At this stage we have only applied l-SDI
succesfully to HD 100546, T-Cha, and the observations of HD 142527 from 9th of March 2012.

The observations selected for this work were spread over 2012 and 2013 (see Table 4.1).

We chose to work on HD 100546, T Cha and HD 142527.

HD 142527 was observed on May 2012, March 2013, May 2013 and June 2013 with two

spatial resolutions of 100 mas and 25 mas (corresponding to field of views of 3" × 3" and

0.8"×0.8", respectively) using the H+K grating, leading to a spectral resolution of R∼1500. Two
other runs of 25 mas of spatial resolution were taken in May 2013 and June 2013, but using
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the K grating, corresponding to a spectral resolution of R∼3000. They were taken with a shift
in P.A. of ∼ 45◦, thus changing the orientation of the PSF features.

The 25 mas spaxels oversample and better describe the PSF. However, the 100 mas spaxel

provide a larger field of view (FoV), which is also required in SDI to sample the PSF for a wide

spectral coverage. The H+K grating is better suited for SDI because the technique is more

effective with a wide spectral range [Thatte et al., 2007]. The run for HD 142527 was carried

out by mosaicking in a 2×2 pattern with two different strategies: we covered each corner in
separate observing blocks, and also looped over each corner in the same observing block. We

typically used detector integration times (DIT)s of 4s, with 50 coadds (i.e. NDIT = 50), for

tiles where the star fell on the array, and DITs of 300s, NDIT = 1, when the star was off the

array.

ESO observatory provides a pipeline for the reduction of SINFONI data. We drove the obser-

vatory pipelne version 2.3.3 with esorex and a set of home-made scripts in the Perl. Exposures
of standard stars with matched elevations where acquired for the correction of telluric features.

In order to implement the simulations presented here we used the HD 142527 (see 4.1,

OB number 200226147) data set, because it has a larger FoV and does not seem to have any

bright signal in its residual image after our early tests. Fake companions were created in each

channel of the HD142527 spectral cube at differents angular separations. We fited an airy

pattern to the central star and used these parameters to make the artificial companion, see

Figure 4.1.
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Figure 4.1: Fake companions at 0.251'',0.375'',0.500'' and 0.625''. We chose this angular
pattern to to avoid overlaps while working with several fake companions simultaneously.
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Chapter 5

Overall view of the technique

It is possible to characterise the PSF, i.e. the image of the stellar point source on the detec-

tor array, as an Airy pattern with characteristic rings separated by W ∝ λ/D, together with a

pattern of secondary images, or speckles. These speckles are produced due to scattering of

the irregular wave-front [even in an ideal AO system Macintosh et al., 2006], also of typical

dimension λ/D. So we expect that the PSF will approximately scale with wavelength, such that

the speckle pattern will swell linearly with wavelength. This scaling law is only approximate

because the Strehl ratio decreases with wavelength. Here we exploit this wavelength depen-

dence of the PSF, i.e. the PSF chromaticity [e.g. Pueyo et al., 2012b], to infer a PSF model for

the subtraction of the stellar PSF.

Since the airy rings and speckle pattern scale linearly with λ, at least to first order, it is

necessary to shrink each image at a given wavelength plane so that the speckle pattern is kept

approximately constant along the wavelength axis. For example, if we take the first image is

at 1.4µm as reference wavelength, the image at 2.0µm should be shrunk by a factor of 1.4/2.0.

With a scaled data cube we can estimate the PSF by three different ways:

1. Median Estimate: The first approach is to obtain a model of the PSF by taking the median

of the scaled cube along the wavelength axis. To perform the subtraction of the stellar

PSF this median-estimated model is then subtracted to each wavelength channel after

scaling in intensity by linear regression. After performing initial tests using this median

PSF model, we found that it provides a much lower throughput than the alternatives.

Accordingly we did not further develop this technique.

2. Polynomial fitting in wavelength: According to Sparks and Ford [2002], the classical SDI

technique fits a low order polynomial in each pixel of the scaled cube along the wavelength,

and constructs a PSF for each channel with this model. The assumption is that a low order

polynomial will not pick up the small modulations injected by the companion candidates

[Sparks and Ford, 2002].

3. Principal Component Analysis: We can also view the wavelength dependence of the PSF

as a set of sample PSF measurements with which to build an orthogonal basis set. The

Principal Component Analysis is well suited to generate such a basis set. The projection of

the data cube onto the PCA basis provides ordered components; the first few components

already provide a model of the PSF. We select the first K components to construct a model

15



PSF in the form

I(λ) =

K∑
i=1

ai(λ)Ci,

where Ci are the principal components that form the orthogonal basis. This PCA de-

composition provides a model data cube that approximates the bulk of the data for each

wavelength plane. Since the stellar PSF represents the bulk of the signal, it is hoped

that a number of components K can be found that does not incorporate signal from the

companions. Including more components gradually improves the model of the data, and

eventually picks up the companion signal (which in this scaled data cube is spread radi-

ally). As explained in Sec. 1 PCA has recently been used by Amara and Quanz [2012];

Soummer et al. [2012] to create an orthogonal basis sets for the ADI technique.

After subtracting the stellar PSF, through either technique, the subtracted data cube is then

rescaled spatially to the original pixel scale. This PSF-subtracted data cube can then be col-

lapsed for the detection of faint signal, or else to extract spectra from known faint companions.

5.1 The code and PCA

The code was written in python using the AGPY package by Adam Ginsburg and scipy libraries.

Following the algorithm proposed by Sparks and Ford [2002] the cube must be scaled to align

the PSF. Firstly, we must be absolute sure that the image is centred. To centre the cube, there

were two possible methods: fitting a simple Gaussian in each channel, finding the centroid

and then aligning all the images; or maximizing the cross-correlation function between each

channel. To find the maximum it is enough to fit a Gaussian to the cross-correlation matrix.

We choose to fit a Gaussian in each channel, and then use a local regression to construct the

wavelength dependence in the center of the PSF in each channel.

Sometimes the center of the star will not be available in the FoV of the observation (see

Appendix 8).

With every channel in the cube adequately aligned we can proceed to spatially scale each

wavelength plane. The code uses the ndimage package in scipy to shrink and shift the image
using an spline interpolation scheme.We chose the lowest wavelength of the data cube as
the reference wavelength λ◦. To shrink the image from the plane at wavelength λi we used a

geometric transform that shrinks the cube by a factor of λ◦/λi.

According to Thatte et al. [2007], the radial limit to which a companion candidate can be

detected is a function of the maximum and minimum wavelength of the cube, because it is

constrained by a lower limit in the radial displacement of the companion when we spatially

scale each wavelength plane by λ◦/λi. Let ∆θc represent this radial displacement at the sep-

aration θc. If we assume that the width of the companion is given by the first null of the airy

diffraction pattern, i.e. 2 × 1.22 λ
D , the radial displacement ∆θc must be large enough so that

some wavelength planes of the the scaled cube are entirely devoid of companion light [see

Thatte et al., 2007, their Fig. 1].

Following Thatte et al. [2007], the radial displacement ∆θc can be parametrised as

∆θc = 2ε× 2.44λ◦/D

where the parameter ε > 1 means that at least some of the channels are free of companion
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Figure 5.1: Constraints using ε = 1 as a threshold. The upper graphic shows the minimum upper
wavelength (with λ◦ = 1.4525 as the lower one) that meets the ε = 1 criterion at that radius,
i.e. the radial movement of the companion along the cube is the minimum displacement for
a PSF stack not entirely contaminated by the companion flux in each pixel. And the lower
graphic shows the maximum radius at which a point source will not fully contaminate the
whole spectrum as a function of the spectral width (this wavelength is determined by the
upper graphic, i.e. the minimum inner radius), see Thatte et al. [2007, fig.1] for a scheme of
the cube contamination.
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light at the separation θc. Fig. 5.1 shows the minimum wavelength range the data cube has

to have to detect a point source close to the star if the data cube starts at the beginning of H

band (λ◦ = 1.4525µm). Fig. 5.1 also shows the maximum radius from which we can estimate

the PSF in all of the spectral channels, which is limited by the spatial scaling, for a given range

in wavelength. The inner and outer regions where the PSF can be successfully modelled, will

depend on both the spectral range and the spatial size of the cube.

5.1.1 Polynomial Fit

One possible way to estimate the PSF is to fit a robust low-order polynomial to the spectrum

extracted in each spatial pixel. This approach was first proposed by Sparks and Ford [2002].

Since the radial displacement of a faint companion represents a high frequency component in

the signal compared to the smooth PSF variations with wavelengths (that mostly stem from

varying Strehl ratio), the low polynomial will not pick up the companion light.

The polynomial fit is weighted by the spectrum of the STD star. Since we are working with

two bands (H+K), this weighting scheme naturally avoids the region between both spectral

windows.

We thus obtain a new cube containing a model of the PSF in each channel. To improve the

final contrast a linear regression is performed to further fit the PSF model to each channel. The

code uses the Kendall-Theill robust linear fitting algorithm to perform the regression between

the model and the data.

5.1.2 Principal Component Analysis

Another way to estimate the PSF is to build an orthonormal basis set using Principal Component

Analysis (i.e. the discrete Karhuenen-Loève Transform). It has been applied before by Amara

and Quanz [2012](PynPoint) and Soummer et al. [2012](KLIP) to ADI observations. For a full

description of PCA and how it is applied (see appendix 8).

5.2 Selecting the number of principal components to our

model

To estimate de number of PCA components to use in the RDI technique, we use the Akaike

Information Criterion (AIC). The number of PCs is treated as a parameter in [Amara and Quanz,

2012] and Soummer et al. [2012].

This criterion was first proposed by Akaike[Akaike, 1974] ,and a variation of the criterion by

Schwartz and Rissanen, MDL (Schwarz [1978], Rissanen [1978]).It can be applied to select the

optimal number of independent signals, to model an observation vector. Wax and Kailath used

this criterion to determine the number of independent signals in their model, with no subjective

judgement in the decision process [Wax and Kailath, 1985]. This number is determined by the

minimization of the AIC or MDL criterion. The determination of the number of independent

signals, in this problem, reduces to determine the number of principal components to be used

in the PSF model. We proceed as Wax and Kailath did but with our vectorised images (see

appendix .2). When applied to the entire cube of data AIC gives a minimum at k = 35, i.e. we

need only the first 35 principal components.
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5.3 Local spectral differential imaging (l-SDI)

Current SDI (or spectral deconvolution) techniques for the subtraction of the stellar PSF, use a

PSF model that is not contaminated by the companion flux. In order to get a clean detection,

ideally a reference PSF is used for ADI reduction (Thatte et al. [2007], Lafrenière et al. [2007]).

LOCI constructs a reference PSF free from a possible companion contamination, and PynPoint

states that there is a chance that the possible companion will be self-subtracted, if the PCs

accounts for some of its flux.

For ADI observations, the angular movement across the PSF is quite a lot, depending on the

time interval τ , thus providing a set of PSFs that are easily not entire contaminated by a possible

point source. On the other hand, the radial movement in the SDI technique is much less than

the movement in ADI, thus constraining the width of the bands used (see section 5.3.3).

5.3.1 Non-linearity of the PCA-filtered response to a point source

The response of the SDI technique, in terms of throughput, is not the same for companions

with different input flux, or angular separation from the central star. In order to characterise

this response, and as a measure of the effectiveness of this technique, we ran simulations by

injecting fake companions in the science data.

The HD 142527 data were selected for these simulations because it has the biggest FoV. A

total of five fake companions were injected at 0.12", 0.25", 0.42", 0.5" and 0.62", using an

airy pattern with its parameters taken from a fit to the star in each channel (width_x, width_y,

height, amplitude, rotation). We used 1%, 0.5%, 0.1%, and 0.01% (corresponding to 5, 5.7,

7.5 and 10 magnitudes) of flux contrast. We estimate the throughput as the ratio between

the peak of the collapsed emission in the residuals, and the peak of the collapsed emission in

the input fake companion. The collapsed emission is calculated as the median of the spectral

planes of the cube data, i.e. the collapsed cube. In Fig. 5.2 we show plots of the throughput for

both SDI techniques, using PCA and the polynomial fit. We find an increase of the throughput

by a factor of 3 − 5 in the outer regions of the disk, when applying the SDI algorithm instead

of the polynomial fit.

All these reductions were made with just two principal components. It may be possible

to improve the residual noise by increasing the number of principal components used as the

fake companion gets fainter. The PCA analysis is susceptible to copy, in the first few principal

components, the flux of strong companions if they are present as shown in Fig. 5.3. But as

they get faint one could use more components with minimal flux loss, this problem is address

in Sec. 5.4.

From Fig. 5.4, the point source in the residual images looks shattered and its flux is spread

radially. This complicated transfer function injects structures that differ from the input point-

source profiles. Therefore it may not be adequate to estimate the throughput as the ratio

between the peaks (see Chapter. 7).

Statistically, in Figs. 5.4(e) there is no 3-σ detection if we compare the peak of the signal

to the rms in a one-stellar-FWHM-wide, ∆∗. Yet visual inspection reveals a response from the

point source.

If the response can be characterised, then the fainter response can be compared to a sure

detection (for example a 1% contrast detection). But from the values of the slope errors from

5.3.1 and 5.3.1 we can see that the response is not linear at all. This is to be expected due to
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Figure 5.2: Throughput of different companions and contrasts, in HD 142527 data cube. This
throughput was calculated as the ratio of the signal peaks from a collapsed cube, i.e., the
mean of all spectral planes.Figs. 5.2(a), 5.2(b) show companions having 1% of the host star
flux, showing a clear tendency of increasing throughput towards the outer parts of the disk.
Nevertheless, Fig. 5.2(c) does not show this tendency, probably because the signal to noise is
too low. Same happens with Fig. 5.2(d), that is completely dominated by the noise.

the nature of the PCA analysis, which can absorb point source signals in the PSF model if they

are contaminating our reference stack of PSFs [see also Amara and Quanz, 2012, for the ADI

case].

In order to circumvent the above difficulties in SDI, in what follows we investigate the

selection of reference channels that allow to build a PSF model devoid of companion light.

5.3.2 Channel selection of reference PSF samples

We apply a selection process to determine which PSF reference images can be used without

introducing self-subtraction. It is similar to the one used by Pueyo et al. [2012a].

Consider an annular section at a fixed radius r, with a width δr, as shown in the Fig. 5.5(a).

Consider also a possible companion at r = 37 mas. From Fig. 5.5(a) we can see that the annular

region containing the PSF at a radius r in the spectral plane λm, will shrink and expand through

the cube, due to the wavelength dependence of the Airy pattern and the speckles. In others

words, at λinner < λm, the δr region in λm, will be shrunk by a factor of λinner/λm. And at

λouter > λm, the δr region will be expanded by a factor of λinner/λm.

After scaling the cube, the δr region will align in all the spectral planes. But the companion

will be shifted towards the central star in λinner, and outwards in λouter. We can choose a certain

λinner∗ and λouter∗, that leaves the annular region where we seek to estimate the PSF free from

a possible companion. We can then select the channels with λ < λinner∗ and the channels with

λ < λouter∗, to form two sets of reference PSFs to the annular region at λm (the inner and outer

set respectively), that are free of a possible companion's flux. We called this algorithm local

spectral differential imaging (l-SDI).
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Figure 5.3: First two principal components of companions with 1% of the flux . Fig. 5.3(a)
is the first principal component. Note that in the second principal component, Fig. 5.3(b) the
companions are clearly copied, due to the high flux of these companions.
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Figure 5.4: The 5.4(a) panel contains the residuals of PCA, and the 5.4(a) panel contains the
residual of polynomial fit, with companions of 1% of the stellar flux, both in one channel of the
H band. The 5.4(c) and 5.4(d) show same reduction (SDI and polynomial fit, respectively) but
in just one channel of the K band. The 5.4(e) panel shows a fainter companion after PCA, with
0.05% of the star flux.
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Planet Angular separation (arcsecs) χ2 αslope

1 0.251 1.17 0.426±0.088
2 0.375 1.13 0.106±0.158
3 0.500 0.66 0.071±0.147
4 0.625 0.17 0.054±0.019

Table 5.1: Linear regression of output signals of 0.1% of the flux to a clear detection of 1% of
the flux.

Planet Angular separation (arcsecs) χ2 αslope

1 0.251 0.38 0.030±2.982
2 0.375 1.47 0.001±3.550
3 0.500 0.01 0.006±0.470
4 0.625 0.16 0.008±0.167

Table 5.2: Linear regression of output signals of 0.01% of the flux to a clear detection of 1%
of the flux. Errors to calculate the χ2 reduced where widely overestimated since we use the
rms of an annular region that contains a high degree of artificial features. We can see from
the errors of αslope (they are much higher than the actual value of αslope) that the response of
the SDI technique is not linear.

To apply the AIC criterion we need enough PSF references in both sets. Empirically 75

reference PSFs from the channels with λ < λinner∗ and 75 from the channels with λ > λouter∗ will

be sufficient.

We need to avoid unnecessary operations in each computational loop. Since we need to find

a set of reference PSFs for each δr in each channel, the computational time that this algorithm

takes is much longer than SDI. We parallelize the code of l-SDI between sixteen cores using

the multiprocessing module in python, which dramatically decreased computational time.

5.3.3 Inner working angle

There is an intrinsic limitation to detect close-in companions with l-SDI. Given a radius r in

a channel with λ∗ there is a maximum radial shift of the PSF features that is determined by

the first (λ1) and last (λ2) channels available in the spectral sample. Namely, the PSF features

can expand by a factor of at most (λ2/λ∗) and contract by a factor of at most (λ1/λ∗). In the

SINFONI data these channels correspond to λ1 = 1.437µm and λ2 = 2.460µm. In what follows

we determine the minimum angular separation at a channel λ∗ that can be modelled by l-SDI

by requiring at least one spectral channel to build a reference PSF that is free of a possible

companion's flux.

Let λm be any spectral plane in the cube, and λi and λf be the inner and outter planes that

we will use to construct the reference PSF, respectively. The inner spectral plane (λi < λm)

will expand by a factor of λm/λi to match the PSF at λm, and the outer spectral plane (λo)

will shrink by a factor of λm/λo to match the PSF at λm (see Fig. 5.5). As the cube shrinks

and expands the companion will 'move', inwards at the outer spectral plane (λo) and outwards

at the first one (λi). We required this displacement to be enough to obtain a reference PSF

that is partially, if not completely, free of a possible companion's flux in the annular region of

interest. We choose a partial limit displacement of one HWHM, because in this way every pixel

23
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Figure 5.5: Schematic Diagram of the annular regions to be used. The left panel 5.5(a) rep-
resents the cube before the scale was applied, and the right panel 5.5(b) represents the cube
afterwards. The main goal is to select a subset of the spectral channels to serve as PSF refer-
ences in a narrow annulus, that due to the scaling would not have flux of a potential companion,
thus reducing self-subtraction.

will be free of the possible companion's flux, at least in one of the sets. But we can also use

a a full limit displacement of one FWHM instead of one HWHM, to attenuate self-subtraction if

required. This condition can be written as:

(
λo

λm
− 1)(r +HWHMλm) ≥ FWHMλm (5.1a)

(1− λi

λm
)(r +HWHMλm) ≥ FWHMλm (5.1b)

r ≥ 138mas (5.2)

If we equal eq. 5.1a and eq. 5.1b, we obtain the spectral channel λ∗
m = λi+λo

2 = 1.948µm ,

which is the channel where the radial shift of the PSF features is equal in the outer and inner

spectral planes. The PSF in the spectral plane λ∗
m can be modelled by both the outer and inner

spectral planes with a maximum radial shift. Replacing this in eq. 5.1a and eq. 5.1b give us a

lower limit for the minimum radius that can be reduced by l-SDI (eq. 5.2). Note that this inner

working angle can only be reached in one spectral plane (λ∗
m).

In practice these inner limits cannot be reached, since we need more than just one reference

PSF in the the inner and outer set, ideally 75. So λi is larger than 1.437µm and λo shorter than

2.460µm. Besides, in SINFONI data, the optimal channel λm = λo + λi/2 lies between the two

spectral windows H and K.

5.4 Characterisation andDetectability of faint companions

It is important to have both the inner and the outer sets. Otherwise, when modelling the PSF

for a specific annulus, we will not be able to tell if we are incorporating faint companions from

the reference annular regions. This is known as selfsubtraction.
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Figure 5.6: Channel 700 at ∼ 1.8µm, showing all annulus regions after the l-SDI was applied,
the masked regions are not eligible to be modelled at this channel, because there were no PSFs
of reference that matched the selection criterion.
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Figure 5.7: Root mean square of 15 segments in the annular regions, the radial width of the
regions is roughly two times the diffraction limit. The peak shows the planet signal.
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We can see this effect clearly in Fig. 5.6, this is the resulting image after applying the l-SDI

techinique to a spectral plane, we can see the detection of a fake companion with a contrast

of 5 magnitudes, and at a separation of 37 mas. However we can also see a negative of the

detection in the inner adjacent annular region.

This happens because when choosing the sets of PSFs to the inner adjacent annular region,

we take into account a region with our companion candidate, so the first principal components

will replicate it and will inject a negative bias when subtracting the model PSF. To prevent this

we could discriminate between the two sets and realise which one has a possible companion.

We did not investigate this issue further.

From the angular rms shown in Fig. 5.7, we can easily distinguish the signal as a possible

companion. In this way we can establish an n-σ detection criterion for the detectability of

candidate companions in one ring. In fact the selfsubtraction effect will aid to detect a signal

by this method.

The output of the l-SDI algorithm will be a residual cube with partial spectral data in each

spatial pixel, limited by the spatial coverage required to build a PSF in each annular region. To

characterise the response of the l-SDI technique we used the fake companions introduced in

Fig. 4.1, with different contrast magnitudes. Fig. 5.8 shows the throughput, i.e. the peak from

the companion in the residual image (subtracted by the residuals without the fake companion

to avoid the effect of bias in noise as in Fig. 5.2) divided by the peak of the input planet in

each wavelength. The throughput increases as the flux decreases since PCA will pick-up less

of it, therefore subtracting less companion flux.
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(a) (b)

(c) (d)

Figure 5.8: Each plot shows the throughput of a companion at 0.251''(Fig. 5.8(a)),
0.375''(Fig. 5.8(b)), 0.500''(Fig. 5.8(c)) and 0.625''(Fig. 5.8(d)). These plots were constructed
taking the ratio between the maximum of the fake companion signal at each radius (see
Fig. 4.1) and the maximum of the output signal in the resulting cube.
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Chapter 6

Results

6.1 Targets

1. HD 100546: HD 100546 is an isolated Herbig Be Star (Spectral type B9Ve) of 2.4 M�,

about 27L�, T ∼ 10.500K [Vieira et al., 1999] and an inclination angle of ∼ 40o. Herbig

Ae/Be Stars are pre-main sequence stars (young stars <10Myr) or YSOs (Young Stellar

objects), of spectral types A or B. They are usually embedded in star formation regions.

HD 100546 has been studied many times by several authors because of its proximity to

the earth (103pc) [van den Ancker et al., 1997]. Its large disk enveloping the star has also

been studied, first in the NIR with ADONIS on the ESO 3.6m in La Silla [Pantin et al., 2000].

Later it was confirmed that the disk extend over 500AU in radius [Leinert et al., 2004; Liu

et al., 2003]. The disk has M∼ 5 × 10−4M� assuming 50K of dust temperature [Henning

et al., 1998]. It has been suggested that the disk presents a cavity (empty region or gap)

somewhere within 10 AU [Benisty et al., 2010; Bouwman et al., 2003; Panić et al., 2010;

Tatulli et al., 2011]. A companion candidate has been recently reported by Quanz et al.

[2013b] in L' band using ADI.

2. HD 142527: The star HD 142527 is a Herbig star, spectral type F6 IIIe [Houk, 1978;

Waelkens et al., 1996]. The distance calculated by the parallax value from the Hipparcos

catalog is d = 233+69
−43 pc [van Leeuwen, 2007], but the star has been identified as member

of the star forming region Sco OB2-2 [Acke and van den Ancker, 2004] or the Upper

Centaurus Lupus [de Zeeuw et al., 1999] and the distance by that association would be

d = 145 ± 15 pc. Recent SED modelling and VISIR imaging suggests a disk gap from 30

- 130 AU, an age of ∼ 5Myr and stellar mass of M = 2 ± 0.3M�[Verhoeff et al., 2011].

The outer edge of the gap as well as a spiral feature in the outer disk have been imaged

in the near-IR and it was found that the star center has an offset of 20 AU to the disk

center presumably caused by a companion [Fukagawa et al., 2006]. Biller et al. [2012],

reports a likely close companion at 88 mas (12.8 AU at 145 pc) of 0.1-0.4 M�, but this

scenario with one single companion, does not prove to be effective for clearing this large

gap in a FARGO simulation leaving a wider inner disk. Additional close-in companions

maybe required to deplete the entire region [Casassus et al., 2012]. Recently, filaments

in HCO+ and CO gas were found inside the gap that support the accretion rate of the inner

disk to the star [Casassus et al., 2013].
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Figure 6.1: From left to right , HD 142527, T_ cha, HD 100546. The upper images correspond
to a channel of the original data around 2.1µm, and the lower ones correspond to the residual
channel after applying SDI.

3. T Cha: Is a weak-lined T Tauri star with a mass of 1.5 ∼ M� [Alcala et al., 1993], and

belongs to the association ε Cha that is 108 ±9 pc away [Torres et al., 2008]. Its age, ac-
cording to a study of the ε Cha association, is around 5-10 Myrs [da Silva et al., 2009]. Its

SED suggest an optically thick inner disk within a larger inner hole [Espaillat et al., 2010;

Olofsson et al., 2011]. A companion candidate has been recently detected in L-band, at

6.7 AU [Huélamo et al., 2011] using SAM.

6.2 Results of SDI and l-SDI

The SDI technique was applied to HD 142527, HD 100546, and T Cha firstly without the radial

optimization (see Fig.6.1) as well as the polynomial fit algorithm. From HD 142527 the inner

rim of the outer disk is easily distinguishable. The FoV of HD 100546 and T Cha (0.8"x0.8") is

considerable smaller than the mosaic of HD 142527 (∼1.6"x1.6"). HD 100546 does not have a
prominent gap and the disk is really large ( 500AU). The companion candidate of HD100546 lies

out of our FoV by a few arcseconds. As for the companion reported in Huélamo et al. [2011],

its too close to the star (67mas), where l-SDI cannot construct a PSF. Besides Huélamo et al.

[2011] reported no detection in the Ks band, having only detected the signal in the L' band.
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Figure 6.2: Collapsed image of the entire residual cube, showing bright vertical and horizontal
features. At 0.73" a bright point-like source can be seen. The star shows an offset to the
center of the disk. A spiral-like structure is seen to the north-east, that has not been seen in
before.
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6.3 Spiral-arm-like structure and companion candidate

The l-SDI algorithm was applied to the HD 142527 data and we show in Fig.6.2 a collapsed

cube to improve contrast, which is the median of all spectral planes containing residual signal.

We can easily distinguish vertical and horizontal features that are produced by the combination

algorithm to create the mosaic.

We cannot see the spiral arm reported by Fukagawa et al. [2006] because it is out of our

FoV. The morphology of the disk at the east suggests the beginning of a spiral-arm structure

to the north-east that has not been reported, and that it is not visible in the NICI observations

from Casassus et al. [2013]. This new feature could be the opposed arm of that seen in the

south-west by other NIR images [Canovas et al., 2013; Fukagawa et al., 2006]. A comparison

of this data with other NIR images is discussed in Sec. 7.3.

We report a ∼3σ ( S/N = 3.5σ, taking the ratio between the peak of the signal in the collapsed

cube and the standard deviation) detection of a point source at an angular separation of 0.738''

almost straight to the north, that is completely hidden in the noise in the collapsed cubes of

the polynomial fit algorithm and the PCA algorithm with no radial optimization ( S/N = 1.79σ

and S/N = 1.365σ, respectively).

In Fig.6.7, we show the spectra of the candidate companion in K-band, along with the spectra

of the host star, a fake companion with a flat input spectra, a hotspot in the residual image

nearby the companion candidate, a bright mosaic feature nearby the companion candidate,

and a region of the disk to the west of the host star. The companion candidate spectra shows

a tendency of a maximum towards longer wavelength, unlike the star that shows clearly a

negative spectral index, the same as the mosaic feature. The hotspot shows a local maximum

but is generally flat, the disk shows more dispersion but no clear spectral index. All the spectra

were extracted by summing boxes and are corrected by the throughput of a fake companion at

0.62'' with a contrast magnitude of ∆m = 8.5. We can't provide a H-band spectra because there

was no PSF estimate in the spatial region of the companion candidate due to the shrinking of

the cube.

The companion candidate has an absolute magnitude of MK = 13.1 in the K band (corrected

by the same throughput as the one mentioned above). Gemini NICI observations of this source

were imaged [Casassus et al., 2013], and for an absolute magnitude of 13.1 at an angular

separation 0.738'' the upper limits cannot certainly rule out the companion. We show in Fig.6.4

a detection limit curve and the contrast magnitude of the companion candidate. The curve is

corrected by a throughput that was interpolated radially with the actual throughput of our four

fake companions with ∆m = 8.5 at 0.251'', 0.375'', 0.500'' and 0.625'' of angular separation.

We apply the l-SDI techinque to the remaining 25 mas spatial resolution data of HD142526,

using only the tiles where the companion candidate is located. It appears clearly in the north

tile of the two observations sets from 2012, but it does not appear in the tiles of the set of

observations of 2013 as we can see in Fig.6.5, so no detection can be claimed.

We applied l-SDI to the 100 mas spatial resolution data of HD 142527 (see Table 4.1). We

get a residual cube that contains most of the features of the previous set of 25 mas, but the

faint spiral arm at the north-east is not clearly visible. We present a collapsed cube, taking

the median of all spectral planes where residuals are present, of the relevant disk structure in

K-band (see Fig. 6.6).
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Figure 6.3: On the top panels we show spectra from the companion candidate, the host star HD
142527, and a fake companion with a flat input at 0.73''. On the bottom panels we show the
spectra from a bright source in the residual image close to the companion candidate, a bright
region of the disk west to the host star, and a mosaic residual feature, close to the companion
candidate.
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Figure 6.4: Solid blue line correspond to a radial profile of the star, the red line is a 3-σ detection
level corrected by the throughput, and the green light is the uncorrected limit. The blue dot
represents the companion candidate at 0.73". The standard deviation was calculated as the
mean of the rms in equally-spaced annular regions in a ring at each radius. The throughput
used was interpolated from Fig.7.1.
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(a)

(b) (c)

Figure 6.5: The bottom figures 6.5(b) and 6.5(c), correspond to collapsed images after apply-
ing l-SDI. They only show the north tiles of observations taken in 2012 (no mosaic) in H+K
band, where the point-like signal can be seen. The upper figure 6.5(a), show a collapsed image
after l-SDI of the north tile of one observation of 2013 in H+K band, showing no signal. The
other observation of 2013 does not cover the position of the companion candidate.
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Figure 6.6: Collapsed image of the entire residual cube of 100 mas, in K-band. Two spiral
arms (1 and 2) can be seen that resemble previous NIR observations [Canovas et al., 2013;
Casassus et al., 2012, e.g.].
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6.4 HD 100546 and T Cha

Both this sources have companion candidates in the literature. Huélamo et al. [2011] reported

a source in L′ band at 65 mas of angular separation, P.A. of ∼ 78± 1 degrees, and Quanz et al.

[2013a] reported a source at 0.48" ∼ 0.04" of angular separation, P.A of 8.9± 0.9 degrees.

Unfortunately our observations of T Cha and HD 100546 have a small FoV (0.8"x0.8"), so

the companion for HD 100546 will be out of the FoV. The companion candidate in T Cha is too

close to the star, where l-SDI cannot be fully applied.

Nevertheless it is possible to apply l-SDI partially, but the S/N will be lower since we have

fewer reference PSFs that match the radial selection criterion. We get detection limit curves for

possible companions corrected by its correspondent throughput for HD 100546 in Fig. 6.7(a)

and T Cha in Fig.6.7(b) .
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Figure 6.7: Contrast limit curves of HD 100546 and T Cha, both corrected by throughput, the
curves represent a 3-σ detection, and σ was calculated as the mean of the rms in equally-spaced
annular regions in a ring at each radius.
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Chapter 7

Discussion

7.1 The PSF model

l-SDI presents an alternative way to create a PSF model. LOCI uses the same principle in

choosing the PSF reference stack, but it uses a localized optimization based on leasts squares,

while l-SDI uses a principal component regression. This multiple regression presents multi-

collinearity, i.e the least square fit gives coefficients that have high covariance. If we slightly

variate our set of data to estimate the coefficients, then we will see an erratic change in the

coefficients due to the high correlation existing in our stack of PSFs. This multicollinearity can

be resolved, for example, using less coefficients estimators, but choosing them is a difficult

task. PCA provides a set of uncorrelated stack of reference PSFs that do not have this problem,

unless we use all of its components. Akaike's information criterion allows to discriminate how

many of them are need. However PCA coefficient calculation seem to be more stable than least

square methods [Flury and Riedwyl, 1988, p.212].

l-SDI subtract less input flux on fake companions than a non-localized PC regression, as we

can see from Fig.7.1 compared to Fig.5.2 we get roughly twice the amount of throughput for

each input flux with a localized treatment. And we see as well a peak of sensitivity at ∼ 0.25′′,

that could be due to the biased number of reference PSFs we get for each region and channel,

i.e. we get less coverage for the outer and inner regions with a limited wavelength coverage.

7.2 The characterization of throughput and the detectabil-

ity criterion

As we explained in the sections above, to fully characterize l-SDI, we need to measure how

much flux of the companion candidate is recovered after l-SDI is applied, i.e. we need to

determine the throughput. We calculate the throughput as the ratio of the peak in both the

residual and the original image. This first approximation assumes that the PSF of the companion

is preserved during l-SDI, which is clearly not the case, since there is always some degree of

selfsubtraction.

To better characterize l-SDI, one should perform and statistical analysis to determine the

true output flux. Consider a companion (fake or not) at given approximate position in the FoV.

Prior to l-SDI, one could inject a negative at different positions and fluxes in a grid where the
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Figure 7.1: Throughput for l-SDI. It was constructed in the same way as Fig.5.2, but we do take
the mean of all spectral planes excluding those regions where the PSF cannot be estimated.

companion is known to be placed. Then apply l-SDI to each of this simulated images with fake

negative companions. We can compute a measure of the variance similar to a χ2 distribution

as

V (F, ~x) =
∑
ji

Rji(F, ~x)
2

σ2
, (7.1)

Where F is the input flux of the negative companion and ~x its position, Rji(F, ~x) is the value of

the [j, i] pixel ([j, i] ε grid) on the residual image (with an injected fake negative companion)

after l-SDI, and σ its intrinsic error, estimated from the rms of a nearby region.

A minimum in Eq. 7.1 will give us a good estimate on the true flux and position of the

companion candidate and can be used as detectability criterion if we calculate the error on the

estimated flux. Applying this one can also construct a throughput that will be not limited by

the conservation of the PSF parameters after l-SDI.

7.3 Comparison with other NIR imaging

HD 142527 has been imaged in the infrared before. The morphology of this disk has been

studied by Ohashi [2008], Verhoeff et al. [2011] and Fujiwara et al. [2006] in Mid-IR. Its

internal structure has been modelled from the SED by Verhoeff et al. [2011]. Its complicated

structure is not fully described by simple models, and suggests a perturbed state, presumably

by a possible companion opening a gap by dynamical clearing [Bryden et al., 1999], or a

binary system [Fukagawa et al., 2006], although no evidence of a binary companion has been

reported. Observations of more transition disks with companion candidates will hopefully clarify

how this state is reached.

Polarised imaging of this disk has been recently reported by Canovas et al. [2013] and it is

consistent with our observations. NICI imaging with ADI reported by Casassus et al. [2012]

shows 4 arm structures, three of which can be seen in our mosaic image (see Fig.7.2 numbers

1, 2 and 3). We confirm the shift of the west arm seen by Rameau et al. [2012] in L' band and

by Casassus et al. [2012] (see feature 5 in Fig.7.2), that can correspond to the beginning of
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Fukagawa's arm. We also see the east arm fainter than the west arm (see Fig.7.2 number 1

represents the east arm, and number 2 the west arm). This so-called arms are nothing but

the inner rim of the outer disk.

We report a new spiral arm structure that can be seen from P.A 22o to P.A 68o that has not

been seen before (number 4 in Fig.7.2), probably a counter part of a southern-west spiral-arm

seen in ALMA band 7 data (Christiaens et al. 2013, in prep). We do not see this structure at

a lower spatial resolution in Fig. 6.6, but we have a better image of the disk free from mosaic

artefacts.
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Figure 7.2: The blue lines are structure already reported, the black box shows the region where
the discontinuity of the west arm is located, and the black line shows the new spiral-arm. The
white arrow shows the location of a possible companion.
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Chapter 8

Conclusions

In this thesis we have provided a new algorithm (l-SDI) that improves previous attempts of

SDI by constructing a PSF radially localized with less contamination by a possible companion,

thus increasing roughly twice the amount of flux throughput compared to its non-localized

version. We have tested our technique with SINFONI observations mainly in the transition disk

of HD 142527. It is important to notice that in order for the technique to work we need a wide

coverage in wavelength, since it is essential to get enough radial displacement of features to

construct the PSF in a wide range of angular separations. K-band observations prove to be not

sufficient as H+K bands observation, only a narrow range of angular separations were suitable

to construct a PSF in all the wavelengths channels.

A few weeks before this thesis was finished Oppenheimer et al. [2013] reported the ex-

tracted spectra of all four companions of HR8799 with a technique very similar to l-SDI called

S4. They do not show the details of this technique but the overall view seems very alike. They

used the same selection criterion to choose the reference PSFs, and they also model the PSF

through a principal component regression.

We report a new NIR image of the surrounding disk of HD 142527, confirming previous

spiral-arm structures,a new spiral-arm structure and a possible companion at 0.73'' with a

contrast magnitude of MK ∼13.1 that need to be followed up. This new algorithm allows to

improve high-contrast observations with IFSs, and will be helpful with new instruments aimed

to the detection of faint companions such as SPHERE. A further work in the characterisation of

the response of extended emission is needed. An effective way to find the center of the PSF

is needed to apply the algorithm to observation where the center of the star is not in the FoV,

thus the observation can be localized only towards the region of interest.

A full characterisation of the l-SDI technique is needed by a more robust measurement of

the throughput as explained in 7.2. A characterisation to the response of extended emission

is also needed. To test this response, the simplest way is to use a model of a well studied disk

such as HD 100546 to be tested with the l-SDI technique. Using Lime radiative transfer code,

and a model from the literature (e.g. Benisty et al. [2010]), a data cube can be constructed

and compared to the residuals obtained by the real data .
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Appendix A

In that case, we can estimate the center of the star by two different ways:

1. Gradient estimate: The PSF will roughly have a gradient towards the center of the PSF.

So we can get an estimate of the center, by intersecting the gradient vector field of the

image between all the available points (a sobel filter can be used to get the gradient vector

field), and then take a median from all the intersection values. This method works better

if we, somehow, empirically know the approximated center of the PSF. Because we can

put a constrain on the intersection values that are close to the center, eliminating from

the sample those intersections that are produced by irregular features of the PSF (e.g.

blobs, speckles).

2. PSF wavelength dependence: We can get a numerical derivative of the PSF by subtracting

spectral planes of the partial FoV. If we can get an algebraic expression with explicit

dependence in wavelength, then solving for the center of the PSF is straightforward. But

getting such an expression is complicated because the Moffat and Gaussian profiles, that

could provide acceptable fits to the PSF, do not have explicit dependences in wavelength.

Airy patterns are more difficult to use since they involve Bessel functions and so they must

be solved numerically .

The Gradient estimate is a good first approximation if we don't have the star in the FoV.
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Appendix B

In this appendix Principal Component Analysis(PCA) is briefly described, and some general

notions regarding principal component regression are discussed.

.1 Definition

Principal Components are a linear transformation of a set of random variables that are uncor-

related between each other, and are orderer in increasing variance.

Let's consider a vector ~x of p random variables, and the function

f(~x) = ~α1
T~x, (1)

a linear combination of coefficients α11, α12, · · · , α1p. We seek first, that the variance of this

function is maximized. The ~α1 vector is then determined by maximizing its variance var[ ~α1
T~x] =

~α1
TΣ ~α1 , where Σ the variance-covariance matrix of the vector ~x. To maximize it we clearly

need a (normalization) constrain on the coefficients ~α1
T ~α1 = 1, using Lagrange multipliers we

have that

~α1
TΣ ~α1 − λ( ~α1

T ~α1 − 1) = 0, (2a)

or

(Σ− λIp) ~α1 = 0 (2b)

λ is an eigenvalue of Σ, and we need to maximize,

~α1
TΣ ~α1 = ~α1

Tλ ~α1 = λ ~α1
T ~α1 = λ, (2c)

So the variance is maximized with the largest egienvector ~α1 of Σ.

Calculating the eigenvectors and eigenvalues of Σ, will allow us to construct the first Principal

Component (PC) of the sample, with the largest eigenvalue and its eigenvector (λ1, ~α1). We

then take the second largest eigenvalue and its correspondent eigenvector (λ2, ~α2) to construct

the second PC and so on.

To visualize it, we can think of the easiest example p = 2. A set of vectors of random

variables could represent a highly correlated group of points in the Cartesian plane (x1, x2).

The PC transform of such a sample, will get its mayor variance and the second largest variance

in two orthogonal vectors defining a new Cartesian plane (z1, z2)(see Fig.1).
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Figure 1:

.2 Application to SDI problem

Our case is very similar to the one above, but we have a vector of random vectors instead (i.e.

a matrix). We use a singular value decomposition [Jolliffe, 2002, p.44] of a matrix S, whose

rows are vectorised versions of the PSF data in each channel. This will give us three matrices,

U, M, and V , such that

S = UMVT , (3)

where M is a diagonal matrix containing the singular values of Σ the sample covariance matrix

of S, and V is a matrix that contains the vectorised principal components. The components are

sorted in decreasing variance of its singular values, that are the square root of the eigenvalues

of the sample covariance matrix Σ, being the first principal component the one that accounts

for the largest variance (i.e the largest singular value).

Of the 2172 channels originally available in the SINFONI data, we use only 700 after avoiding

bad channels in the wings of the H and K bands. We thus reduce the operational time of the

SVD decomposition. There is a way to weight PCA but the basis will not be orthogonal which is

exactly what we are looking for [Kriegel et al., 2008]. If we model the PSF with an orthogonal

basis, we will get rid of the multicollinearity problem, which is addressed below in Sec. 7.1.

Since the PCA decomposition gives us an orthonormal basis set, it is possible to have a

linear combination that describes each vectorised image channel,

~I(λ) =

q∑
i=0

a(λ)i ~Ci, (4a)

where the principal components ~Ci are the columns of the VM matrix. M is a diagonal matrix

of the singular values of Σ, the sample covarience matrix of S.

Thus the ai(λ) coefficients of each image can be easily computed by taking the inner product
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of each basis with the image channel [Amara and Quanz, 2012]

ai(λ) = ~I · ~Ci, (4b)

since the inner product of the principal components is the Kroenecker delta by definition

~Cj · ~Ci =
∑

~Ci
~Cj = δij , (5)

using eq. 5 in eq. 4a gives eq. 4b.
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Appendix C

Wax and Kailath [1985] used AIC to determine the number of independent signals in their

model, without empirically setting the number of PCs to be used.This number is determined by

the minimization of the AIC criterion. The determination of the number of independent signals

to be used in SDI or l-SDI , reduces to determine the number of principal components to be

used in modelling the PSF (entirely or partially, whether if SDI or l-SDI is applied).

We proceed as exactly as Wax and Kailath [1985] did but with our vectorised images. The

following is the recipe as shown in their paper:

We first vectorise each spectral plane and regard them as a set of observation vectors ~I(λ)

of length p, drawn from some probability distribution. The length of ~I is determined by the

amount of spatial pixels in an image plane at a given wavelength We would like to have a basis

set that can model this data as follows:

~I(λ) =

q∑
i=0

ai(λ) ~Ci + r(λ), (6a)

where ~Ci are the principal components of the sample,

ai(λ) = ~Ci · ~I(λ)T (6b)

are the coefficient for each basis, and r(λ) is the residual vectorised image that does not contain

the PSF of the host star. In this scenario we need to determine the number of PCA, i.e q, such

that the inclusion of further principal components does not improve the residuals.

The criterion seeks to find the best model from a family of models. Given a set of ob-

servations ~X = [~I(λ1), · · · , ~I(λn)], the family of models will be parametrised by Θ that defines

a probability density f( ~X | Θ), i.e. the probability of obtaining the vector ~X with the model

parametrised by Θ

Akaike's criterion selects the model which gives a minimum AIC

AIC = −2logf( ~X | Θ̂) + 2m, (7)

where Θ̂ is the set of parameters of the model that maximizes the probability f( ~X | Θ), where
~X contains our vectorised observations, and m are the number of free adjusted parameters.

That probability is commonly known as the likelihood function L(Θ), and the first term of the

AIC function as the log-likelihood of the maximum estimator Θ̂.

To calculate the log-likelihood function we regard each of the vectorised spectral planes
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as statistically independent Gaussian vectors with zero mean that have a multivariate normal

distribution:

f(~I) =
1

πpdet | Σ |
e(

~I−~µ)TΣ−1(~I−~µ)

, where Σ is the covariance matrix of the model.

We previously defined our model as described in equation 6a rewriting it

~I(λ) = C~a(λ) + ~r(λ) (8a)

where C is a matrix containing the principal components

C = [ ~C◦, · · · , ~Cq], (8b)

and ~a(λ) is a vector containing the coefficients

~aT(λ) = [a◦(λ), · · · , aq(λ)]. (8c)

So the covariance matrix for this model will be

Σ = Φ+ σ2I, (9a)

where

Φ = CAC†, (9b)

and

A = E[~a · ~a†], (9c)

where E[a] denotes the expectation value of a.

The rank of Φ in this model is q, equal to the columns of C, i.e. the principal components

are linearly independent, and the A matrix is non-singular. This means that the p− q smallest

eigenvalues will all be equal to σ2. We could just see the eigenvalues of the covariance matrix

and determine the number of independent signals q from ordering them decreasingly. But this

covariance matrix is unknown in practice, instead we do know the sample covariance matrix

ΣS.

Let's consider a family of covariance matrices

Σk = Φk + σ2I (10)

where k is its rank. Each of these models will have a set of parameters that represents the

covariance matrix,

ΘT
k = (λ1, · · · , λk, ~V

T
1 , · · · , ~V T

k ) (11)

Now we can calculate the joint probability density of our family of models.

f( ~X | Θk) =

N∏
i=0

1

πpdet | Σk |
e−~x(λ)†Σ−1

k ~x(λ) (12)
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Taking the logarithm we get the log-likelihood function

L(Θk) = −N log(det | σk |)− tr(Σ−1)ΣS , (13a)

where

ΣS =
1

N

N∑
i=1

~x(λi)~x(λi)
†. (13b)

Anderson [1963] calculated Θ̂ that maximizes the log-likelihood function,

L(Θ̂) = log


p∏

i=k+1

l
1

p−k

i

1
p−k

p∑
i=k+1

li


(p−k)N

, (14)

where li are the eigenvalues of ΣS and l1 > l2 · · · > lp

The number of free parameters for Θk are k(2p−k), so the criterion for this problem is given

by

AIC(k) = log


p∏

i=k+1

l
1

p−k

i

1
p−k

p∑
i=k+1

li


(p−k)N

+ 2k(2p− k) (15)

A minimum in equation 15, will give us the number of independent signals (k) needed to

model the data. The first term of AIC can be understood as a measurement of the likeness

of our model to reproduce the data against the second term that accounts for the number of

parameters to be used. When applied to the entire cube of data AIC gives a minimum at k = 15,

i.e. we need only the first 15 principal components.
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