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Resumen

Un estudio sobre la influencia de campos masivos durante inflación es presen-

tada. Las recientes observaciones, de que estos modos masivos pueden influenciar la

evolución de lo modos de curvatura inflacionarios, tiene implicancias fenomenológicas

de largo alcance. Dado que hay solo una dirección plana en el potencial inflacionario,

los campos masivos (en este contexto, excitaciones ortogonales a la trayectoria de la

solución de fondo) puede ser integrados, resultando en una teoŕıa efectiva de campos

(TEC) para los modos adiabáticos exhibiendo una velocidad del sonido reducida.

Es demostrado por construcción, que es de hecho posible tener una solución

inflacionaria de fondo donde la velocidad del sonido permanece suprimida y las

condiciones de rodamiento lento persisten por el tiempo suficiente. Una condición

de adiabaticidad es derivada, bajo la cual la TEC permanece una descripción con-

fiable para la evolución lineal de los modos de curvatura. Encontramos que esta

condición consiste en demandar que la tasa de cambio de la velocidad angular del

giro permanezca suprimida con respecto a las masa de los modos masivos.

Finalmente, la TEC es calculada en el caso cuando un segundo campo masivo

(o que haya una tercera dirección ortogonal a la liviana inflacionaria y a la previa

dirección masiva) es incluido. Es probado que la existencia de campos adicionales

induce la existencia de diferentes acoplamientos que los del caso de un solo campo,

implicando que una detallada caracterización de no-Gausianidades permitirá con-

striñir esta clase de escenarios.
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Abstract

A study on the influence of heavy fields during inflation is presented. The recent

observations that this heavy modes can influence the evolution of curvature infla-

tionary ones has far reaching phenomenological implications. Provided that there is

only one flat direction in the inflaton potential, heavy fields (in the present context,

field excitations orthogonal to the background trajectory) can be integrated out,

resulting in a low energy effective field theory (EFT) for adiabatic modes exhibiting

a reduced speed of sound.

It is shown by construction that it is indeed possible to have inflationary back-

grounds where the speed of sound remains suppressed and slow-roll persists for

long enough. An adiabaticity condition is derived, under which the EFT remains

a reliable description for the linear evolution of curvature modes. We find that

this condition consists on demanding that the rate of change of the turn’s angular

velocity stays suppressed with respect to the masses of heavy modes.

It is finally computed the inflationary EFT when a second heavy-field (orthogonal

to both the light inflationary and heavy isocurvature directions) is included. It

is probed that the existence of additional fields induce the existence of different

couplings from the single field case, impliying that a detailed characterization of

non-Gausianities will allow us to constrain this class of scenarios.

iv



Memory is a kind

of accomplishment,

a sort of renewal

even

an initiation, since the spaces it opens are new places

inhabited by hordes

heretofore unrealized,

of new kinds-

since their movements

are toward new objectives

(even though formerly they were abandoned).

The descent, Williams Carlos Williams
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Chapter 1

Introduction

The 20th century was an epoch of great scientific achievements. In physics, quantum

mechanics and special relativity were discovered, leading to a profound change in the

way we understand our reality. Cosmology, in this context, is a science that drove

to a deeper understanding about our universe, producing a cosmological model that

allows us to describe the universe in great detail.

Today we know that the universe is flat, expanding and that in the past was dense

and hotter. We know that there is a relic radiation called the cosmic microwave

background (CMB) that fills all the space. This radiation comes from the very

early instant when the universe became cold enough that photon decoupled from

the rest of matter. This radiation is almost perfectly equal in all directions, but it

has some small anisotropies that have the same estructure that those the seeds for

the formation of galaxies and stars. The CMB allow us today to know the geometry

and age of the universe with a lot of precission. Many of these discoveries have

brought profound questions which are still unsolved. An universe starting just from

an initial singularity, as in the Big Bang, is incomplete and the discovery of the

acceleration of the universe has put in doubt many basic physical principles and a

correct answer is still needed. This is an intense time for cosmology.

Cosmic inflation is a central part in the current picture about our universe. It

was first conceived by Alan Guth [72] in 1980, as a solution to the so called flatness

and horizon problems present in the standard Big Bang cosmology. Soon after being

proposed, it became clear that it could also explain the initial conditions neccesary to

produce the temperature anisotropies present in the cosmic microwave background

radiation.

Despite its success, inflation is still not completely well understood. The neces-

sary theory to give rise of its microphysical origin is not yet avalaible, leading to

a multitude of possible inflationary scenarios, with different physical origins, and

therefore with different predictions. For example, there is an intense ongoing ef-

fort to understand whether is possible to accomodate a period of inflation within
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fundamental theories such as string theory or supergravity.

Despite of our ignorance, inflation can be studied under a simple phenomenolog-

ical model called slow roll inflation. First proposed by Andrei Linde [88], and by

Albrecht and Steinhardt [12], this model consists in a universe filled with a single

scalar field, usually called the inflaton, with its vacuum expectation value slowly

rolling down a very flat potential. The idea is that, during inflation the inflaton

kinetic energy becomes suppresed with respect to the inflationary potential energy,

thus making it the main contribution to the energy density of the universe. While

this effect holds, the universe becomes exponentially accelerated, solving the cos-

mological flatness and horizon problems of the Big Bang. Quantum field theory

predicts the existence of fluctuations in this model, which because of the exponen-

tially accelerated expansion are stretched from subhorizon scales to cosmological

scales, where they become classical and freeze out, thus producing the temperature

fluctuation seen in the CMB. Because the potential is required to be flat, this process

happens adiabatically and the two point correlation function (or power spectrum)

predicted is almost scale invariant. This is in almost exact agreement with current

CMB observation, such as WMAP [85] and Planck [10], and it is improved when

large scale structure observations are taken into account.

Multifield Inflation

As we mention before, there is a likely possibility that inflation could be embedded

in a UV complete theory, such as string theory or supergravity. These description

comes always with a plethora of different features, some of them inherited to low

energy theories, such as inflation. For example, it is very common, that very high

energy theories predict the existence of several scalar fields coupled together. This

lead to the possibility tp consider inflation driven by more than one field, or to the

case in which other fields are coupled to the inflaton field. This type of inflation

theories are called multifield inflation.Moreover, multifield inflation is a natural ex-

tension to the conventional single field inflationary paradigm, and it is worth of

studying.

Inflationary theories with several scalar fields produces some different predictions

to the single scalar field case: primordial isocurvature perturbations and large non-

Gaussianities being the two most important. Isocurvature modes can be understood,

in this case, as perturbations orthogonal to the main curvature components, that

can lead to very different astronomical predictions than the standard case. Gaus-

sianity means that all the information about the perturbations is encoded in just the

power spectrum. It has been shown that the primordial power spectrum is almost

perfectly Gaussian, but this depends on which configuration it is considered. For

single field inflation there is a lot of restrictions, and just the simple cases of non-

Gaussianity can be considered, which are almost ruled out by CMB observations
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like Planck. On the other hand multifield inflation allows to consider many other

forms of non-Gaussianity, which are less restricted, and while some are constrained

by observations, more study is needed before giving a final word.

Non-Gaussinities and isocurvature modes predictions, if detected would discard

almost any model that contains just a single field. In addition the existence of other

fields predicts deviations from a scale invariant power spectrum, because when mul-

tiple fields are considered the amplitude of adiabatic perturbations generated during

inflation can continue to evolve after their wavelengths have exited the horizon, af-

fecting the final curvature power spectrum.

Thus our motivation for studying inflationary theories with various fields is

twofold. On the one hand it allows to constrain inflationary models coming from

UV-complete theories such as string theory, on the other hand, it stablishes a win-

dow of opportunity to study physics at energies not yet accessible.

Effective field theory

Effective field theory (EFT) is an important tool for contemporary theoretical

physics. Its success is based on the fact that it allows to separate the physics

valid at different energy scales. Therefore one can isolate the important degrees

of freedom valid up to a certain range of energy, while the remaining is encoded in

operators of the low energy theory. Their use in the context of inflation emerges just

recently but its development has been promising. Cheung et al. [50] and Senatore

and Zaldarriaga [118], developed an EFT which characterises the dynamics of the

inflationary fluctuations at horizon crossing. This EFT allows to unify most of the

single field models of inflation in just a few parameters. The trick is to indentify

inflationary perturbations as the Goldstone bosons π parameterizing the sponta-

neously broken time-translation invariance. The action determining the evolution

of the Goldstone boson was found to be

S = −M2
Pl

∫
d4xḢ

[
1

c2
s

(
π̇2 − c2

s

(∂iπ)2

a2

)
− 1− c2

s

c2
s

(
(∂iπ)2

a2
+
A

c2
s

π̇2

)
π̇ + · · ·

]
,

(1.1)

where cs is the speed of sound at which Goldstone boson quanta propagate, and

A is a quantity that parameterizes different models of inflation. This is a powerful

tool to study inflation and it has been systematically used, since its introduction,

because it allows a model independent study of inflation. An important use of this

EFT is in the study of non-Gaussianity, because it is possible to derive that large

non-Gaussianity, is produced when the Goldstone boson π is characterized by a low

speed of sound. This effect can be due to symmetries in the theory but also because

of the effects of UV-physics that is encoded in that operator.

A possible approach is to think cosmic inflation as a low energy (and long wave-

length) EFT where the complete high energy theory is still unknown, but their
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effects could be present (through operators) in the inflationary action. This be the

case, one is permitted to ask about the possible effects of a UV complete theory of

inflation, as for example from a string theory or supergravity motivated inflationary

theory, on the low energy EFT. Given the fact that inflation can predict observ-

ables which are within the current experimental limits, the use of EFT techniques

are very compelling to test our ideas about fundamental theories which, because of

their gravitational nature, are known for their lack of predictions at current exper-

imental limits. For example, in the action (1.1) a very low cs would determine a

higher amplitude in the third order terms, this low cs could be due to a modified

theory, as for example, in the string theory motivated DBI inflation ( [121]). This

can eventually lead to a large non-Gaussianity signal, which is constrained by CMB

observations, and thus it is possible to put limits on the speed of sound at which

curvature modes propagate which at the same time constraining theories like DBI.

Multifield theories correspond tipically to the low energy version of some more

fundamental theory valid at higher energies. These theories usually have a mul-

titude of heavy fields, which produce isocurvature perturbations that can interact

with curvature modes, but as they are heavy, compared to the scale of inflation

H2, these modes are suppressed once their wavelengths are larger than the horizon,

and therefore not detectable. Moreover, multifield theories incorporate the idea of

a scalar geometry: Scalars can be seen as coordinates of a scalar manifold, and its

manifold can be curved and have a nontrivial topology. This geometry may have

consequences in the dynamics of the scalar fields, in which case may not be ignored.

Beyond that, massive modes are very energetic, far beyond the scale at which infla-

tion occurs, thus they can be integrated out using the EFT formalism. In any case,

it has been recently shown that in certain context, when the field trajectory is very

curved, these isocurvature modes can affect the evolution of curvature modes and

lead to imprints on its power spectrum. Using the EFT formalism it is possible to

write an action for the curvature mode only and where the product of having inte-

grated out these massive fields is that the effective speed of sound for the curvature

perturbation modes becomes :

c−2
s = 1 +

4θ̇2

M2
eff

, (1.2)

where θ̇ is the angular velocity of the inflationary trajectory, and M2
eff the effective

mass of the heavy fields. Therefore the speed of sound depends on the scale of the

integrated heavy fields and on the geometry of the inflaton trajectory. With this, it

is posssible to have a very low speed of sound, even in the case when M2
eff � H2.

And, as we described earlier, this low cs would predict a large non-Gaussianity thus

having a hypotethical detectable signal in the CMB experiments, which reflects the

influence of physics at energies not accesible by terrestrial experiments, for example

the LHC.
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This result motivates further investigation, since this class of models is generic

to multifield inflationary theories and as it is well known, may predict features on

the curvature power spectrum and a large amount of non-Gaussianity, which may

allow us to constrain this class of models using current available data.

1.1 Overview

In this thesis we further expand the understanding of this class of inflationary sce-

narios. We start by studying the current model of cosmology called ΛCDM model.

We derive from first principles the equations necessary to account of observed data,

and we explain the evolution of the universe through time. We end the first chapter

by presenting two of the cosmological problems that initially motivated inflation.

In the second chapter we explain inflation, and its most simple realization called

slow roll single field inflation. We then study the generation of quantum perturba-

tions that produces the primordial curvature perturbations measured in the CMB.

Finally we explain how to connect inflation to experiments. In the third chapter

we explain in some detail the theory of multifield inflationary theories. The focus

of this chapter is to give a detailed account of the formalism needed to study non

geodesic inflationary trajectories, which are the basis of the rest of the thesis.

The following chapters constitute the core part of this thesis. In chapter 4 we

discuss and clarify the validity of effective single field theories of inflation obtained

by integrating out heavy degrees of freedom in the regime where adiabatic pertur-

bations propagate with a suppressed speed of sound. We show by construction that

it is indeed possible to have inflationary backgrounds where the speed of sound

remains suppressed and slow-roll persists for long enough. In this class of models,

heavy fields influence the evolution of adiabatic modes in a manner that is consistent

with decoupling of physical low and high energy degrees of freedom. In chapter 5 we

analyse under which general conditions this EFT remains a reliable description for

the linear evolution of curvature modes. We find that the main condition consists

on demanding that the rate of change of the turn’s angular velocity stays suppressed

with respect to the masses of heavy modes. This adiabaticity condition allows the

EFT to accurately describe a large variety of situations in which the multi-field tra-

jectory is subject to sharp turns. To test this, we analyze several models with turns

and show that, indeed, the power spectra obtained for both the original two-field

theory and its single-field EFT are identical when the adiabaticity condition is sat-

isfied. In particular, when turns are sharp and sudden, they are found to generate

large features in the power spectrum, accurately reproduced by the EFT. We finally

show that when a second heavy-field (orthogonal to both the light inflationary and

heavy isocurvature directions) is included it may have a strong influence on the

evolution of curvature modes. We compute the effective field theory for the low en-

5



ergy curvature perturbations obtained by integrating out the two heavy fields and

show that the presence of the second heavy field implies the existence of additional

self-interactions that are not accounted for in the case where only one field is inte-

grated out. In particular, we show that the couplings induced by the presence of a

second heavy-field are distinguishable from those appearing in the single heavy-field

case, implying that a detailed characterization of non-Gaussianities will allow us to

constrain this class of scenarios.
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Chapter 2

The concordance model of

cosmology

In this chapter we present a brief review of Standard Cosmology. We start by

detailing the simplest mathematical model available of the universe: the Friedmann-

Robertson-Walker (FRW) Universe. This description will permit us to study the way

in which the universe, together with matter and geometry evolved until reaching its

present state. This will give us the necessary theoretical background to understand

the state of the art of observational cosmology. After this, we give a qualitative

description of the thermal history of the Universe, and describe it’s current status

based on actual observations. The present model, also called ΛCDM or concordance

model, still has some flaws. At the end of this chapter we show two problems that

forces us to consider the possibility of a new paradigm.

We will follow the conventions used in Carroll book ( [43])

2.1 Background dynamics

Based on current observations, we start by considering an isotropic (rotationally

invariant spacetime) and homogeneous (translationally invariant) universe. It can

be shown that a spacetime with these symmetries is described by the Friedmann-

Robertson-Walker metric

ds2 = gµνdx
µdxν

= −dt2a2(t)

[
dr2

1− kr2
+ r2dΩ

]
, (2.1)

where a(t) is the scale factor describing the relative size of a spacelike hypersurface

Σ3 at different times. The FRW geometry is characterized by the curvature of such

spatial slices, where the parameter k is 0 for flat euclidean space; 1 for positive

curvature spacetimes and −1 for negative ones..
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To study this class of spacetime it is useful to analyze the propagation of signals

emitted by a source at a given time t1, and observed by us today at a time t0.

Because of the expansion of space, this signals become stretched or elonged while

they travel through the universe. We define the redshift of light between the time

of departure t1 and arrival t0 as

1 + z ≡ a(t0)

a(t1)
. (2.2)

Then if a(t) is increasing with time, the frequency is shifted towards the infrared

(redshift today), by a a factor (a(t1)/a(t0)), and z is different from 0.

The expansion rate is characterized by the Hubble parameter H(t) ≡ ȧ/a, which

is positive for an expanding universe and negative for contracting universes. It is

usual to define a(t0) = 1 and H(a(t0)) ≡ H0, where H0 the Hubble parameter

observed today H0 is called Hubble constant.

The comoving distance to an object at redshift z,

χ(z) ≡
∫ z

0

dz′

H(z′)
, (2.3)

allow us to define two important cosmological distance measures :

• Angular diameter distance: Is defined as the ratio of an object’s physical

transverse size to its angular size at emission time. This is given by

dA(z) =
1

1 + z
χ(z), (2.4)

for the case when k = 0.

• Luminosity distances: Measure the corrected distance, due to redshifting

of the luminous distance emitted by an object as observed on Earth. It is

given by

dL(z) = (1 + z)χ(z), (2.5)

for k = 0.

The importance of these measures is that they give us the possibility to consider

measurements of distances at large redshifts, say z > 0, 1, when the effects of cosmo-

logical expansion are considerable. Measurements at large redshift, tell us whether

the universe is expanding or contracting and how fast. We will apply these results

in the following sections.

2.1.1 Einstein equations

To describe the dynamics of the FRW spacetime defined previously (2.1) we should

solve the Einstein’s equations. As a first approximation, we assume that the inter-

action between different matter components is negligible. Therefore the universe
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can be modelled as filled with a perfect fluid of pressure p and density ρ. This type

of matter is consistent with the symmetries of the spacetime considered previously,

and is described by the following energy-momentum tensor:

T µν =




ρ(t)

−p(t)
−p(t)

−p(t)


 , (2.6)

Einstein equations Gµν = 8πTµν become

H2 +
k2

a2
=

8π

3M2
pl

ρ, (2.7)

(
ä

a

)2

= − 4π

3M2
pl

(ρ+ 3p). (2.8)

On the other hand conservation of energy-momentum tensor T 0ν
;ν gives:

ρ̇+ 3H(ρ+ p) = 0. (2.9)

Solving this set of equations will permit us to study the evolution of the scale

factor a(t) as a function of the matter content that fill the universe. To proceed we

will consider low density fluids. This will allow us to write the pressure as a function

of the density as: p = wρ. Therefore eq. (2.9) can be rewritten as

dlnρ

dlna
= −3(1 + w), (2.10)

thus implying that a ∼ ρ−3(1+w), which gives us the scale factor as a function of

time:

a(t) ∝
{
t

2
3(1+w) for w 6= −1

eHt for w = −1
. (2.11)

Therefore we see that, depending on the type of matter that we consider, we get a

different evolution of the scale factor a(t) and thus the Hubble parameter H(t). As

the universe is filled with a mixture of different matter components, then it will be

useful to classify them by their contribution to the pressure. Let us examine four

important cases:

• Matter We will use the term matter, (also called dust) to refer to any form

of matter for which the pressure is much smaller than energy density |p| � ρ.

This is the case for a gas of non-relativistic particles (where the energy density

is dominated by mass term). This includes cold dark matter and baryons

(nuclei and electrons). Setting w = 0 in the identity (2.11) we get:

ρ ∝ a−3. (2.12)
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This dilution of the energy density simply reflects the expansion of a volume

V ∝ a3.

• Radiation

Radiation denotes anything for which the pressure is about a third of the

energy density, p = 1
3
ρ. This is the case for a gas of relativistic particles, for

which the energy is dominated by the kinetic energy. This includes photons,

neutrinos and gravitons. Eq. (2.11) implies

ρ ∝ a−4. (2.13)

The dilution now includes an extra factor a−1 due to the redshifting of the

energy E ∝ a−1

• Dark Energy

As we will see, the universe may also contain a negative pressure component

characterized by an equation of state p = −ρ. This is unlike anything we have

ever encountered in the lab, but is hypothesized as the cause of the actual

expansion of the Universe. We find that the energy density is constant

ρ ∝ a0. (2.14)

Since in this case, the energy density doesn’t dilute, energy has to be created

as the universe expands.

• Curvature

We can also include the effect of curvature of spacetime as a type of fluid

characterized by an energy density:

ρ ∝ a−2. (2.15)

It will be useful to rewrite the different components of the stress energy tensor in

terms of the critical density for a flat universe ρc ≡ 3M2
plH

2, which evaluated today

becomes,

ρc,0 =
3H2

0

8πG
. (2.16)

The dimensionless densities evaluated today are:

Ωi,0 ≡
ρi,0
ρc,0

. (2.17)

The Friedmann equation (2.7) then becomes

H2 = H2
0

[
Ωr,0a

−4 + Ωm,0a
−3 + Ωk,0a

−2 + ΩΛ

]
. (2.18)

Where we have defined

Ωk,0(a) = − k

a2H2
0

, (2.19)
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as a measure of the relative curvature contribution. In the literature is usual to drop

the today index ′0′, and thus in the rest of this thesis we follow that convention.

This parametrization is consistent with a a spatially flat universe, and in what

follows we will set Ωk = 0.

2.2 Concordance model

One of the great achievements of physics during the XX century, is the fact that we

can characterize our universe with just six parameter. The concordance or ΛCDM

model is based on well-tested physical principles, including general relativity that

describes the dynamics of an expanding universe, the quantum mechanical laws that

govern the creation of species during early times, and the Boltzmann equation which

allows us to track the evolution of each of these species.

Parameter Best fit 68% limits

Ωbh
2 0.022161 0.02214± 0.00024

Ωch
2 0.11889 0.1187± 0.0017

100θMC 1.04148 1.04147± 0.00056

τ 0.0952 0.092± 0.013

ns 0.9611 0.9608± 0.0054

log(1010As) 3.0973 3.091± 0.025

Table 2.1: Cosmological parameters values for the Planck best-fit 6 parameter ΛCDM model

including external data set. The parametrization includes the fraction of baryonic Ωbh
2 and cold

dark matter Ωch
2 today. The angular distance τ , the optical depth at reionization, 100θMC . Also

are included the values of the initial conditions needed in this model, the spectral index ns and

the amplitude of the initial scalar perturbation As. [9]

However, most of the parameters in the concordance model contain information

about physics we still have no detailed understanding. The relative fractions of

baryons, dark matter and dark energy in the universe are all governed by funda-

mental processes that still lie outside the current Standard Model of particle physics,

and may extend up to the TeV, GUT or even Planck scales. The set of variables

required by the concordance cosmology is not fixed, but is dictated by the quality

of the available data and our ignorance of fundamental physical parameters and

interactions.

Table (2.2) details the six parameters used in the ΛCDM model and their current

values according Planck combined with supernovae data and LSS observations. Here

we can see that the current model favours a flat universe dominated by a 68.25% of

dark energy, 26.8% of dark matter and a 4.9% of ordinary or baryonic matter.
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Figure 2.1: Temperature angular power spectrum of the CMB from Planck. The measurements is

well fit by the six parameters ΛCDM model. The shaded area around the best fit curve represents

cosmic variance, The error bars on individual points also include cosmic variance. The horizontal

axis is logarithmic up to l = 50, and linear beyond. The vertical scale is Dl = l(l+ 1)Cl where Cl
is the angular power spectrum [8].

This parameterisation also includes data about the initial condition necessary to

produce the CMB power spectrum. Assuming that the initial state of the universe

was filled with small adiabatic curvature perturbations parametrized by a power

spectrum of the form

PR(k) = As

(
k

k0

)ns−1+ 1
2
dns/s log k log(k/k0)

, (2.20)

where k0 is chosen to be 0.05Mpc−1 1. We have that the last two parameters in

Table 2.2 indicates that (2.20) forms a near scale invariant power spectrum.

2.2.1 Thermal History

In the last section we examine the composition of our universe today. The concor-

dance models describes how the universe is now dominated by dark energy, and it is

composed of a determined number of species. Since dark energy remains constant

in time, at early time, matter and radiation should have dominated. We examine

now, briefly, the evolution of different types of matter, that produces the universe

we see nowadays.

1k0 is chosen to be the middle of the scales covered by Planck

12



At the beginning our universe was hot and dense, and spacetime was expanding.

This means that early epochs are characterized by high energies, at which certain

broken symmetries in the laws of physics were restored, and by the fact that the

expansion rate H(t) plays an important role as a time scale. Interaction between

particles freeze out or decouple when the interaction rate drops below the expansion

rate. Table 2.2.1 summarizes the various phase transitions related to symmetry

breaking events. We will give a quick summary of the most important events in the

evolution of the Universe. This description will start at 100 GeV where we still have

a detailed picture on the physics present.

Event time t redshift z temperature T

Electroweak phase transition 10−10 s 1015 100 GeV

QCD phase transition 10−9 s 1012 150 MeV

Neutrino decoupling 1 s 6× 109 1 MeV

Electron-positron annihilation 6 s 2× 109 500 KeV

Big Bang nucleosynthesis 180 s 4× 108 100 KeV

Matter radiation equality 60 kyr 3200 0.75 eV

Recombination 260 kyr 1100 0.26 eV

CMB decoupling 380 kyr 1200 0.23eV

Reionization 100 Myr 11 2.6 meV

Dark energy -matter equality 9 Gyr 0.4 0.33 meV

Present 13.7 Gyr 0 0.24 meV

Table 2.2: Thermal history of the Universe

Above 100 GeV the electroweak symmetry is restored and the Z and W± bosons

are massless. Interactions are strong enough to keep quarks and leptons in thermal

equilibrium. Below 100 GeV the symmetry between the electromagnetic and the

weak forces is broken, Z and W± bosons acquire mass, and the cross-section of weak

interactions decreases as the temperature of the universe drops. As a result, at 1

MeV, neutrinos decouple from the rest of the matter. Shortly after, at 1 second,

the temperature drops below the electron rest mass and electrons and positrons

annihilate efficiently. Only an initial matter-antimatter asymmetry of one part in

a billion survives. The resulting photon-baryon fluid is in equilibrium. Around 2.2

MeV the strong interaction becomes important and protons and neutrons combine

into the light elements (H, He, Li) during Big Bang nucleosynthesis. (∼ 200s). The

successful prediction of the light elements ( H, He and Li) abundances is one of

the most striking consequences of the Big Bang theory. The matter and radiation

densities are equal at around 1 eV (1011 s). Charged matter particles and photons

are strongly coupled in the plasma and fluctuations in the density propagate as
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cosmic ‘sound waves’. Around 0.1 eV (380,000 yrs) protons and electrons combine

into neutral hydrogen atoms. This epoch, at which the first atoms start to form (H)

is referred to as recombination, despite of the fact that electrons had never before

combined into atoms.

At a temperature greater than about 3000K the Universe consisted of an ionized

plasma of mostly protons, electrons and photons, with a few helium nuclei and a tiny

trace of lithium. The important characteristic of this plasma is that it was opaque,

or more precisely, the mean free path of a photon was a great deal smaller than the

Hubble length. As the universe cooled and expanded, the plasma ’recombines’ into

neutral atoms, first the helium, then a little later the hydrogen.

After recombination, and once the gas is in a neutral state, the mean free path

for a photon becomes much larger than the Hubble length. The universe is then

full of a background of freely propagating photons with a black body distribution

of frequencies. At the time of recombination. the background radiation has a

temperature of T = TR = 3000K, and as the universe expands photons redshifted,

so that the temperature of the photons drops with the increase of the scale factor

T ∝ a(t)−1. We can detect these photons today. Looking at the sky, this background

of photons come to us evenly from all directions, with an observed temperature of

T0 = 2.73K. This is the cosmic microwave background. Since by looking at higher

and higher redshift objects, we are looking further and further back in time, we can

view the observation of CMB photons as imaging a uniform surface of last scattering

at redshift 1100.

To the extent that recombination happens at the same time and in the same way

everywhere, the CMB will be of precisely uniform temperature. While the observed

CMB is highly isotropic, it is not perfectly isotropic . The largest contribution to the

anisotropy of the CMB as seen from earth is simply Doppler shift due to the earth’s

motion through space. As seen in fig. 2.2 CMB photons are slightly blueshifted

in the direction of our motion and slighly redshifted opposite the direction of our

motion. This motion shifts the temperature of the CMB so the effect has the charac-

teristic form of a dipole temperature anisotropy. The dipole anisotropy, however, is

a local phenomenon. Any intrinsic, or primordial, anisotropy of the CMB is poten-

tially of much greater cosmological interest. To describe the anisotropy of the CMB,

we remember that the surface of last scattering appears to us as a spherical surface

at a redshift of z = 1100. Therefore the natural parameters to use to describe the

anisotropy of the CMB sky is an expansion in terms of spherical harmonics Ylm(θ, φ)

∆T

T
=
∞∑

l=1

l∑

m=−l
almYlm(θ, φ). (2.21)

If we assume isotropy, then there is no preferred direction in the universe, and we
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Figure 2.2: Temperature fluctuations in the CMB, as obtained by Planck satellite in 2013 [8]

expect the anisotropy ∆T/T to be independent of the index m. We can define

Cl ≡
1

2l + 1

∑

m

|alm|2, (2.22)

which is the rotationally invariant angular spectrum. This quantity simplifies a lot

of the information contained in a CMB map pixel, and thus is used to analyze CMB

power spectrums.

The l = 1 contribution is just the dipole anisotropy
(

∆T

T

)

l=1

∼ 10−3. (2.23)

The dipole was first measured in the 1970’s by several groups. It was until more

than a decade after, that the first observation was made of anisotropy for l > 2, by

COBE satellite. COBE observed that
(

∆T

T

)

l>1

≈ 10−5, (2.24)

this anisotropy represents intrinsic fluctuations in the CMB itself, due to the pres-

ence of tiny primordial density fluctuations in the cosmological matter present at

the time of recombination

These small density perturbations, grow via gravitational instability to form the

large scale structures observed in the late universe. A competition between the back-

ground pressure and the universal attraction of gravity determines the details of the

growth of structure. During radiation domination the growth is slow δρ ∼ log a.
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Clustering becomes more efficiently after matter dominates the background den-

sity, δρ ≈ a. Small scales become non-linear first δρ & 1, and form gravitationally

bound objects that decouple from the overall expansion. This leads to a picture of

hierarchical structure formation with small-scale structures (like stars and galaxies)

forming and then merging in larger structures (clusters and superclusters of galax-

ies). Around redshift z ≈ 25, high energy photons from the first stars begin to

ionize the hydrogen in the inter-galactic medium. This process of reionization is

completed at z ≈ 6. Meanwhile, the most massive stars run out of nuclear fuel and

explode as supernovae. In these explosions the heavy elements (C,O, etc.) necessary

for the formation of life are created. At z ≈ 1 negative pressure dark energy comes

to dominate the universe. The background spacetime is accelerating and the growth

of structure ceases δρ ∼ const.

2.3 Causal structure

We now move to study the causal structure of flat FRW spacetimes. To do so

we begin by changing from proper time t to conformal time τ using the following

relation

dτ =
dt

a(t)
. (2.25)

We see that the FRW metric then factorizes into a Minkowski metric ηµν multiplied

by a time dependent conformal factor a(τ)

ds2 = a2(τ)
[
−dτ 2 + dr2 + r2dΩ

]
= a2(τ)ηµνdx

µdxν . (2.26)

Therefore, the radial propagation of particles is characterized by the following line

element

ds2 = a2(τ)
[
−dτ 2 + dr2

]
. (2.27)

In particular the null geodesic followed by photons are represented by just straight

lines at ±45 angles in the τ − r plane.

r(τ) = ±r + const. (2.28)

The maximal distance a photon can travel between an initial time ti and later time

t > ti is given by:

∆r = δτ ≡ τ − τi =

∫ t

ti

dt′

a(t′)
. (2.29)

Thus the maximal distance travelled is equal to the amount of conformal time

elapsed during the interval ∆ = t−ti. The initial time is often taken to be the ’origin
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20 1. Geometry and Dynamics

In an isotropic universe, we don’t lose generality if we restrict to radial propagation, d✓ = d� = 0.

The problem then reduces to the two-dimensional line element

ds2 = a2(⌧)
⇥
d⌧2 � d�2

⇤
. (1.3.37)

The metric has factorized into a static Minkowski metric multiplied by a time-dependent con-

formal factor a(⌧). Expressed in conformal time, radial null geodesics in the FRW spacetime

therefore satisfy

�(⌧) = ±⌧ + const. , (1.3.38)

i.e. light rays correspond to straight lines at 45� angles in the ⌧ -� plane. If instead we had

used physical time t, then the light cones for curved spacetimes would be curved. With these

preliminaries, we now define two di↵erent types of cosmological horizons. One which limits the

distances at which past events can be observed and one which limits the distances at which it

will ever be possible to observe future events.
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Figure 1.1: Spacetime diagrams showing the main features of the expansion of the universe, both in physical

coordinates (top figure) and comoving coordinates (bottom figure). Dotted lines show the worldlines of

comoving objects. We are the central vertical worldline. The current redshifts of the comoving galaxies

shown appear labeled on each comoving worldline. All events that we currently observe are on our past light

cone. All comoving objects beyond the Hubble sphere (thin solid line) are receding faster than the speed of

light.

Particle horizon.—If the Big Bang ‘started’ at ti ⌘ 0, then the greatest comoving distance from

which an observer at time t will be able to receive signals travelling at the speed of light is given

Figure 2.3: Spacetime diagrams showing the main features of the expansion of the universe, both

in physical coordinates (top figure) and comoving coordinates (bottom figure). Dotted lines show

the worldlines of comoving objects. We are the central vertical worldline. The current redshifts

of the comoving galaxies shown appear labeled on each comoving world line. All events that we

currently observe are on our past light cone. All comoving objects beyond the Hubble sphere (thin

solid line) are receding faster than the speed of light.

of the Universe’:ti ≡ 0, defined formally by the initial singularity ai ≡ a(ti) ≡ 0.

We then obtain

∆rmax(t) =

∫ t

0

dt′

a(t′)
= τ(t)− τ(0), (2.30)

which is called the comoving particle horizon.

If we rewrite the conformal time as

τ ≡
∫

dt

a(t)
=

∫
d ln a

aH
, (2.31)

we deduce that the elapsed conformal time depends on the evolution of the comoving

Hubble radius (aH)−1. For example, for an Universe dominated by a fluid with

equation of state ω ≡ p/ρ we find that this evolves as

(aH)−1 ≈ a
1
2

(1+3ω). (2.32)
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Note the dependence of the exponent on the combination (1 + 3ω). All the familiar

sources satisfy the strong energy condition (SEC), 1 + 3ω > 0, so it was reasonable,

prior to the knowledge of the acceleration of the universe, to assume that the co-

moving Hubble radius increases as the universe expands. Performing the integral

(2.31) gives

τ ≈ 2

(1 + 3ω)
a

1
2

(1+3ω). (2.33)

For conventional matter sources the initial singularity is at τi = 0.

τi ≈ a
1
2

(1+3ω)

i , for ω > −1/3. (2.34)

And the comoving horizon is finite

∆rmax(t) ≈ a(t)
1
2

(1+3ω), for ω > −1/3. (2.35)

2.3.1 Flatness Problem

Let us recall that the evolution of curvature in FRW spacetime, is described by the

following density parameter:

Ωk(a) = − k

a2H2(a)
. (2.36)

Then if we assume, for simplicity, that the expansion is dominated by some form

of matter with equation of state equal to w, we have a ∼ t
2

3(1+w) and we have the

following expressions are satisfied:

Ω̇k = ΩkH(1 + 3w), (2.37)

∂Ωk

∂ log a
= Ωk(1 + 3w). (2.38)

If we further assume that w > −1/3, then the solution Ωk = 0 is an unstable point.

Thus if Ωk > 0 at some point, Ωk will keep growing. And viceversa, if Ωk < 0 at

some point, it will keep decreasing. Of course at most |Ωk| = 1 in which case w

becomes −1/3 if k < 0, or otherwise the universe collapses if k > 0.

The surprising fact is that Ωk is now observed to be smaller than about 10−2.

Taking into account the content of matter of the universe, this mean that at earlier

times it was even closer to zero. For example, at BBN epoch, it has to be |Ωk| .
10−18, at the Planck scale |Ωk| . 10−63. In others words, since curvature depends

on redshift as a−2, it tends to dominate in the future with respect to other forms

of matter. So, if today curvature is not already dominating, it means that it was

almost negligible in the past. The value of Ωk at those early times represents a

remarkable small number.
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A possible solution could be that k = 0 in the initial state of the universe. While

this possibility could be true, it is unknown why the universe should choose such a

precise state initially. A second possibility, would be that in some epoch the universe

would have been dominated by some matter content with ω < −1/3.

2.3.2 Horizon Problem

Let us digress briefly to make a simple calculation. Given that the Universe seems

very homogeneous at large distances, it is valid to ask ourselves, if we can trace

back this to the beginning of the Universe. To do this let us compute the angle

subtended by the comoving horizon at recombination. This is defined as the ratio of

the comoving particle horizon at recombination and the comoving angular diameter

distance from us (an observer at redshift z = 0) to recombination (z ≈ 1100).

θhor =
dhor

dA

. (2.39)

A fundamental quantity is the comoving distance between redshifts z1 and z2

τ2 − τ1 =

∫ z2

z1

dz

H(z)
≡ I(z1, z2). (2.40)

The comoving particle horizon at recombination is

dhor = τrec − τi ≈ I(zrec,∞). (2.41)

In a flat Universe, the comoving angular diameter distance from us to recombination

is

dA = τ0 − τrec = I(0, zrec). (2.42)

The angular scale of the horizon at recombination therefore is

θhor ≡
dhor

dA

=
I(zrec,∞)

I(0, zrec)
. (2.43)

Using H(z) from eq.(2.18) we find that

θhor = 1.16◦. (2.44)

Therefore in a matter or radiation dominated universe no physical influence could

have smoothed out initial inhomogeneities and brought points at last scattering

that are separated by more than; θ > θc ≡ 2θhor = 2.3◦ to the same temperature, in

contradiction with the nearly perfect isotropy of the microwave background at large

angular scales observed ever since the background radiation was discovered.

This striking fact tells us that even at the time of last scattering, the largest

scales were still outside the horizon. This is called the Horizon Problem.
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Chapter 3

Inflation

Inflation is the key idea that permeates this thesis. First presented as a solution to

some cosmological problems ( [72]), as the horizon and flatness problems. It is also

the most successful mechanism to explain the existence of anisotropies in the CMB.

We will start this chapter by presenting inflation as a solution to the horizon and

flatness problems, which are based on a logical use of the growing Hubble sphere

we developed previously. We then consider the field equations needed to describe

inflation, and we move to consider the quantum theory of fluctuations produced

during inflation. This remarkable achievement gives us a mechanism to produce

the initial conditions that gave birth to the anisotropies seen today, and thus the

galaxies, stars and planets. We end this chapter by linking inflation to cosmological

observables.

3.1 Background

Equation (2.31) implies that the comoving horizon τ is the logarithmic integral of the

comoving Hubble radius (aH)−1. The Hubble radius, as we mentioned previously,

is the distance over which particles can travel in the course of one expansion time,

i.e., it is roughly the time in which the scale factor doubles. So the Hubble radius is

another way of measuring whether particles are causally connected with each other:

If they are separated by distances larger than the Hubble radius then they cannot

currently communicate.

There is a subtle distinction between the comoving horizon τ and the comoving

Hubble radius (aH)−1. If particles are separated by distances greater than τ , they

never could have communicated with one another; if they are separated by distances

greater than (aH)−1 they cannot talk to each other now. It is therefore possible

that τ could have been much larger than (aH)−1 now, so that particles cannot

communicate today but were in causal contact early on. This might happen if the
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comoving Hubble radius early on was much larger than it is now so that the comoving

horizon τ got most of its contribution from early times. This could happen, but is

not possible during matter or radiation dominated epochs, because in those cases,

the comoving Hubble radius increases with time, so typically we expect the largest

contribution to τ to come from most ancient times.

All this suggests a solution to the horizon problem. If there exists a brief time,

where the universe was not dominated by radiation or matter, and moreover the

Hubble radius decreased. Then the comoving horizon τ would get most of its contri-

butions not from recent times but rather from primordial epochs. Particles separated

by many Hubble radii today, would have been in causal contact before the epoch

of rapid expansion and this could explained the smoothness of the CMB observed

today. This epoch of dramatically decreasing Hubble radius is called Inflation.

As noted earlier, a decreasing Hubble radius requires a violation of the SEC,

1 + 3w < 0. Therefore we notice that the Big Bang singularity is now pushed to

negative conformal time,

τi ∝
2

(1 + 3w)
a

1
2

(1+3w)

i = −∞ for w < −1

3
. (3.1)

This implies that there was much more conformal time between the singularity and

decoupling than we had thought. The past light cone of widely separated points in

the CMB now had time to intersect before the time τ = 0 which is not the initial

singularity, but instead becomes, what it is called, the time of reheating. There is

time both before and after τ = 0. A decreasing comoving horizon means that large

scales entering the present universe were inside horizon before inflation. Causal

physics before inflation therefore had time to stablish spatial homogeneity. With a

period of inflation, the uniformity of the CMB is not a mystery any more.

To continue with the discussion, let us notice that a shrinking Hubble radius

(aH)−1 corresponds to

d

dt
(aH)−1 =

d

dt
ȧ−1 = − ä

ȧ2
. (3.2)

Thus,

d2a

dt2
> 0; (3.3)

which in turns implies that a shrinking comoving horizon produces an accelerated

expansion. Also inflation implies some constraint on the evolution of the Einstein

equations. If we write,

d

dt
(aH)−1 = − ȧH + aḢ

(aH)2
= −1

a
(1− ε), where ε ≡ − Ḣ

H2
> 0, (3.4)
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the shrinking Hubble sphere therefore also corresponds to

ε = − Ḣ

H2
= −dlnH

dN
< 1. (3.5)

Here we have defined dN ≡ dlna = Hdt, which measures the number of e-folds N of

inflationary expansion. Eq. (3.5) implies that the fractional change of the Hubble

parameter per e-fold is small. Moreover, to solve the horizon problem, we want

inflation to last for a sufficiently long time. To achieve this requires ε to remain

small for a sufficiently large number of Hubble times. This condition is measured

by a second parameter,

η ≡ ε̇

Hε
=
dlnε

dN
. (3.6)

Then, for |η| � 1 the fractional change of ε per Hubble time is small and inflation

persists. We should also ask ourselves what form of stress energy source permits

accelerated expansion. Assuming a perfect fluid with pressure p and density ρ, the

Friedmann equations (2.7) become:

Ḣ +H2 = − 1

6M2
pl

(ρ+ 3p) = −H
2

2
(1 + 3ρ) . (3.7)

Then

ε = − Ḣ

H2
=

3

2

(
1 +

p

ρ

)
< 1⇐⇒ w ≡ p

ρ
< −1

3
. (3.8)

The question we would like to answer now is how we can implement inflation

on a field theoretical context. To do this we have a large number of options. This

is a big problem in inflation; up to date, it has been impossible to find an unique

model that match all the predictions of inflation, but instead an enormous variety

of models have appeared since inflation was first presented in the eighties. This

subject partially is the bulk of this thesis. But to give a didactic introduction we

give a brief description of the simplest inflationary models.

3.1.1 Single field slow-roll inflation

The simplest discussion we can give to push forward our intuition is to consider

inflation as embedded on a field theoretical context. We start by considering a

scalar field φ, called inflaton with potential V (φ) which dynamics is given by the

Lagrangian (we now set M2
pl = 1)

L = −1

2
gµν∂µφ∂νφ− V (φ). (3.9)

22



The idea of inflation is to fill a small region of the initial universe with an homoge-

neously distributed scalar field sitting on top of its potential V (φ). The equations

of motion described by the action (3.9), using a FRW background, are

φ̈+ 3Hφ̇+ V ′(φ) = 0, (3.10)

and

H2 =
1

3

(
1

2
φ̇2 + V (φ)

)
. (3.11)

Using this equations we derive the continuity equation, wich is found to be given by

Ḣ = −1

2
φ̇2. (3.12)

In addition the stress energy tensor is given by

Tµν = − 2√−g
δSφ
δgµν

= ∂µφ∂νφ− gµν
(

1

2
∂ρφ∂

ρφ+ V (φ)

)
. (3.13)

This result leads to the following expressions for the energy-density and pressure

ρφ =
1

2
φ̇2 + V (φ), (3.14)

pφ =
1

2
φ̇2 − V (φ). (3.15)

Therefore the equation of state is

wφ =
pφ
ρφ

=
1
2
φ̇2 − V (φ)

1
2
φ̇2 + V (φ)

. (3.16)

From (3.16), to inflation occurs this condition is equivalent,to have an eq. of state

with wφ ≈ −1 < 1
3
. Thus the potential energy V , should dominate over the kinetic

energy φ̇2. This may be expressed using the slow roll parameter ε (3.5). Then

ε = − Ḣ

H2
=

1

2

φ̇2

H2
� 1. (3.17)

Also notice that eq. (3.10) is the same as the one of a particle rolling down a

potential. This particle is subject to friction through the term Hφ̇. Like for particle

trajectory, this means that the solution where φ̇ ≈ Vφ/(3H) is a slow roll attractor

solution if friction is large enough. This can be written in terms of the slow roll

parameter η (3.6) as

η = − φ̈

Hφ̇
� 1. (3.18)

Then we have found that the two slow roll parameters have to be much smaller

than 1. The first parameter ε meaning that we are on a background solution where
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3.4 The Physics of Inflation 77

Figure 3.4: Example of a slow-roll potential. Inflation occurs in the shaded parts of the potential.

3.4.2 Slow-Roll Inflation

Consider a scalar field �, the inflaton, with potential V (�) and minimally coupled to Einstein

gravity

S =
1

16⇡G
SH + S� =

Z
d4x

p�g

"
M2

pl

2
R +

1

2
gµ⌫@µ�@⌫�� V (�)

#
. (3.4.56)

If the stress-energy associated with the scalar field dominates the universe, it sources the evolu-

tion of the FRW background. Consistency with the symmetries of the FRW spacetime requires

that the background value of the inflaton only depends on time, �(t). When the stress-energy

tensor (3.4.55) is evaluated in this homogeneous configuration it takes the form of a perfect fluid,

with

⇢� =
1

2
�̇2 + V (�) , (3.4.57)

P� =
1

2
�̇2 � V (�) . (3.4.58)

Exercise.—Derive eqs. (3.4.57) and (3.4.58) from eq. (3.4.55).

Assume the metric is that of a flat FRW spacetime. Substituting ⇢� into the Friedmann equa-

tion (1.6.112), we get

H2 =
1

3M2
pl


1

2
�̇2 + V

�
. (3.4.59)

The Klein-Gordon equation (3.4.53) becomes

�̈+ 3H�̇ = �V 0 , (3.4.60)

where V 0 ⌘ dV/d�. The potential acts like a force, while the expansion of the universe adds

friction.

Exercise.—Derive eq. (3.4.60). It may help to first convince yourself that the following expression

for the D’Alembertian is true

2� =
1p�g

@µ

�p�ggµ⌫@⌫�
�

. (3.4.61)

Moreover, for the flat FRW metric, we have
p�g = a3.

Figure 3.1: Example of a slow-roll potential. Inflation occurs in the shaded parts of the potential.

the Hubble rate changes very slowly with time. The second parameter means that

we are on an attractor solution, and also that this phase of accelerated expansion

(w ≈ −1, a ∼ eHT ) will last for a long time. For this condition to persists the

acceleration of the scalar field has to be small. To achieve this, it is useful to define

dimensionless acceleration per Hubble time

We now use the above conditions, ε ∼ |η| � 1 to simplify the equations of

motion. This is the so-called the slow roll approximation. First we notice that the

parameters can be written in terms of the potential as,

ε ≈
M2

pl

2

(
V ′

V

)2

, (3.19)

η ≈ M2
pl

V ′′

V
−
M2

pl

2

(
V ′

V

)2

. (3.20)

These conditions lead to the following simplification of the inflation equations (3.11),

(3.10), (3.12), which now reduce to:

φ̇ ≈ V ′

3H
, (3.21)

H2 ≈ V

3M2
pl

, (3.22)

a ∼ e3Ht. (3.23)

Let us notice that inflation will end when w ceases to be ≈ −1, which in terms of

the slow roll parameters is,

ε ∼ η ∼ 1. (3.24)
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In terms of the potential, this means that the field that starts on top of his potential

will slowly roll down while the Hubble parameter H will decrease, providing less

friction. Hence, it will be a point when the potential will become too steep to

guarantee that the kinetic energy is negligible with respect to the potential energy.

We will call the point in field space where this occur φend. At that point (immediately

after inflation occurs), a period dominated by a form of energy w > −1/3 is expected

to begin. This period is called reheating.

The amount of inflation required to solve the cosmological problems, is most

easily measured using the number of e-foldings. These are defined as the logarithm

of the ratio of the scale factor at the end and at the beginning of inflation. We then

have

N(φ) ≡ log
(aend

a

)
=

∫ af

ai

d log a =

∫ tf

ti

Hdt

=

∫ φend

φ

H

φ̇
dφ ≈

∫ φ

φend

V

V ′
dφ. (3.25)

where we have used that a ∼ eHt and the slow roll approximations. The largest

scales observed in the CMB are produced some 40 to 60 e-folds before the end of

inflation, thus

NCMB =

∫ φ

φend

V

V ′
dφ ≈ 40 − 60. (3.26)

3.1.2 Reheating

As we mentioned in the last section, just after inflation ends a new epoch called

reheating has to start where the equation of state becomes w > −1/3. At the point

φend, typically the inflaton begins to oscillate around the bottom of the potential. In

this regime it drives the universe as if it were dominated by non-relativistic matter.

The equation of motion for the inflaton indeed becomes

∂ρφ
∂t

+ (3H + Γ)ρφ = 0. (3.27)

For Γ = 0, this is the dilution equation for non-relativistic matter. Γ represents the

inflation decay rate. Indeed, in this period of time the inflaton is supposed to decay

into other particles. These thermalize and, once the inflaton has decayed enough,

their energy density start dominating the universe. This is the start of the standard

big-bang cosmology
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3.1.3 Case of study: V (φ) = mα−4φα

As an example, let us analyze the slow-roll inflation by considering the following

inflationary potential:

V (φ) =
1

2
mα−4φα. (3.28)

These models belong to a class of models called large field inflation. The slow roll

parameters are

εv ∼ M2
pl

(
V,φ
V

)2

∼ α2

(
Mpl

φ

)2

. (3.29)

|ηv| ∼ α2

(
Mpl

φ

)2

. (3.30)

To satisfy the slow roll conditions εv, |ηv| � 1, we need to consider super Planckian

values of the inflaton, hence the name ”large field”.

φ >
√

2Mpl ≡ φend. (3.31)

There is no problem with this, since we can trust general relativity and its semi-

classical description of spacetime at the energies of inflation. Nevertheless in the

case we would like to embed this theory on a UV complete theory of gravity such

as string theory, we will need to be able to control all Mpl suppressed operators.

Though this is possible, it is very demanding and also an active line of research.

The relation between the inflaton field value and the number of e-folds before the

end of inflation is

N(φ) =
φ2

4M2
pl

− 1

2
. (3.32)

Fluctuations observed in the CMB are created at

φCMB = 2
√
NCMBMpl ∼ 15Mpl. (3.33)

This kind of models are still a possibility when tested with observations. In the next

section we will see how further to constrain them by using observational results .

3.2 Quantum origin of structures

Something remarkable happens when one considers quantum fluctuations of the

inflation: this theory combined with quantum mechanics provides an elegant mech-

anism for generating the initial seeds of all structure in the universe. A very intuitive

way of understanding how the quantum fluctuations of the inflaton field δφ(x) is
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via the time delay formalism developed by Guth and Pi. The basic idea is that φ

controls the time at which inflation ends, because we consider φ to play the role of

a local clock reading the amount of inflation expansion remaining. Because φ is a

quantum mechanical object, necessarily will have some variance, then the inflaton

will have spatially varying fluctuations δφ(t,x) = φ(t,x)−φ̄(t). This small quantum

fluctuations in the value of the inflaton field translate into differences in the end of

inflation for different regions of space δt(x). Regions acquiring a negative frozen

fluctuation δφ remain potentially longer than regions where δφ is positive. Hence,

fluctuations of the field φ lead to a local delay of the end of inflation. In quantum

theory, local fluctuations in δρ(t,x) and hence ultimately in the CMB temperature

anisotropy ∆T (x) are unavoidable and produce the small fluctuations that lead to

the formation of the structure seen today.

δt =
δφ

φ̇
∼ H

φ̇
. (3.34)

After reheating, the energy density evolves as ρ = 3M2
plH

2 where H ∼ t−1, so that

δρ

ρ
∼ 2

δH

H
∼ Hδ ∼ H

H

φ̇
. (3.35)

This process therefore induces tiny density variations δρ which via gravitationally

instability grow to form the observed large-scale structure of the universe. In ad-

dition, quantum fluctuations during inflation excite tensor metric perturbations,

δg ∼ H/Mpl. Future experiments hope to detect this stochastic background of

gravitational waves from inflation.

This makes explicit the idea that introducing inflation makes it necessary to join

quantum mechanics with general relativity. Thus producing inevitable quantum

effects that in this way produces inhomogeneities to the background.

3.2.1 Classical Perturbations

To make the discussion simpler we will consider the case of single field slow-roll

models. Taking the inflationary action:

S =

∫
d4x
√−g

[
1

2
R(4) −

1

2
gµν∂µφ∂νφ− V (φ)

]
, (3.36)

and separating the time dependent background inflationary solution from the rest,

we have

φ(t,x) = φ0(t) + δφ(t,x), (3.37)

gµν = gµν + δgµν . (3.38)

27



Gauge choice

A crucial subtlety in the study of cosmological perturbations is the fact that the

split at eqn. (3.38) into background and perturbations is not unique, as it depend

on the choice of coordinates (or choice of gauge). As it is well known, this gauge

freedom could lead to non-physical perturbations. Therefore to resolve any ambi-

guity between real and fake perturbations in general relativity we need to consider

the complete set of perturbations, i.e. we need both the matter field perturbations

and the metric perturbations. Crucially, a gauge transformation can trade one for

the other. To avoid misinterpretation of fictitious gauge modes it will also usebeful

to study gauge-invariant combinations of perturbations. By definition, fluctuations

of gauge-invariant quantities cannot be removed by a coordinate transformation,

therefore offering a reliable way of computing observables. To start, we consider the

following line element:

ds2 = −(1 + 2Φ)dt2 + 2a(t)B,idx
idt+ a2(t)[(1− 2Ψ)δij + 2E,ij]dx

idxj. (3.39)

We can classify the perturbations contained in this line element according to how

they transform under rotations under one axes. Formally a perturbation δ of

wavenumber ~k has helicity λ if, under a rotation θ under the axis k̂, it transforms

as

δ −→ eiλθδ. (3.40)

Scalars have helicity zero, vectors one, and tensors two. It can be showed that,

at linear order, perturbation with different helicities do not mix. Then we can

consider each element separately. We have from the action, 5 scalar degrees of

freedom. One coming from the inflation scalar degree of freedom and 4 from the

metric perturbation. Given that the line element is invariant under time and space

gauge transformations,

t −→ t+ ε0, (3.41)

xi −→ xi + ∂iε, (3.42)

The scalar metric perturbations transform as,

Φ → Φ− ε̇0 (3.43)

B → B − a−1ε0 − aε̇ (3.44)

E → E − ε (3.45)

Ψ → Ψ +Hε0. (3.46)

Therefore, because of gauge invariance, we are left with 3 physical degrees of free-

dom. The constraints in the action (3.36) removes two more. Then we just have a

single scalar degree of fredoom.
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We will choose the comoving gauge which is defined by the vanishing of the scalar

momentum density. Then we have

δφ = 0, (3.47)

δgij = a2(1− 2ζ)δij + a2hij. (3.48)

In this gauge φ is a clock that tell us when inflation ends. We have that the curvature

in the 3-space is

R(3) =
4

a2
∇2ζ. (3.49)

Also in the limit of long wavelength we obtain

lim
k�aH

ζ̇ = 0. (3.50)

Inserting the gauge choice in the action (3.36) we get

S =
1

2

∫
dtd3xa3 φ̇

H2

[
ζ̇2 − 1

a
(∇ζ)2

]
. (3.51)

Changing to conformal time and using the Mukhanov’s variable instead

v = zζ, (3.52)

z2 = a2 φ̇
2

H2
= 2a2ε. (3.53)

action (3.51) becomes

S =
1

2

∫
dτd3x

[
(v′)2 − (∇v)2 +

z′′

z
v2

]
, (3.54)

where we change to conformal time dτ = dt
a(t)

. Let us notice that this action is

similar to the Klein-Gordon action but with a time dependent mass

m2(τ) = −z
′′

z
. (3.55)

This time dependent mass accounts for the interactions on the scalar field ζ with

the gravitational background. Fourier transforming the Mukhanov variable:

v(τ, x) =

∫
d3x

(2π)3/2
vke

ikx, (3.56)

and varying this action (3.54) we get,

v′′k +

(
k2 − z′′

z

)
vk = 0, (3.57)
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called Mukhanov-Sasaki equation. We can rewrite this equation as

v′′k + ω2
k(τ)vk = 0, (3.58)

where ω2
k(τ) = k2 − z′′

z
= k2 + m2. In the short wavelength limit k � − z′′

z
this

equation becomes

v′′k + k2vk = 0. (3.59)

Therefore in this regime the equation has oscillatory solutions vk ∝ e±ikτ . This is

because well inside the horizon there is no difference between a curved spacetime-

geometry and Minkowski spacetime.On the other hand, in the long wavelength limit

we have that

v′′k(τ) ≈ 2

τ 2
vk(τ), (3.60)

which implies that vk ∝ 1
τ
, therefore outside the horizon the ζk modes freezes.

3.2.2 Quantization

Canonical quantization proceeds in the standard way; we promote the field v and

its canonical conjugate momentum π = v′ to quantum operators v̂ and π̂, which

satisfy the standard equal times commutation relations

[v̂(τ,x), π̂(τ,y)] = iδ(x− y), (3.61)

and

[v̂(τ,x), v̂(τ,y)] = [π̂(τ,x), π̂(τ,y)] = 0. (3.62)

From (3.54) it follows that the commutation relation (3.61) holds at any times if it

is satisfied at a given time. The Hamiltonian is

Ĥ(τ) =
1

2

∫
d3x[π̂2 + (∂v̂)2 +m2

eff(τ)v̂2]. (3.63)

The constants of integration a±k in the mode expansion of v become operators â±k ,

so that the operator v̂ is expanded as

v̂(τ,x) =

∫
d3k

(2π)3/2

[
â−k vk(τ)eikx + â+

k v
∗
k(τ)e−ikx

]
. (3.64)

Substituting this equation in the canonical commutation relation (3.61) implies

[â−k , â
+
k′ ] = δ(k− k′) and [â−k , â

−
k′ ] = [â+

k , â
+
k′ ] = 0. (3.65)

As usual, the operators â−k and â+
k may be interpreted as creation and annihilation

operators, respectively. Quantum states in the Hilbert space are constructed by

defining the vacuum state |0〉 via

â−k |0〉 = 0, (3.66)

and by producing excited states by repeated application of creation operators.
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3.2.3 Choice of vacuum

To proceed let us first recall that in a time-independent spacetime a preferable

set of mode functions, and thus an unambiguous physical vacuum, can be defined

by requiring that the expectation value of the Hamiltonian in the vacuum state is

minimized. This gives rise to

vk(τ) =
1√
2k
e−ikτ . (3.67)

This defines the preferred mode functions for fluctuations in Minkowski space. This

vacuum prescription does not generalize straightforward to time dependent space-

times, since the mode equations (3.57) involves time dependent frequencies ωk(τ)

and the minimum energy vacuum depends on the time τ0 at which it is defined.

Repeating the above argument, one can nevertheless determine the vacuum which

instantaneously minimize the expectation value of the Hamiltonian at some time τ0.

One finds that the initial conditions,

vk(τ0) =
1√

2kωk(τ0)
e−ikωk(τ0)τ0 , v′k(τ0) = −iωk(τ0)χk(τ0), (3.68)

select the preferred mode functions which determine the vacuum |0〉τ0 . However,

since ωk(τ) changes with time, the mode function satisfies the same conditions at a

different time τ1 6= τ0. This implies that |0〉τ1 6= |0〉τ0 and the state |0〉τ0 is not the

lowest energy state at a later time τ1.

To solve this ambiguity we note that at sufficiently early times all modes of

cosmological interest are deep inside the horizon:

k

aH
∼ |kτ | � 1. (3.69)

This means that in the remote past all observable modes had time independent

frequencies,

ω2
k ∼ k2 − 2

τ 2
→ k2. (3.70)

Therefore the corresponding modes are not affected by gravity and behave just

like in Minkowski space. Given that all modes have time-independent frequencies

at sufficiently early times, we can now avoid the ambiguity in defining the initial

conditions for the mode functions that afflicts the treatment in more general time-

dependent spacetimes. This means solving the Mukhanov-Sasaki equation (3.57)

with the initial condition

lim
τ→−∞

vk(τ) =
1√
2k
e−ikτ . (3.71)

This defines a preferable set of mode functions and a unique physical vacuum, the

Bunch-Davies vacuum.
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3.2.4 Power spectrum

We now compute the effect of quantum zero point fluctuations. It follows that

〈v̂kv̂k′〉 = 〈0|v̂kv̂k′|0〉
= |vk|2δ(k− k′)

= Pv(k)δ(k− k′).

Where Pv(k) is the power spectrum for canonically normalized fields. For the slow

roll inflationary case, at first order in slow roll parameters, equation (3.57) reduces

to

v′′k +

(
k2 − ν2 − 1

4

τ 2

)
vk = 0, (3.72)

where

ν ≡ 3

2
+ ε+

1

2
η. (3.73)

For constant ν eq.(3.72) has an exact solution in terms of the Hankel functions of

the first and second kind:

vk(τ) =
√
−τ
[
αH(1)

ν (−kτ) + βH(2)
ν (−kτ)

]
. (3.74)

To impose Bunch-Davies boundary conditions at early times, we consider the limit,

lim
kτ→−∞

vk(τ) =

√
2

π

[
α

1√
k
e−ikτ + β

1√
k
eikτ
]
, (3.75)

where we used a known limit of the Hankel functions. Comparing with (3.71) we

get,

β = 0 and α =

√
π

2
. (3.76)

Hence, the Bunch-Davies mode functions to first order in slow-roll are

vk(τ) =

√
π

2
(−τ)1/2H(1)

ν (−kτ). (3.77)

To compute the power spectrum of curvature fluctuations we use that at first order

in slow roll, PR = z−2Pv, and therefore

PR ∼
π

2
(−τ)2ν |H(1)

ν (−kτ)|2, (3.78)

or in its dimensionless form

∆2
s(k) ≡ k3

2π2
PR(k) ∼ k3−2ν . (3.79)
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The common way to quantify the deviations from the scale invariance is via the

scalar spectral index ns:

ns − 1 ≡ dln∆2
s

dlnk
. = 3− 2ν. (3.80)

Or in terms of the slow roll parameters

ns − 1 = −2ε− η. (3.81)

This shows that the spectrum for slow roll inflation is almost scale invariant with

deviations from ns = 1 at a percent level.

3.2.5 Tensor Perturtions

From the line element (A.3) we have that tensor perturbations are gauge invariants,

and uncoupled from the rest of the perturbations, at least at linear level. Thus we

can write the perturbed metric as

δgij = a2γij. (3.82)

Expanding the action (3.36) up to second order, and inserting (3.82), we have

S =

∫
d4xa3M2

pl

[
(γ̇ij)

2 − 1

a2
(∂lγij)

2

]
=
∑

+,×

∫
dtd3ka3M2

pl

[
γ̇skγ̇

s
−k −

k2

a2
γskγ

s
−k

]
,(3.83)

where +, × are the two possible polarization states and,

γ+,×
ij ≡ γs(t)e

(+,×)
ij . (3.84)

As the action for each polarization is the same, that we found, for curvature modes

but with a different canonical normalization, quantization is straightforward. Thus

the power spectrum for gravity waves is,
〈
γskγ

s′
k′

〉
= (2π)3δ3(k + k′)δs,s′

H2

M2
pl

1

k3
. (3.85)

The tilt of gravity waves is

nt − 1 = 2ε. (3.86)

Tensor perturbations are often normalized relative to their size to curvature pertur-

bations ∆2
R ≈ ∆2

s ≈ 109. The tensor to scalar ratio is

r ≡ ∆2
t (k)

∆2
s(k)

(3.87)

Since ∆2
s is fixed and ∆2

t is proportional to the Hubble scale H, the tensor to scalar

ratio is a direct measure of the energy scale of inflation.

H1/4 ∼
( r

0.01

)1/4

1016GeV. (3.88)
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3.3 Contact with observations

CMB Basics

We now discuss briefly how to relate inflationary quantities as PR to observations

of the CMB and large-scale structure. To do so we will need to define the transfer

function: for a given perturbation δX(k, τ) at a given time τ and with Fourier mode

k, we can define its transfer function for the quantity X at that time τ and for the

Fourier mode k as,

δX(τ)T (k, τ, τin)X(τin) (3.89)

This must be so in the linear approximation. We can take τin early enough so that

the mode k is smaller than aH, in this way Rk(τin) represents the constant value R
took at freeze out during inflation.

For the CMB temperature, we may perform a spherical harmonics decomposition

δT

T
(τ0, n̂) =

∑

l,m

almYlm(n̂). (3.90)

and then due to statistical isotropy, the power spectra reads

〈almal′m′〉 = Clδll′δmm′ . (3.91)

Since the temperature anisotropy is dominated by the scalar modes R, we have:

alm =

∫
d3k∆l(k)RkYlm(k̂). (3.92)

Therefore using (3.91), and the identity;

l∑

m=−l
Ylm(k̂)Ylm(k̂′) =

2l + 1

4π
Pl(k̂ · k̂′), (3.93)

we find that:

Cl =

∫
dkk2∆l(k)2PR(k), (3.94)

where ∆l(k) contains both the effect of the transfer functions and also of the projec-

tion on the sky. This is a hard calculation, and to calculate the transfer functions

∆l(k) needs a numeric tool to be computed, which is beyond the scope of this thesis.

Anyway we make some approximations to get a qualitative result.

• Large scales If we look at very large scales, we find modes that were still

outside H−1 at the time of recombination. Nothing could have happened to

34



them. Then there has been no evolution and only projection effects. In this

regime the transfer function could be approximated by a Bessel function:

∆l(k) ≈ jl(k(τ0 − τrec)), (3.95)

and therefore

Cl ≈
∫
dkk2PRj

2
l (k(τ0 − τrec)). (3.96)

We notice that j2
l (k(τ0− τrec)) is sharply peaked at k(τ0− τrec) ∼ l, so we can

approximately perform the integral, to obtain:

Cl ≈ k3PR|k=l/(τ0−τrec) ×
∫
d log xj2

l (x)

∼ k3PR|k=l/(τ0−τrec) ×
1

l(l + 1)
. (3.97)

Therefore the quantity l(l + 1)Cl is nearly flat.

• Small scales On short scales, mode entered inside H−1 and begun to feel both

the gravitational attraction of denser zones, but also their pressure repulsion.

This leads to the following solutions for the temperature perturbation,

δ̈T + c2
s∇2δT ≈ Fgravity(ζ), (3.98)

thus,

δTk ≈ Ak cos(kη) +Bk sin(kη) = Ã cos(kη + φk). (3.99)

Here Ak and Bk depends on the initial conditions. In inflation we have

Ãk ≈
1

k3
, φk = 0 (3.100)

All the modes are in phase coherence. Notice, dynamics and wavenumber

force all modes of a fixed wavenumber to have the same frequency. However,

they need not have necessarily the same phase. Inflation, or super Hubble

fluctuations, forces ζ ≈ δT
T

= const on large scales, which implies φk = 0. This

is what leads to acoustic oscillations in the CMB

δT (k, η) ∼ δTin(k)× cos(kη). (3.101)

Thus

δT (k, η0) ∼ δTin(k)× cos(kηrec). (3.102)

Then

〈δT (k, η0)〉 ∼ 〈δT 2
k 〉 cos2(kηrec), (3.103)

which implies the acoustic oscillations.
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3.3.1 Non Gaussianities

As we have seen the curvature power spectrum is very Gaussian. Nevertheless it

seem plausible that given the high quality of the data available, we can put further

constrain and even study the non Gaussian contribution to the correlations presents

in the CMB.

Moreover, being a direct measurement of inflaton interactions, constrain on pri-

mordial non-Gaussianities will permit us to learn a lot about inflationary dynamics.

To study the leading non-Gaussian effect we need to expand the action for the cur-

vature mode R , at least, up to third order. And calculate higher order correlation

functions. This calculations can be particularly cumbersome. Here we just give a

summary of the main results.

The main correlation function used to study non-Gaussianities is the bispectrum:

〈Rk1Rk2Rk3〉 = (2π)3δ(k1 + k2 + k3)BR(k1,k2,k3). (3.104)

where the delta function is present because of the translational invariance of the

background.

One way of parametrizing the effect of non-Gaussianities is through a non linear

correction to a Gaussian perturbation Rg,

R(x) = Rg(x) +
3

5
f local

NL

[
Rg(x)2 −

〈
Rg(x)2

〉]
. (3.105)

This definition is local in spacetime and thus called local non-Gaussianity. The

bispectrum of local-nongaussianity may be derived using (3.105):

BR(k1, k2, k3) =
6

5
f local

NL × [PR(k1)PR(k2) + PR(k2)PR(k3) + PR(k3)PR(k1)] .(3.106)

For a scale invariant power spectrum PR(k) ∼ k−3, we have,

BR(k1, k2, k3) ∼ 6

5
f local

NL ×
[

1

(k1k2)3
+

1

(k2k3)3
+

1

(k3k1)3

]
. (3.107)

Which is larger when one of the three momenta is very small. This limit is called

the squeezed limit, and the bispectrum becomes (if we assume k3 � k1 ≈ k2):

lim
k3�k1≈k2

BR(k1, k2, k3) =
12

5
f local

NL × PR(k1)PR(k3). (3.108)

Because of the delta function in (3.104), the three modes form a closed triangle.

Different models of inflation predicts maximal signals for some specific geometries.

Therefore a possible probe of the existence of non-Gaussian correlations is to study

36



this geometry. A common parametrization is the shape function defined as, 1

S(k1, k2, k3) ≡ N(k1, k2, k3)2BR(k1, k2, k3), (3.113)

where N is an appropriate normalization factor. Two commonly discussed shapes

are the local model

S local(k1, k2, k3) ∝ K3

K111

, (3.114)

and the equilateral model,

Sequilateral(k1, k2, k3) ∝ k̃1k̃2k̃3

K111
. (3.115)

As expected experimental constrain to f local
NL are very small

fNL

Local Equilateral Orthogonal

2.7± 5.8 −42± 75 −25± 39

Table 3.1: Estimates of primordial fNL for local, equilateral and orthogonal shapes, as obtained

by Planck.

1Here we use the following notation :

Kp =
∑

i

(ki)
p with K = K1 (3.109)

Kpq =
1

δpq

∑

ı6=j
(ki)

p(kj)
q (3.110)

Kpqr =
1

δpqr

∑

ı6=j 6=l
(ki)

p(kj)
q(kl)

q (3.111)

k̃ip = Kp − 2(ki)
p with k̃i = k̃i1, (3.112)

where ∆pq = 1 + δpq and ∆pqr = ∆pq(∆qr + δpr).
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Chapter 4

Multifield Inflation

In this chapter we summarize the main results coming from previous work related to

the study of multi-field inflation. We will put emphasis on a geometrical description

of the inflationary trajectories..

4.1 Isocurvature perturbations

There are two general classes of perturbations in a homogeneous universe filled with

multiple types of fluids components: Adiabatic (or density) perturbations, in which

the fluctuations of all of the components are in phase with the density perturbations,

and isocurvature perturbations, in which the fluctuations of two or more components

have independent phases. Single field slow roll inflation is distuinguished for pre-

dicting purely adiabatic primordial perturbations, for the simple reason that there is

only one field responsible for the generations of density perturbations. The current

data is, in fact, consistent with the adiabatic pertubations [10], however, current

limits on isocurvature fractions are substantially weak. If isocurvature modes are

detected, it would inmediatly rule out single field models of inflation. Multifield

models, on the other hand, naturally contain multiple order parameters and can

generate isocurvature modes corresponding to relative perturbations between the

various scalar fields.

4.2 Background dynamics

For arbitrary number of scalar fields, the most general action is

S =

∫
d4x
√

detg

[
−1

2
gµνγab∂µφ

a∂nuφ
b − V (φ)

]
, (4.1)

where V (φ) is an arbitrary real potential, and γab(φ) is an arbitrary real symmetric

positive-definite matrix which is called field metric. The field equation for this action
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are:

φ̈0
a

+ γabcφ̇
b
0φ̇

c
0 + 4Hφ̇a + γab∂bV (φ0) = 0, (4.2)

where γab is the reciprocal of the field metric γab, and γaab is the affine connection

associated the field space,

γabc(φ0) =
1

2
γad(φ0)

(
∂γdb(φ0)

∂φc0
+
∂γdc(φ0)

∂φb0
− ∂γbc(φ0)

∂φd0

)
, (4.3)

and H is the usual expansion rate given by H ≡ ȧ/a. We can also define the

covariant derivative in field space as

D

dt
vn ≡ ∂

∂t
vn + γabcv

b
0v
c. (4.4)

With this notation eq.(4.2) becomes

D

dt
φ̇a0 + 3Hφ̇a0 + V a = 0. (4.5)

4.2.1 Orthogonal Basis

Before consider perturbation theory, we note that, because γab is positive definite,

it can be written in terms of a set of vielbeins vectors eaN (with N running over as

many values as a), as

γab(φ0) =
∑

N

eaN(t)ebN(t). (4.6)

Which are defined to satisfy the basic relations eNa e
M
b γ

ab = δMN and eNa e
M
b δMN =

γab. From these relations one deduces the identities

eMa
D

dt
eaN = −eaN

D

dt
eMa , (4.7)

eaM
D

dt
eMb = −eMb

D

dt
eaM . (4.8)

It will be useful to the rest of the thesis if we take the following approach: Let us

consider trajectories on field space on such a way that can be parametrized using

the vielbein previously defined. Then we can define the two first vielbeins as unit

vectors T a and Na distinguishing tangent and normal directions to the trajectory

respectively as,

ea1 ≡ T a =
φ̇a0
φ̇0

(4.9)

ea2 ≡ Na = sN(t)

(
γbc
DT b

dt

DT c

dt

)−1/2
DT a

dt
, (4.10)
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where φ̇0 =

√
γabφ̇aφ̇b and sN(t) = ±1, denotes the orientation of Na with respect to

the vector DT a/dt. That is if sN(t) = 1, then Na is pointing in the same directions

as DT a/dt, whereas if sN(t) = −1 then Na is pointing in the opposite direction.

We permit sN(t) to flip sings each time DT a/dt becomes zero, in such a way that

both Na and DT a/dt remain a continuous function of t.

Notice that the tangent vector T a offers an alternative way of defining the total

time derivative D/dt along the trajectory followed by the scalar fields. Then:

D

dt
≡ φ̇0T

a∇a = φ̇0∇φ. (4.11)

Using field eqs. (4.5) and taking time derivative of T a we get,

DT a

dt
= − φ̈0

φ̇0

T a − 1

φ̇0

(
3Hφ̇a0 + V a

)
. (4.12)

Projecting this equating along the two orthogonal directions T a and Na, we obtain

the following two independent equations:

φ̈0 + 3Hφ̇0 + Vφ = 0, (4.13)

DT a

dt
= −VN

φ̇0

Na. (4.14)

Where we have defined Vφ ≡ T aVa and VN ≡ NaVa. In the context of inflation we

define ths following parameters:

ε ≡ − Ḣ

Ha
=

φ̇2
0

2M2
pl

, (4.15)

ηa ≡ − 1

Hφ̇0

Dφ̇a0
dt

. (4.16)

We can decompose ηa in terms of T a and Na as,

ηa = η‖T
a + η⊥N

a, (4.17)

η‖ ≡ − φ̈0

Hφ̇
, (4.18)

η⊥ ≡
VN

φ̇0H
, (4.19)

where we have used the eq. (4.5) again to simplify the above expressions. It is

important to observe that η⊥ is directly related to the rate of change of the tangent

unit vector T a, since we can write using (4.14),

DT a

dt
= −Hη⊥Na. (4.20)
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We can define the angle determining the orientation of T a in time, by the relation

θ̇ ≡ Hη⊥ (4.21)

An important fact is that we can relate η⊥ to the radius of curvatures κ character-

izing the bending of the trajectory followed by the scalar fields. To do so, let us

recall that given a curve γ(φ0) in field space, we may define the radius of curvature

κ associated to that curve through the following relation:

1

κ
=

(
γbc
DT b

dφ̇0

DT cφ̇0

)
. (4.22)

Here κ stands for the radius of curvature in the scalar manifold M spanned by the

φa0 fields, and therefore it has dimension of mass. Using (4.13) we can identify that:

1

κ
=
H|η⊥|
φ̇0

. (4.23)

By definition any geodesic curve γ(φ0) in M satisfies the relation Dφ̇a0/dt ∝ φ̇a0,

which corresponds to the case κ−1 = 0, or alternatively to the case η⊥ = 0. Thus,

we see that the dimensionless parameter η⊥ is a useful quantity that parametrises

the bending of the inflation trajectory with respect to geodesics in M

4.3 Perturbation theory

We now consider the dynamics of scalar perturbations parametrizing departures

from the homogeneous and isotropic background a(t) and φa0(t). This may be done

by defining perturbations δφa(t,x) as:

φa(t,x) = φa0(t) + δφa(t,x). (4.24)

For simplicity we will study just the case of two fields. The generalization is straigth-

forward. Instead of directly working with δφa(t,x), it is more convenient to work

with gauge invariant fields vT and vN given by1

vT = a Taδφ
a + a

φ̇

H
ψ, (4.25)

vN = aNaδφ
a, (4.26)

where ψ is the scalar perturbation of the spatial part of the metric (proportional to

δij) in flat gauge. It is useful to consider a second set of fields (uX , uY ) in addition

to (vT , vN). Let us consider the following time dependent rotation in field space
(
uX

uY

)
≡ R(τ)

(
vN

vT

)
, (4.27)

1Notice that these fields are projections of the form vT = aTaQ
a and vT = aTaQ

a where the

Qa fields are the usual Mukhanov-Sasaki variables Qa ≡ δφa + φ̇a

H ψ [100,113].
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uX

uY

✓

vT

vN

Figure 4.1: The u-fields represent fluctuations with respect to a fixed local frame, whereas the

v-fields represent fluctuations with respect to the path (parallel and normal).

where the time dependent rotation matrix R(τ) is defined as

R(τ) =

(
cos θ(τ) − sin θ(τ)

sin θ(τ) cos θ(τ)

)
, θ(τ) = θ0 +

∫ τ

−∞
dτ aHη⊥, (4.28)

where θ0 is the value of θ(τ) at τ → −∞. The rotation angle θ(τ) precisely accounts

for the total angle covered by all the turns during the inflationary history up to time

τ , and coincides with the definition introduced in eq. (4.21). Figure 4.1 illustrates

the relation between the v-fields introduced earlier and the canonical u-fields. To

continue, the equations of motion for the canonically normalized fields are

d2uI

dτ 2
−∇2uI +

[
R(τ)ΩRt(τ)

]I
J
uJ = 0, I = X, Y, (4.29)

where Rt represents the transpose of R. In addition, Ω is the mass matrix for the

v-fields, with elements given by

ΩTT = −a2H2(2 + 2ε− 3η‖ + η‖ξ‖ − 4εη‖ + 2ε2 − η2
⊥), (4.30)

ΩNN = −a2H2(2− ε) + a2(VNN +H2εR), (4.31)

ΩTN = a2H2η⊥(3 + ε− 2η‖ − ξ⊥), (4.32)

where ξ‖ = −η̇||/(Hη||) and ξ⊥ = −η̇⊥/(Hη⊥). Additionally, we have defined the

tree level mass VNN as the second derivative of the potential projected along the

perpendicular direction VNN = NaN b∇a∇bV . To finish, expanding the original

action (6.3) to quadratic order in terms of the u-fields, one finds:

S =
1

2

∫
dτd3x

{∑

I

(
duI

dτ

)2

− (∇uI)2 − [R(τ)ΩRt(τ)]IJu
IuJ

}
. (4.33)

Thus, we see that the fields uI = (uX , uY ) correspond to the canonically normalized

fields in the usual sense. Given that these fields are canonically normalized, it is

now straightforward to impose Bunch-Davies conditions on the initial state of the

perturbations.
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4.3.1 Curvature and isocurvature modes

Another useful field parametrization for the perturbations is in terms of curvature

and isocurvature fields R and S [68]. In terms of the v-fields, these are defined as:

R =
H

aφ̇
vT , (4.34)

S =
H

aφ̇
vN . (4.35)

Instead of working directly with S, it is in fact more convenient to define:

F =
φ̇0

H
S. (4.36)

Then, the quadratic action for the pair R and F is found to be

Stot =
1

2

∫
d4x a3

[
φ̇2

0

H2
Ṙ2 − φ̇2

0

H2

(∇R)2

a2
+ Ḟ2 − (∇F)2

a2
+ 4φ̇0η⊥ṘF −M2

effF2

]
, (4.37)

where we have defined the effective mass Meff of the field F as

M2
eff = VNN +H2εR− θ̇2, (4.38)

(recall that θ̇ = Hη⊥). It may be noticed that the reason behind the appearance of

the term −θ̇2 in M2
eff is due to the fact that the potential receives a correction coming

from the centripetal force experimented by the turn. This introduces a centrifugal

barrier to the effective potential felt by the heavy modes. The equations of motion

for this system of fields is then

R̈+ (3 + 2ε− 2η||)HṘ −
∇2R
a2

= −2
H2

φ̇0

η⊥
[
Ḟ + (3− η|| − ξ⊥)HF

]
,(4.39)

F̈ + 3HḞ − ∇
2F
a2

+M2
effF = 2φ̇0η⊥Ṙ. (4.40)

Notice that the configuration R = constant and F = 0 constitutes a non trivial

solution to the system of equations. Since F is assumed to be heavy, the configu-

ration F = 0 is reached shortly after horizon exit, and the curvature mode R will

necessarily become frozen. For this reason, in the presence of mass hierarchies, we

may only concern ourselves with curvature perturbations and disregard isocurvature

components after inflation.

4.3.2 Power spectrum

From the observational point of view, the main quantities of interest coming from

inflation are its predicted n-point correlation functions characterizing fluctuations.
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These quantities provide all the relevant information about the expected distribution

of primordial inhomogeneities that seeded the observed CMB anisotropies. It is of

particular interest to compute two-point correlation functions, corresponding to the

variance of inhomogeneities’ distribution. To deduce such quantities we have to

consider the quantization of the system, and this may be achieved by expanding the

canonical pair uX and uY in terms of creation and annihilation operators a†α(k) and

aα(k) respectively, as

uI(τ, x) =

∫
d3k

(2π)3/2

∑

α

[
eik·xuIα(k, τ)aα(k) + e−ik·xuI∗α (k, τ)a†α(k)

]
, (4.41)

where α = 1, 2 labels the two modes to be encountered by solving the second order

differential equations for the fields uIα(k, τ). In order to satisfy the conventional field

commutation relations, the mode solutions need to satisfy the additional constraints

consistent with the equations of motion:2

∑

α

(
uIα
uJ∗α
dτ
− uI∗α

uJα
dτ

)
= iδIJ . (4.42)

By examining the action (4.33) one sees that in the short wavelength limit k2/a2 �
Ω, where Ω symbolizes both eigenvalues of the matrix Ω, the equation of motion for

the u-fields reduce to

d2uI

dτ 2
−∇2uI = 0, I = X, Y, (4.43)

allowing us to choose the following initial conditions for the fields

uXα (k, τ) =
e−ikτ√

2k
δ1
α, uY (k, τ) =

e−ikτ√
2k
δ2
α. (4.44)

Notice that here we have chosen to associate the initial state α = 1 with the field

direction X and α = 2 with the field direction Y . This identification is in fact

completely arbitrary and does not affect the computation of two-point correlation

functions. In other words, we could modify the initial state (4.44) by considering

an arbitrary (time independent) rotation on the right hand side, without changing

the prediction of observables.

Then, given the set of solutions uXα and uYα , one finds that the two-point correla-

tion function associated to curvature modes R is given by:

PR(k, τ) =
k3

2π2

∑

α

Rα(k, τ)R∗α(k, τ), (4.45)

where Rα is related to the pair uXα and uYα by the field redefinitions described in the

previous sections. When (4.45) is evaluated at the end of inflation, for wavelengths

2See refs. [71] and [3] for a more detailed discussion of the quantization of these type of system.
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k far away from the horizon (k/a � H), it corresponds to the power spectrum of

curvature modes. For completeness, let us mention that one may also define the

two-point correlation function PS(k, τ) and the cross-correlation function PRS(k, τ)

in analogous ways.
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Chapter 5

Heavy fields, reduced speeds of

sound and decoupling during

inflation

The recent observation that heavy fields can influence the evolution of adiabatic

modes during inflation [127] has far reaching phenomenological implications [3–

5, 44] that, a posteriori, require a refinement of our understanding of how high

and low energy degrees of freedom decouple [42] and how one splits “heavy” and

“light” modes on a time-dependent background. Provided that there is only one

flat direction in the inflaton potential, heavy fields (in the present context, field

excitations orthogonal to the background trajectory) can be integrated out, resulting

in a low energy effective field theory (EFT) for adiabatic modes exhibiting a reduced

speed of sound cs, given by

c−2
s = 1 + 4θ̇2/M2

eff , (5.1)

where θ̇ is the turning rate of the background trajectory in multi-field space, and Meff

is the effective mass of heavy fields, assumed to be much larger than the expansion

rate H. Depending on the nature of the trajectory, (5.1) can render features in the

power spectrum [3,44] and/or observably large non-Gaussianity [5, 127].

Given that Meff is the mass of the fields we integrate out, one might doubt the

validity of the EFT in the regime where the speed of sound is suppressed [18, 61,

62, 120], as this requires θ̇2 � M2
eff . In this chapter we elaborate on this issue

by studying the dynamics of light and heavy degrees of freedom when c2
s � 1.

What emerges is a crucial distinction, in time-dependent backgrounds, between

isocurvature and curvature field excitations, and the true heavy and light excitations.

We show that the light (curvature) mode R indeed stays coupled to the heavy

(isocurvature) modes when strong turns take place (θ̇2 �M2
eff), however, decoupling

between the physical low and high energy degrees of freedom persists in such a way
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that the deduced EFT remains valid. This is confirmed by a simple setup in which

H decreases adiabatically, allowing for a sufficiently long period of inflation. In this

construction, high energy degrees of freedom are never excited, and yet heavy fields

do play a role in lowering the speed of sound of adiabatic modes.

Although this is completely consistent with the principles of EFT, it seems to

have escaped previous analyses due to some subtleties that we summarize in points

I-IV below. Furthermore, inflationary scenarios with sustained turns and uninter-

rumpted slow roll appear to be consistent with all the observational constraints on

the primordial power spectrum of primordial perturbations, while predicting en-

hanced equilateral non-gaussianity. We give explicit examples at the end.

5.1 Two Field Inflation

The simplest setup that allows a quantitative analysis (see Refs. [3,5,44] for details)

is a two-scalar system with action

S =

∫ √−g
[

1

2
R− 1

2
gµνγab∂µφ

a∂νφ
b − V (φ)

]
, (5.2)

(in units 8πG = 1) where R is the Ricci scalar, V is the scalar potential and γab is

the posssibly non-canonical sigma model metric of the space spanned by φa, with

a = 1, 2. The background solution to the equations of motion is an inflationary

trajectory φa0(t) and a spacetime FRW metric, that solves the Friedmann equations,

ds2 = −dt2 + a2(t)δijdx
idxj, where a(t) is the scale factor and H = ȧ/a the Hubble

parameter. As usual, we take unit vectors T a and Na tangent and normal to the

trajectory [?] given by T a = φ̇a0/φ̇0 and DtT
a = −θ̇Na, which also defines the turning

rate θ̇, the angular velocity described by the bends of the trajectory. Dt = φ̇a0∇a is

the (covariant) time derivative along the background trajectory, and φ̇2
0 ≡ γabφ̇

a
0φ̇

b
0.

Projecting the equations of motion on the normal direction relates the turning rate

to the potential gradient as θ̇ ≡ VN/φ̇0 (with VN ≡ NaVa). The tangential projection

gives the usual single-field equations φ̈0 + 3Hφ̇0 + VT = 0 with VT ≡ T aVa. We may

define the slow-roll parameters ε ≡ −Ḣ/H2 and η‖ ≡ −φ̈0/
(
Hφ̇0

)
. The conditions

ε� 1 and |η||| � 1 ensure that H evolves adiabatically for sufficiently long.

We are interested in the dynamics of scalar perturbations δφa(t,x) = φa(t,x) −
φa0(t). We work in the flat gauge and define the comoving curvature and heavy

isocurvature perturbations as R ≡ −
(
H/φ̇

)
Taδφ

a and F ≡ Naδφ
a, respectively. (A

definition of R and F valid to all orders in perturbation theory is given in [5]). The
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quadratic order action for these perturbations is

S2 =
1

2

∫
a3

[
φ̇2

0

H2
Ṙ2 − φ̇2

0

H2

(∇R)2

a2
+ Ḟ2 − (∇F)2

a2

−M2
effF2 − 4θ̇

φ̇0

H
ṘF

]
. (5.3)

Here Meff is the effective mass of F given by

M2
eff = m2 − θ̇2 , (5.4)

where m2 ≡ VNN + εH2R and VNN ≡ NaNa∇a∇bV . R is the Ricci scalar of the

sigma model metric γab. Notice that θ̇ couples both fields and reduces the effective

mass, suggesting a breakdown of the hierarchy that permits a single field effective

description as θ̇2 ∼ m2. As we are about to see, this expectation is somewhat

premature. The linear equations of motion in Fourier space are

R̈+ (3 + 2ε− 2η||)HṘ+
k2

a2
R

= 2θ̇
H

φ̇0

[
Ḟ +

(
3− η|| − ε+

θ̈

Hθ̇

)
HF

]
, (5.5)

F̈ + 3HḞ +
k2

a2
F +M2

effF = −2θ̇
φ̇0

H
Ṙ . (5.6)

Note that R = constant and F = 0 are non-trivial solutions to these equations for

arbitrary θ̇. Since F is heavy, F → 0 shortly after horizon exit, and R → constant,

as in single field inflation.

We are interested in (5.5) and (5.6) in the limit where θ̇ is constant and much

greater than Meff . We first consider the short wavelength limit where we can disre-

gard Hubble friction terms and take φ̇0/H as a constant. In this regime, the physical

wavenumber p ≡ k/a may be taken to be constant, and (5.5) and (5.6) simplify to

R̈c + p2Rc = +2θ̇Ḟ ,
F̈ + p2F +M2

effF = −2θ̇Ṙc , (5.7)

in terms of the canonically normalized Rc =
(
φ̇0/H

)
R. The solutions are found to

be [4]

Rc = R+e
iω+t +R−eiω−t ,

F = F+e
iω+t + F−eiω−t , (5.8)

where the two frequencies ω− and ω+ are given by

ω2
± =

M2
eff

2c2
s

+ p2 ± M2
eff

2c2
s

√
1 +

4p2(1− c2
s)

M2
effc
−2
s

, (5.9)
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with cs given by (5.1). The pairs (R−,F−) and (R+,F+) represent the amplitudes

of both low and high frequency modes respectively, and satisfy

F− =
−2iθ̇ω−

M2
eff + p2 − ω2

−
R− , R+ =

−2iθ̇ω+

ω2
+ − p2

F+ . (5.10)

Thus the fields in each pair oscillate coherently. In this regime there is a double

hierarchy of (inverse) timescales

H � ω− � ω+ (5.11)

The first inequality, which justifies neglecting Hubble friction, defines what is meant

by the short wavelength regime: H � pcs. The second inequality ensures that the

high frequency degrees of freedom do not participate in the dynamics of the adiabatic

mode and defines the regime of validity of the EFT:

p2 �M2
effc
−2
s . (5.12)

or, equivalently, p2 � 4m2/(3c2
s + 1). This shows that, contrary to the naive ex-

pectation based on Meff , the range of comoving momenta for low energy modes

actually increases as the speed of sound decreases . Furthermore, upon quanti-

zation [4] one finds |R−|2 ∼ c2
s/(2ω−) and |F+|2 ∼ 1/(2ω+), implying that high

frequency modes are relatively suppressed in amplitude. Thus, we can safely con-

sider only low frequency modes, in which case F is completely determined by Rc as

F = −2θ̇Ṙc/
(
M2

eff +p2−ω2
−
)
. Notice that ω2

− �M2
eff +p2, so ω2

− may be disregarded

here.

As linear perturbations evolve, their physical wavenumber p ≡ k/a decreases and

the modes enter the long wavelength regime p2c2
s . H2, where they become strongly

influenced by the background and no longer have a simple oscillatory behaviour.

Now the low energy contributions to F satisfy Ḟ ∼ HF , and because H2 � M2
eff ,

we can simply neglect time derivatives in (5.6). On the other hand, high energy

modes continue to evolve independently of the low energy modes, diluting rapidly

as they redshift. Thus for the entire low energy regime (5.12), time derivatives of

F can be ignored in (5.6) and F may be solved in terms of Ṙ as

F = − φ̇0

H

2θ̇Ṙ
k2/a2 +M2

eff

. (5.13)

Replacing (5.13) into (5.3) gives the tree level effective action for the curvature

perturbation. To quadratic order [5]:

Seff =
1

2

∫
a3 φ̇

2
0

H2

[
Ṙ2

c2
s(k)

− k2R2

a2

]
, (5.14)
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where c−2
s (k) = 1+4θ̇2/

(
k2/a2+M2

eff

)
. This k-dependent speed of sound is consistent

with the modified dispersion relation ω2
− = p2c2

s + (1− c2
s)

2p4/(M2
effc
−2
s ), where cs is

given by (5.1). Ref. [44] studied the validity of (5.14) in the case where turns appear

suddenly. Consistent with the present analysis, it was found that this EFT is valid

even when θ̇2 �M2
eff , provided the adiabaticity condition

|θ̈/θ̇| �Meff , (5.15)

is satisfied. This condition states that the turn’s angular acceleration must re-

main small in comparison to the masses of heavy modes, which otherwise would

be excited. The above straightforwardly implies the more colloquial adiabaticity

condition |ω̇+/ω
2
+| � 1. If (5.15) is violated by the background, high energy modes

can be produced and the EFT does indeed break down, as confirmed by [66].

We now outline four crucial points that underpin our conclusions:

(I) The mixing between fields R and F , and modes with frequencies ω− and ω+

is inevitable when the background trajectory bends. If one attempts a rotation in

field space in order to uniquely associate fields with frequency modes, the rotation

matrix would depend on the scale p, implying a non-local redefinition of the fields.

(II) Even in the absence of excited high frequency modes, the heavy field F is

forced to oscillate in pace with the light field R at a frequency ω−, so F continues

to participate in the low energy dynamics of the curvature perturbations.

(III) When θ̇2 � M2
eff , the high and low energy frequencies become ω2

+ '
M2

effc
−2
s ∼ 4θ̇2 and ω2

− ' p2(M2
eff + p2)/(4θ̇2). Thus the gap between low and high

energy degrees of freedom is amplified, and one can consistently ignore high energy

degrees of freedom in the low energy EFT.

(IV) In the low energy regime, the field F exchanges kinetic energy with R
resulting in a reduction in the speed of sound cs of R, the magnitude of which

depends on the strength of the kinetic coupling θ̇. This process is adiabatic and

consistent with the usual notion of decoupling in the low energy regime (5.12), as

implied by (5.15).

At the core of these four observations is the simple fact that in time-dependent

backgrounds, the eigenmodes and eigenvalues of the mass matrix along the trajec-

tory do not necessarily coincide with the curvature and isocurvature fluctuations

and their characteristic frequencies. With this in mind, it is possible to state more

clearly the refined sense in which decoupling is operative: while the fields R and F
inevitably remain coupled, high and low energy degrees of freedom effectively decou-

ple.

We now briefly address the evolution of modes in the ultraviolet (UV) regime

p2 & M2
effc
−2
s . Here both modes have similar amplitudes and frequencies, and so in

principle could interact via relevant couplings beyond linear order (which are propor-

tional to θ̇). Because these interactions must allow for the non-trivial solutions R =
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constant and F = 0 (a consequence of the background time re-parametrization in-

variance), their action is very constrained [5]. Moreover, in the regime p2 �M2
effc
−2
s

the coupling θ̇ becomes negligible when compared to p, and one necessarily recovers

a very weakly coupled set of modes, whose p → ∞ limit completely decouples R
from F . This can already be seen in (5.13), where contributions to the effective

action for the adiabatic mode at large momenta from having integrated out F , are

extremely suppressed for k2/a2 � M2
eff , leading to high frequency contributions to

(5.14) with cs = 1.

5.2 Constant turns

We now analyze a model of uninterrupted slow-roll inflation that executes a constant

turn in field space, implying an almost constant, suppressed speed of sound for the

adiabatic mode. Take fields φ1 = θ, φ2 = ρ with a metric γθθ = ρ2, γρρ = 1,

γρθ = γθρ = 0 and potential

V (θ, ρ) = V0 − αθ +m2(ρ− ρ0)2/2 . (5.16)

This model would have a shift symmetry along the θ direction were it not broken by

a non-vanishing α. This model is a simplified version of one studied in [47], where

the focus instead was on the regime Meff ∼ m ∼ H (see also [49] where the limit

M2
eff � H2 � θ̇2 is analyzed). The background equations of motion are

θ̈ + 3Hθ̇ + 2θ̇ρ̇/ρ = α/ρ2 ,

ρ̈+ 3Hρ̇+ ρ(m2 − θ̇2) = m2ρ0 . (5.17)

The slow-roll attractor is such that ρ̇, ρ̈ and θ̈ are negligible. This means that H,

ρ and θ̇ remain nearly constant and satisfy the following algebraic equations near

θ = 0

3Hθ̇ =
α

ρ2
, θ̇2 = m2(1− ρ0/ρ) ,

3H2 =
1

2
ρ2θ̇2 + V0 +

1

2
m2(ρ− ρ0)2 . (5.18)

These equations describe circular motion with a radius of curvature ρ and angular

velocity θ̇. Here M2
eff = m2 − θ̇2, implying the strict bound m2 > θ̇2. Thus the only

way to obtain a suppressed speed of sound is if θ̇2 ' m2. Our aim is to find the

parameter ranges such that the background attractor satisfies ε � 1, c2
s � 1 and

H2 �M2
eff simultaneously. These are given by

1� ρ0

4

(
m
√

3V0

α

)1/2

� V0

6m2
� α

4
√

3V0m
. (5.19)
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If these hierarchies are satisfied, the solutions to (5.18) are well approximated by

ρ2 =
α√

3V0m
, θ̇ = m− mρ0

2

(
m
√

3V0

α

)1/2

, (5.20)

and H2 = V0/3, up to fractional corrections of order ε, c2
s and H2/M2

eff . We note that

the first inequality in (5.19) implies ρ� ρ0, and so the trajectory is displaced off the

adiabatic minimum at ρ0. However, the contribution to the total potential energy

implied by this displacement is negligible compared to V0. After n cycles around

ρ = 0 one has ∆θ = 2πn, and the value of V0 has to be adjusted to V0 → V0−2πnα.

This modifies the expressions in (5.20) accordingly, and allows us to easily compute

the adiabatic variation of certain quantities, such as s ≡ ċs/(csH) = −ε/4, and

η|| = −ε/2, where ε =
√

3αm2/(2V
3/2

0 ). These values imply a spectral index nR for

the power spectrum PR = H2/(8π2εcs) given by nR− 1 = −4ε+ 2η||− s = −19ε/4.

It is possible to find reasonable values of the parameters such that observational

bounds are satisfied. Using (5.20) we can relate the values of V0, α, m and ρ0 to the

measured values PR and nR, and to hypothetical values for cs and β ≡ H/Meff as

V0 = 96π2(1− nR)PRcs/19 ,

m2 = 8π2(1− nR)PR/(19csβ
2) ,

α = 6(16/19)2π2(1− nR)2PRc2
sβ ,

ρ0 = 16c3
sβ
√

2(1− nR)/19 . (5.21)

Following WMAP7, we take PR = 2.42 × 10−9 and nR = 0.98 [85]. Then, as an

application of relations (5.21), we look for parameters such that

c2
s ' 0.06 , M2

eff ' 250H2 , (5.22)

(which imply H2 ' 1.4×10−10), according to which V0 ' 5.9×10−10, α ' 1.5×10−13,

m ' 4.5 × 10−4 and ρ0 ' 6.8 × 10−3, from which we note that m, ρ0 and α1/4 are

naturally all of the same order. In terms of the mass scale m, the above implies that

we have excited a field with mass of order H2/m2 ∼ 1230, completely consistent

with decoupling and the validity of the EFT. We have checked numerically that

the background equations of motion are indeed well approximated by (5.20), up to

fractional corrections of order c2
s. More importantly, we obtain the same nearly scale

invariant power spectrum PR using both the full two-field theory described by (5.5)

and (5.6), and the single field EFT described by the action (5.14). The evolution

of curvature perturbations in the EFT compared to the full two-field theory for

the long wavelength modes is almost indistinguishable given the effectiveness with

which (5.12) is satisfied, with a marginal difference ∆PR/PR ' 0.008. This is of

order (1 − c2
s)H

2/M2
eff , which is consistent with the analysis of Ref. [44]. Despite

the suppressed speed of sound in this model, a fairly large tensor-to-scalar ratio of

r = 16εcs ' 0.020 is predicted.
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As expected, for c2
s � 1 a sizable value of f

(eq)
NL is implied. The cubic interactions

leading to this were deduced in Ref. [5] which for constant turns is given by [6]

f
(eq)
NL =

125

108

ε

c2
s

+
5

81

c2
s

2

(
1− 1

c2
s

)2

+
35

108

(
1− 1

c2
s

)
. (5.23)

This result is valid for any single-field system with constant cs obtained by having

integrated out a heavy field. We note that this prediction is cleanly distinguishable

from those of other single field models (such as DBI inflation) through the different

sign and magnitude for the M3 coefficient generated in the EFT expansion of [50],

as derived in [5].

Recalling that the spectral index nT of tensor modes is nT = −2ε, for cs � 1 we

find a consistency relation between three potentially observable parameters, given

by f
(eq)
NL = −20.74n2

T/r
2. In the specific case of the values in (5.22), we have

f
(eq)
NL ' −4.0. This value is both large and negative, so future observations could

constrain this type of scenario. Finally, one can ask if the EFT corresponding

to (5.22) remains weakly coupled throughout. For this, one needs to satisfy [5]

ω4
− < Λ4

sc, where Λ4
sc ' 4πεH2c5

s/(1 − c2
s) is the strong coupling scale [28, 50]. In

order to assess this, we notice that for c2
s � 1, values of ω2

− of order M2
eff are well

within the low energy regime (M2
eff � ω2

+) and denotes a reference energy scale up

to which we may trust the low energy EFT. We find M4
eff/Λ

4
sc ' 0.18. Furthermore,

although we did not address how inflation ends, the choice (5.22) allows for at least

45 e-folds of inflation, necessary to solve the horizon and flatness problems.

We stress that various other values can be chosen in (5.22) to arrive at similar

conclusions. For example, requiring 35 e-folds with M2
eff ' 100H2, c2

s ' 0.02, implies

V0 ' 3.4×10−10, α ' 8.1×10−13, m ' 3.8×10−4, ρ0 ' 2.1×10−4, so that the strong

coupling scale becomes M4
eff/Λ

4
sc ' 0.34. In this case we find f

(equil)
NL ' −14. As an

illustrative limit, we can try to saturate the strong coupling bound given a particular

hierarchy between H and Meff . In doing so, we entertain the situation where our

model approximates the dynamics of inflation only over the range where modes

accessible to us by observations had exited the horizon. Requiring M2
eff/H

2 ' 100

and Λsc ' Meff , we find that approximately 14 e-folds can be generated where the

speed of sound is reduced to c2
s ' 0.01.

In summary, the active ingredients of this toy example are rather minimal and

may well parametrize a generic class of inflationary models, such as axion-driven

inflationary scenarios in string theory. Our results complement those of Ref. [3–

5, 44, 127] and emphasize the refined sense in which EFT techniques are applicable

during slow-roll inflation [28,50]. In particular, contrary to the standard perspective

regarding the role of UV physics during inflation, heavy fields may influence the

evolution of curvature perturbations R in a way consistent with decoupling between

low and high energy degrees of freedom.
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Chapter 6

On the importance of heavy fields

during inflation

6.1 Introduction

The fact that inflation is formulated within a field theoretical framework [24, 93]

makes it particularly compelling to test our ideas about fundamental theories, such

as supergravity and string theory, characterized for consistently incorporating the

gravitational strength among their couplings. Because these theories generically

predict the existence of a large number of degrees of freedom, the need of a period of

inflation at early times is found to impose strong restrictions on their interactions. In

particular, if inflation happened at sufficiently high energies, curvature perturbations

could have strongly interacted with other degrees of freedom, implying a variety

of observable effects departing from those predicted in standard single-field slow-

roll inflation [12, 88, 95], including features in the power spectrum of primordial

inhomogeneities [3,7,16,17,21,45,54,67,104,108,110,124,128,129], large primordial

non-Gaussianities [13, 22, 23, 37, 46, 90, 94] and isocurvature perturbations [53, 63,

68, 70, 71, 87, 89, 109, 123]. A detection of any of these signatures would therefore

represent an extremely significant step towards elucidating the fundamental nature

of physics taking place during the very early universe.

Despite of its simplicity, the construction of satisfactory models of inflation within

supergravity and string theory is known to constitute a notoriously hard challenge.

The vacuum expectation values (v.e.v.’s) of scalar fields participating of the infla-

tionary dynamics must evolve along flat directions of the scalar potential’s landscape

for a sufficiently long time. But because the interaction strength of these theories

is of a gravitational nature, the scalar potential is naturally subject to changes of

order 1 when the scalar fields v.e.v.’s traverse distances of the order of the Planck

scale. This translates into the well known η-problem of supergravity and string the-

ory [56, 57, 76, 97], where second derivatives of the scalar potential V ′′ are typically
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of order equal or larger than H2 (where H is the universe’s expansion rate) therefore

impeding the slow-roll evolution of the fields.1 However, this problem may be cured

if the theory contains a set of shift symmetries at non-perturbative level, ensuring

the existence of exactly flat directions in the potential [125]. Then, if these symme-

tries are mildly broken, the expected result is an inflationary scenario with a large

mass hierarchy between the modular fields representing flat directions and the rest

of the scalar fields, expected to have masses much larger than H [32,55,69,91,122].

Conventional wisdom dictates that UV-degrees of freedom with masses M � H

necessarily have a marginal role in the low energy dynamics of curvature modes.

After these heavy degrees of freedom are integrated out, one expects a low en-

ergy effective field theory (EFT) for curvature perturbations where UV-physics

is parametrized by nontrivial operators suppressed by factors of order H2/M2.

The resulting low energy EFT is therefore expected to offer negligible departures

from a truncated version of the same theory, wherein heavy fields are simply dis-

regarded from the very beginning. However, general field theoretical arguments

due allow for large sizable corrections to the low energy EFT [50, 130]. In the

specific case of multi field models, there are special circumstances where the back-

ground inflationary dynamic is such that the interchange of kinetic energy between

curvature perturbations and heavy degrees of freedom may be dramatically en-

hanced [3–5, 28, 47, 48, 61, 62, 120, 127]. For example, if the inflationary trajectory

is subject to a sharp turn in such a way that the heavy scalar fields stay normal

to the trajectory (see Figure 6.1 for an illustration) then unsuppressed interactions

—kinematically coupling curvature perturbations with heavy fields— are unavoid-

ably turned on. As a consequence, if the rate of turn is large compared to the rate

of expansion H, the impact of heavy physics on the low energy dynamics becomes

substantially amplified, introducing large non-trivial departures from a naively trun-

cated version of the theory.

In the particular case of two field models —at linear order in the fluctuations—

heavy fields are identified with isocurvature perturbations, and their role is reduced

to modify the speed of sound cs of curvature perturbations at the effective field

theory level. The result is a non-trivial effective single-field theory where the time

dependence of cs is dictated by the specific shape of the two-field background trajec-

tory, in such a way that departures from unity cs 6= 1 exist whenever the trajectory

is subject to a turn. More specifically, one finds that the speed of sound depends

on the angular velocity θ̇ characterizing the turn as

c−2
s = 1 + 4θ̇2/M2

eff , (6.1)

where M2
eff = M2−Ḣ R− θ̇2 is the effective mass of isocurvature perturbations, with

1Another major obstacle towards the construction of models of inflation within string theory

is related to the stabilization of moduli. See for instance refs. [58, 59] for a discussion on the

stabilization of moduli in supergravity and string theory.
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Figure 6.1: The figure illustrates a prototype example of a multi-field potential (depending on

two fields χ and ψ) with a mass hierarchy in which the flat direction is subject to a turn.

M the tree-level bare mass of heavy modes, and R the Ricci scalar of the scalar field

target space. In this way, sudden turns of the trajectory translate into sudden time

variations of cs (hence modifying the value of the sound horizon cs/H) and therefore

generating features in the power spectrum of primordial inhomogeneities [3].2 More-

over, if the turn is such that cs � 1, cubic interactions become unsuppressed [5],

implying large levels of primordial non-Gaussianities in the distribution of curvature

perturbations [46].

The purpose of this chapter is to study two-field models of inflation characterized

by a large mass hierarchy.3 We are particularly interested in assessing the general

conditions under which the EFT deduced by integrating out the heavy field remains

a reliable description of the inflationary dynamics. We show that the main condition

simply consists on the requirement that the rate of variation of the angular velocity

θ̇ characterizing the turn stays suppressed with respect to the effective mass Meff of

heavy modes. That is: ∣∣∣∣
d

dt
ln θ̇

∣∣∣∣�Meff . (6.2)

We show that this adiabaticity condition is sufficiently mild, as it still allows for the

effective field theory to describe, with great accuracy, a large variety of situations

where very sharp turns take place (i.e. situations where |θ̇| & H). We check this

2For a recent discussion on features in the power spectrum generated by variations of the speed

of sound see ref. [104].
3For other interesting work regarding non-trivial effects on the dynamics of curvature pertur-

bations coming from massive degrees of freedom, see for instance refs. [81, 82,111].
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condition by studying various models with turns and compare the power spectra

of these models obtained from both, the full two-field inflationary model and the

respective effective field theory. We find that turns are able to generate large features

in the power spectra, with the amplitude of these features depending on how large

departures of cs from unity are.

This work is organized as follows: In Section ?? we summarize the main results

concerning two-field models of inflation. Then, in Section 6.3 we offer a simple

derivation of the general class of single-field EFT emerging from two-field models

with mass hierarchies, and derive condition (6.2) dictating the validity of this theory

in terms of background quantities. In Section 6.4 we discuss the different classes

of turns and deduce the type of reactions that turns have on the background in-

flationary trajectory. In particular, we study the case of sudden turns, where the

inflationary trajectory is subject to a single turn for a brief period of time ∆t smaller

(or much smaller) than an e-fold (∆t . H−1). Then, in Section 6.5, we consider two

toy models and compute the power spectrum for different cases of turns. There we

show that, consistent with (6.2), the effective field theory remains reliable as long

as ∆t � 1/Meff , where Meff is the effective mass of the heavy field. We also show

that large features on the power spectrum are easily produced, with the details of

the effects depending on the different parameters characterizing the type of turns.

Finally, in Section 6.6 we offer our concluding remarks to this work.

6.2 Setup

Using the results from the previous chapter, the simplest setup that allows a quan-

titative analysis a two-scalar system with action

S =

∫
d4x
√−g

[
1

2
R− 1

2
gµνγab∂µφ

a∂νφ
b − V (φ)

]
, (6.3)

(in units 8πG = 1) where R is the Ricci scalar, V is the scalar potential and γab is

the posssibly non-canonical sigma model metric of the space spanned by φa, with

a = 1, 2. The background solution to the equations of motion is an inflationary

trajectory φa0(t) and a spacetime FRW metric, that solves the Friedmann equations,

ds2 = −dt2 + a2(t)δijdx
idxj, (6.4)

where a(t) is the scale factor and H = ȧ/a the Hubble parameter. As we see in

chapter 3, for convenience we take unit vectors T a and Na tangent and normal to

the trajectory [68,70,71] given by

T a = φ̇a0/φ̇0 and (6.5)

DtT
a = −θ̇Na, (6.6)

57



which also defines the turning rate θ̇, the angular velocity described by the bends of

the trajectory. Dt = φ̇a0∇a is the (covariant) time derivative along the background

trajectory, and φ̇2
0 ≡ γabφ̇

a
0φ̇

b
0.

Projecting the equations of motion on the normal direction relates the turning

rate to the potential gradient as θ̇ ≡ VN/φ̇0 (with VN ≡ NaVa). The tangential

projection gives the usual single-field equations

φ̈0 + 3Hφ̇0 + VT = 0 withVT ≡ T aVa. (6.7)

We may define the slow-roll parameters:

ε ≡ −Ḣ/H2 (6.8)

η‖ ≡ −φ̈0/
(
Hφ̇0

)
. (6.9)

The conditions ε � 1 and |η||| � 1 ensure that H evolves adiabatically for suffi-

ciently long. We can also define the parameter

η⊥ ≡
VN

φ̇H
(6.10)

that is a measure of deviations from the geodesic trajectory. We are interested in

the dynamics of scalar perturbations δφa(t,x) = φa(t,x) − φa0(t). We work in the

flat gauge and define the comoving curvature and heavy isocurvature perturbations

as R ≡ −
(
H/φ̇

)
Taδφ

a and F ≡ Naδφ
a, respectively. (A definition of R and F valid

to all orders in perturbation theory is given in [5]). The quadratic order action for

these perturbations is

S2 = d4x
1

2

∫
a3

[
φ̇2

0

H2
Ṙ2 − φ̇2

0

H2

(∇R)2

a2
+ Ḟ2 − (∇F)2

a2
−M2

effF2 − 4θ̇
φ̇0

H
ṘF

]
.(6.11)

Here Meff is the effective mass of F given by

M2
eff = m2 − θ̇2 , (6.12)

where m2 ≡ VNN + εH2R and VNN ≡ NaNa∇a∇bV . R is the Ricci scalar of the

sigma model metric γab.

The linear equations of motion in Fourier space are

R̈+ (3 + 2ε− 2η||)HṘ+
k2

a2
R

= 2θ̇
H

φ̇0

[
Ḟ +

(
3− η|| − ε+

θ̈

Hθ̇

)
HF

]
, (6.13)

F̈ + 3HḞ +
k2

a2
F +M2

effF = −2θ̇
φ̇0

H
Ṙ . (6.14)

Note that R = constant and F = 0 are non-trivial solutions to these equations for

arbitrary θ̇. Since F is heavy, F → 0 shortly after horizon exit, and R → constant,

as in single field inflation.
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6.3 Effective Field Theory

It is possible to deduce an effective theory for the curvature mode R by integrating

out the heavy field F when M2
eff � H2, provided that certain additional conditions

are met. To see this, let us first briefly analyze the expected evolution of the fields

R and F when the trajectory is turning at a constant rate (θ̇ = constant). To start

with, because we are dealing with a coupled system of equations for R and F , in

general we expect the general solutions for R and F to be of the form [4]

R ∼ R+e
−iω+t +R−e−iω−t, (6.1)

F ∼ F+e
−iω+t + F−e−iω−t, (6.2)

where ω+ and ω− denote the two frequencies at which the modes oscillate. The

values of ω+ and ω− will depend on the mode’s wave number k in the following

way: In the regime k/a � Meff , both fields are massless and therefore oscillate

with frequencies of order ∼ k/a. As the wavelength enters the intermediate regime

Meff � k/a � H the degeneracy of the modes break down and the frequencies

become of order

ω− ∼ k/a, ω+ ∼Meff . (6.3)

Subsequently, when the modes enter the regime k/a < H the contributions coming

from ω+ will quickly decay and the contributions coming from ω− will freeze (since

they are massless).

Notice that the amplitudes R+ and F− necessarily arise from the couplings mix-

ing curvature and isocurvature perturbations, and therefore they vanish in the case

η⊥ = θ̇/H = 0. Additionally, on general grounds, the amplitudes F+ and R+ are

expected to be parametrically suppressed by k/Meff in the regime Meff � k/a, and

therefore we may disregard high frequency contributions to (6.1) and (6.2). Then, in

the regime Meff � k/a, time derivatives for F can be safely ignored in the equation

of motion (6.14) and we may write:

− ∇
2F
a2

+M2
effF = 2φ̇0η⊥Ṙ. (6.4)

(Because H � Meff , we may also disregarded the friction term 3HḞ). This leads

to an algebraic relation between F and Ṙ in Fourier space given by:

FR =
2φ̇0η⊥Ṙ

(k2/a2 +M2
eff)

, (6.5)

which precisely tells us the dependence of low frequency contributions F− in terms

R− defined in eqs. (6.1) and (6.2). To continue, we notice that (6.4) is equivalent

to disregard the term Ḟ2 of the kinetic term in the action (6.11). Keeping this in
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mind, we can replace (6.5) back into the action and obtain an effective action for

the curvature perturbation R, given by

Seff =
1

2

∫
d4x a3 φ̇

2
0

H2

[ Ṙ2

c2
s(k)

− k2R2

a2

]
, (6.6)

where cs is the speed of sound of adiabatic perturbations, given by:

c−2
s (k) = 1 +

4H2η2
⊥

k2/a2 +M2
eff

. (6.7)

In deriving this expression we have assumed that θ̇ remained constant. In the

more general case where θ̇ is time dependent we expect transients that could take

the system away from the simple behavior shown in eqs. (6.1) and (6.2), and the

effective field theory could become invalid. The validity of the effective theory will

depend on whether the kinetic terms for F in eq. (6.14) can be ignored, and this

implies the following condition on FR of eq. (6.5):

|F̈R| �M2
eff |FR|. (6.8)

Now, recall that unless there are large time variations of background quantities, the

frequency of R is of order ω− ∼ k/a. Thus, any violation of condition (6.8) will be

due to the evolution of background quantities, which will be posteriorly transmitted

to R. This allows us to ignore higher derivatives of Ṙ in (6.8) and simply rewrite

it in terms of background quantities as:
∣∣∣∣∣
d2

dt2

(
2φ̇0η⊥

(k2/a2 +M2
eff)

)∣∣∣∣∣�M2
eff

∣∣∣∣∣
2φ̇0η⊥

(k2/a2 +M2
eff)

∣∣∣∣∣ . (6.9)

This relation expresses the adiabaticity condition that each mode k needs to satisfy

in order for the effective field theory to stay reliable. To further simplify this relation,

we may take into consideration the following points: (1) When k2/a2 � M2
eff the

two modes decouple (recall eq. (4.43)) and the turn has no influence on the evolution

of curvature modes. On the other hand, in the regime k2/a2 . M2
eff , contributions

coming from the time variation of k2/a2 are always suppressed compared to M2
eff

due to the fact that we are assuming H2 � M2
eff . (2) We observe that the main

background quantity parametrizing the rate at which the turn happens is η⊥ =

θ̇/H. Quantities such as φ̇0 and H, which describe the evolution of the background

along the trajectory, will therefore only be affected by the turn through the time

dependence of η⊥. This implies that time derivatives of these quantities will be less

sensitive to the turn than η⊥ itself, and therefore their contribution to (6.9) will

necessarily be subsidiary.4 (3) Similarly, the rate of change of M2
eff will necessarily

4Here we are implicitly assuming that parallel quantities such as φ̇0 and H will not have varia-

tions larger than η⊥ due to other effects, unrelated to the turns (such as steps in the potential).
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be at most of the same order than θ̇. Then, by neglecting time derivatives coming

from φ̇0, H, k2/a2 and Meff and focussing on the order of magnitude of the various

quantitates appearing in (6.9) we can write instead a simpler expression given by:

∣∣∣∣
d2

dt2
θ̇

∣∣∣∣�M2
eff

∣∣∣θ̇
∣∣∣ . (6.10)

Actually, a simpler alternative expression may be obtained by conveniently reducing

the number of time derivatives, and disregarding effects coming from the change in

sign of θ̇: ∣∣∣∣
d

dt
ln θ̇

∣∣∣∣�Meff . (6.11)

This adiabaticity condition simply states that the rate of change of the turn’s angular

velocity must stays suppressed with respect to the masses of heavy modes, which

otherwise would become excited. Notice that, we may also choose to express this

relation in terms of the variation of the speed of sound, which is a more natural

quantity from the point of view of the effective field theory:

∣∣∣∣
d

dt
ln(c−2

s − 1)

∣∣∣∣�Meff . (6.12)

To finish, we can estimate the order of magnitude of departures between the full

solution for R and the one appearing in the EFT. For this, let us write F = FR+δF
where FR is the adiabatic result of (6.5) and δF denotes a departure from this value.

Then δF respects the following equation of motion:

¨δF + 3H ˙δF +

(
k2

a2
+Meff

)
δF = −(F̈R + 3HḞR). (6.13)

Given that we are assuming that the behavior of the system is dominated by low

frequency modes, we can consistently disregard the kinetic term ¨δF + 3H ˙δF at the

left hand side of this equation, but we cannot disregard the term −(F̈R + 3HḞR)

at the right hand side, which constitutes a source for δF . Then, we deduce that

δF = −F̈R + 3HḞR
k2/a2 +Meff

. (6.14)

Then, we may compute the derivatives appearing in the right hand side by using

the effective equation of motion (coming from the variation of the effective action

(6.6)) to express R̈ in terms of Ṙ whenever it becomes necessary. We obtain

F = FR
[

1 +O
(

(θ̈/θ̇)2

k2/a2 +M2
eff

)
+O

(
δ||H2

k2/a2 +M2
eff

)]
, (6.15)
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where δ|| represents terms of order ε and η||. Finally, eq. (6.15) allows us to deduce

that the EFT expressed in (6.6) is only accurate up to operators of the form:

Stot = Seff +
1

2

∫
d4x a3 (c−2

s − 1) Ṙ2

[
O
(

(θ̈/θ̇)2

M2
eff

)
+O

(
δ||H2

M2
eff

)]
. (6.16)

This result expresses the validity of the effective field theory (6.6), and shows with

eloquence the order of magnitude of the expected discrepancy with the exact two

field solution for R. In the following section we verify that indeed the adiabatic

condition (6.11) constitutes a good guide to discriminate the validity of the effective

theory (6.6).

6.4 Turning trajectories

We now study the consequences of turning trajectories on the dynamics of fluctu-

ations. We start this analysis by considering the particular case of sudden turns,

where the potential V (φ) and/or the sigma model metric γab entering the action

(6.3) are such that the inflationary trajectory becomes non-geodesic for a brief pe-

riod of time, smaller than an e-fold. In order to characterize this class of turns it is

useful to introduce the arc distance ∆φ covered by the scalar field’s v.e.v. in target

space, when the turn takes place. Given the radius of curvature κ characterizing a

turn, defined in eq. (4.22), we may define ∆φ through the relation

∆φ ≡ κ|∆θ|, (6.1)

where ∆θ =
∫
Hη⊥dt corresponds to the total angle covered during a sudden turn.

It is clear that in two-field canonical models ∆φ can be at most of order κ (∆φ . κ),

and that in order to have turns with ∆φ� κ one needs a non-canonical model with

a scalar geometry with a topology allowing for such situations. Figure 6.2 shows

various examples of turns according to the total angle ∆θ covered by a turn (which

is determined by the relative size of ∆φ and κ).

Notice that the arc length ∆φ implies a timescale T⊥ characterizing the overall

duration of a turn. This is simply given by:

T⊥ ≡
∆φ

φ̇
. (6.2)

Then, because η⊥ = θ̇/H ' ∆θ/(T⊥H), we can use eq. (6.1) to derive the following

estimation for the value of η⊥ characterizing a particular turn:

η⊥ ∼
1

HT⊥

∆φ

κ
. (6.3)
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Notice that a turn requires that the inflationary trajectory departs from the flat

minima of the potential (otherwise VN = 0 and eq. (6.10) would require η⊥ = 0).

Then, because the turn happens suddenly during a brief period of time, the various

interactions present in the theory will inevitably make the background trajectory

oscillate about the flat locus of the potential, with a period TM given by

TM ≡
1

Meff

. (6.4)

In other words, a turn cannot be arbitrarily sharp without waking up these back-

ground fluctuations. Recall that we are interested in models where Meff � H, and

therefore we necessarily have TM � H−1. If present, it is clear that such oscilla-

tions will dominate the behavior of the trajectory whenever TM is of the same order

or larger than T⊥ (TM & T⊥). In fact, the adiabaticity condition (6.11) precisely

translates into the following condition involving these two timescales

T⊥ � TM , (6.5)

which is consistent with the notion that the effective field theory will remain valid

as long as heavy fluctuations are not participating of the low energy dynamics.

6.4.1 Displacement from the flat minima

Given certain turn (characterized by ∆φ and κ) we can estimate the perpendicular

displacement of the trajectory away from the flat minima of the potential while the

turn takes place. By calling this quantity ∆h, we can roughly relate it to other

background quantities through the relation VN ' M2
eff∆h. Then, inserting this

result back into eq. (6.10) we obtain

∆h

κ
' ∆φ2

κ2

T 2
M

T 2
⊥
, (6.6)

��



��



⌧ ��� ��  ⇠ ��

Figure 6.2: Examples of turns according to the relative size of ∆φ and κ. In the case κ � ∆φ

the target space requires a non trivial topology.

63



where we made use of eqs. (6.2) and (6.4). This relation gives us the relative size of

background oscillations ∆h compared to the radius of curvature κ of the turn. We

see that the size of the displacement depends on the total angle covered by the turn

∆θ = ∆φ/κ and the ratio TM/T⊥ between the two relevant timescales. In what

follows we briefly analyze the two relevant regimes posed by these two timescales.

6.4.2 Adiabatic turns TM � T⊥

If the turn is such that TM � T⊥, then the adiabatic condition (6.11) is satisfied

and the system admits an effective field theory of the form (6.6) as deduced in the

previous section. This means that we can parametrize effects in terms of a reduced

speed of sound cs, which synthesizes all the nontrivial information regarding the

heavy physics. Putting together eqs. (6.7) and (6.3) we see that the speed of sound

is given by

c−2
s ' 1 +

∆φ2

κ2

T 2
M

T 2
⊥
. (6.7)

Given that the effective theory requires TM � T⊥, the only way of having large

non-trivial departures from conventional single field inflation is by having a large

ratio ∆φ/κ� 1. This implies that the total angle ∆θ = ∆φ/κ covered by the turn

must extend for several cycles, and the only way of achieving this consistently is by

considering models with non-trivial sigma model metrics. In particular, to produce

sizable changes of the speed of sound (say of order one) we require:

∆φ2

κ2
& T 2

⊥
T 2
M

. (6.8)

Comparing with (6.6), we see that this is equivalent to have a large displacement

from the flat minima of the potential. However, because the timescale TM is much

smaller than T⊥, the displacement happens adiabatically, and background fluctu-

ations are not turned on. Correspondingly, the dimensionless parameter η⊥ is a

smooth function of time with a characteristic timescale given by T⊥. Figure 6.3

illustrates this situation.

6.4.3 Non-adiabatic turns TM & T⊥

In this case the trajectory moves away from the flat minima of the potential quickly,

and the background trajectory will inevitably start oscillating about this locus. The

amplitude of these oscillations will be given by ∆h as in eq. (6.6). If ∆h & κ

then the oscillations are large and they completely dominate the behavior of the

background trajectory. Needless to say, the effective field theory would offer a

poor representation of the evolution of curvature perturbations, and the original

two-field theory would be needed to study the system. Figure 6.4-(a) shows this
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Figure 6.3: The figure illustrates the case of a turn for which the adiabatic condition TM � T⊥
is respected. In this case the turn happens adiabaticaly, in the sense that the timescale TM plays

no role during the turn. If ∆h/κ ∼ 1 the displacement from the flat minima is large and the speed

of sound will be reduced considerably.

type of situation for the case T⊥ ∼ TM . There, the trajectory is subject to an

initial kick that lasts TM , and after that continues oscillating at a period given

by TM . Consequently, heavy oscillations will overtake the background trajectory,

which translates into a heavily oscillating η⊥ as a function of time. This means that

instead of a single turn we end up with a succession of turns. However, after these

transient turns have taken place, the overall angle ∆θ =
∫
Hη⊥dt will correspond

to the turn determined by the flat minima of the potential.

On the other hand, if ∆h� κ, then the amplitude of the oscillations are small.

In this case ∆φ/κ� T⊥/TM , implying, after considering eq. (6.3), that the angular

velocity is small compared to the mass of heavy modes:

H|η⊥| = |θ̇| �Meff . (6.9)

In this case the impact of background oscillations on the evolution of perturbations

is negligible. Despite of this fact, since we are in the regime TM & T⊥, the effective

field theory continues to offer a poor representation of these effect, no matter how

tiny they are. Figure 6.4-(b) illustrates this situation.

6.5 Examples of models with turns

We now study examples of models where turns play a relevant role on the evolution

of perturbations. We will first consider the case of canonical models —in which

turns are uniquely due to the shape of the potential— and later consider the case

of models where the turns are due to the specific shape of the sigma model metric.

6.5.1 Model 1: Sudden turns in canonical models

Let us start by considering the case of canonical models (γab = δab) in which the turn

is due solely to the shape of the potential. To simplify the present analysis, we only
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Figure 6.4: Examples of non-adiabatic turns characterized by TM � T⊥. Case (a) shows a

typical example in which ∆φ0 ∼ κ, whereas case (b) shows a situation for which ∆φ0 � κ.

consider the relevant part of the potential where the turn takes place, and disregard

any details concerning the end of inflation. Our aim is to understand what are

the possible consequences of a turn on the generation of primordial inhomogeneities

accessible to observations today. For this reason, we assume that the turn takes

place precisely when presently accessible curvature perturbations were crossing the

horizon, and choose cosmological parameters accordingly. Having said this, let us

adopt the notation φa = (χ, ψ) and consider the following potential:

V (χ, ψ) = V0 + Vφ(χ− ψ) +
M2

2

(χψ − a2)2

(χ+ ψ)2
+ · · · . (6.1)

In this expression, V0 and Vφ are constants parametrizing the hight and slope of the

flat direction in the potential. The third term in (6.1) has been added to ensure

that a turn takes place. Notice that the third term vanishes for the locus of points

defined by the equation:

ψ = a2/χ. (6.2)

Away from this curve the slope of the potential becomes steep, with a quadratic

growth characterized by the mass parameter M . Figure 6.5 shows the relevant

part of the potential V (χ, ψ) containing the turn. Because we are assuming a mass

hierarchy, it may be anticipated that the inflationary trajectory will stay close to

the curve defined by eq. (6.2). Roughly speaking, the turn is located about the

position (χ, ψ) = (
√
a,
√
a) and that its radius of curvature is of order a:

κ ∼ a. (6.3)
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Figure 6.5: The figure shows the section of the potential V (χ, ψ) of equation (6.1) containing

the turn.

The quantities V0 and Vφ are chosen in such a way that the scalar fields v.e.v.’s

approach the turn from the asymptotic direction (χ, ψ) → (0,+∞). Once the

turn is left behind, the v.e.v.’s. continue evolving towards the asymptotic direction

(χ, ψ)→ (+∞, 0), until inflation ends (see Figure 6.5).

Analysis of the model

Before studying the exact evolution of the system with the help of numerics, let

us estimate the behavior of the system by examining the parameters entering the

potential. First of all, if the potential is flat enough, the slow roll evolution of

the fields imply that away from the location of the turn the following relations are

satisfied:

3Hφ̇0 ' Vφ, (6.4)

3H2 ' V0. (6.5)

Notice that they imply that ε ' V 2
φ /2V

2
0 . To continue, simple examination of

the potential shows that the arc length ∆φ characterizing the turn is of the same

order than the radius of curvature κ which, as stated, is of order a. Thus, we have

κ ' ∆φ ' a. Then, putting together the previous expressions we find that time T⊥
characterizing the duration of the turn, is given by

T⊥ '
a√
2εH

. (6.6)
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In terms of e-folds, the duration of the turn is given by

∆N⊥ '
a√
2ε
. (6.7)

Then, using (6.3) we see that the value η⊥ characterizing the turn is roughly given

by:

η⊥ '
√

2ε

a
. (6.8)

With these relations at hand, we can now estimate the range of parameters for

which the adiabatic condition (6.11) is satisfied. Using eq. (6.5) with TM = 1/M ,

we deduce that the EFT will remain accurate as long as:

α ≡ T 2
⊥

T 2
M

=
M2a2

2εH2
� 1. (6.9)

Then, assuming that we are in the realms of validity of the theory, we find that the

speed of sound is given by the following combination of parameters

c−2
s ' 1 +

8εH2

a2M2
, (6.10)

which, because of eq. (6.9), implies that cs ∼ 1, consistent with our general analysis

of Section 6.4.2.

Numerics

We now present our numerical analysis of this model. In order to study this model,

we have chosen the following fixed values (in units of Planck masses) for parameters

associated to the flat direction of the potential:

V0 = 6.5× 10−9, Vφ = −5.4× 10−11. (6.11)

Away from the turn, this choice of parameters ensure the following value for the

rate of expansion H ∼ 1.4× 10−5. Additionally, they imply values for the slow roll

parameters given by

ε ' −η ' 0.0033, (6.12)

consistent with a power spectrum for curvature perturbations with a spectral index

given by ns ' 0.98 and an amplitude satisfying COBE’s normalization. The other

two parameters left are a and M . These may be expressed in terms of ∆N⊥ and α

introduced in eqs. (6.7) and (6.9).

Since we are interested in turns taking place during a period of time shorter than

an e-fold (T⊥ . H−1), we are required to choose ∆N⊥ . 1. Figure 6.6 shows the

numerical results for the fixed value ∆N⊥ = 0.25 and three choices for the mass M ,

given by α = 6.25, α = 25 and α = 625. On the left hand side of the figure we show
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the numerical solution for the η⊥ and η|| as functions of e-fold N . On the right hand

side, we show the resulting power spectra for the relevant modes exiting the horizon

when the turn takes place. For simplicity, we have normalized the power spectrum

with respect to the amplitude determined by the largest scales (smallest values

of k), which have been chosen to correspond to the largest scales characterizing

horizon reentry today (k0 = 0.002Mpc−1). The blue solid line corresponds to the

complete-two dimensional theory, whereas the red dashed line corresponds to the

result predicted by the effective field theory.

It may be seen that for α = 6.25, the period of massive oscillations TM is of

the same order than T⊥, and consequently the rate of turn η⊥ is dominated by

oscillations (notice that these oscillations have a period of about ∼ 0.25 e-folds,

in agreement with our choice of parameters). This indicates that indeed the infla-

tionary trajectory stays oscillating about the minimum once the turn has occurred

(recall case (a) of Figure 6.4). It may be also observed that η|| is considerably af-

fected by these oscillations, momentarily acquiring values as large as η|| ∼ 1. This is

however not enough to break down the overall slow-roll behavior of the background

solution for two reasons: First, the value of ε does not change much during the turn

(that is ε is found to be less sensitive to the turn than η||). And second, after the

turn takes place, the system goes back to small values of η|| quickly. Given that

the adiabatic condition is far from being satisfied (α is close to 1), it comes to no

surprise that both power spectra differ considerably.

The second case α = 25 shows an intermediate situation where TM is smaller than

T⊥ but still able to generate small oscillations about the minimum of the potential.

In this case the adiabaticity condition is mildly violated, which is reflected on the

small discrepancy between both power spectra. Finally, the case α = 625 shows

a situation where TM is much smaller than T⊥. In this case heavy modes are not

excited enough and the turn happens smoothly, which is reflected on the behavior

of both η⊥ and η|| as functions of e-folds. In addition, we now see that both power

spectra agree considerably. It may call our attention the persistence of a large

feature in the power spectra even for the case α = 625 where both, versions of the

theory agree. In this case the speed of sound cs ' 1 during the turn and we infer

that the feature cannot be due to the fast variation of the speed of sound. Instead,

the feature is due to the large variation of parallel background quantities, specially

η||, as during the turn the trajectory is forced to go up and down. In the examples of

the following model we will examine a rather different situation where the features

in the power spectrum are due to large variations of the speed of sound cs.
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Figure 6.6: The figure shows η⊥ and η|| (left panels) and the resulting power spectra (right

panels) for three choices of parameters for the potential of our model 1. From top to bottom:

α = 6.25, 25 and 625. In the case of the left panels, the blue solid line corresponds to η⊥ whereas

the green dashed line corresponds to η||. In the case of right panels, the blue solid line corresponds

to the power spectrum for the full two-field model, whereas the red dashed line corresponds to the

power spectrum deduced using the EFT.
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6.5.2 Model 2: Sudden turns induced by the metric

We now study a case in which the turn is due to the sigma model metric γab. We

will adopt the following notation φ1 = χ and φ2 = ψ, and consider the following

separable potential

V (χ, ψ) = V0 + Vφ χ+
M2

ψ

2
ψ2. (6.13)

Just like in the previous example, V0 and Vφ are constants parametrizing the flat

part of the potential driving inflation. As before, we omit in our analysis any detail

concerning the end of inflation. For this potential, if the system were canonical

(γab = δab), there would be no turns and the v.e.v. of the heavy field ψ would stay

sitting at its minimum ψ0 = 0. To produce a single turn with the help of the metric,

we consider the following model:

γab =

(
1 Γ(χ)

Γ(χ) 1 + Γ2(χ)

)
, (6.14)

where

Γ(χ) =
Γ0

2
(1 + tanh [2(χ− χ0)/∆χ]) . (6.15)

Notice that Γ(χ) is a function that grows monotonically from the asymptotic value

Γ = 0 at χ → −∞ to the asymptotic value Γ = Γ0 at χ → +∞. The transition

takes place at χ = χ0 and is characterized by the width parameter ∆χ. Notice

that once Γ reach the constant value Γ0, the metric becomes canonical again (which

means that one can find a new parametrization of the fields in which γab = δab).

We will consider values of V0 and Vφ such that the field χ evolves from χ→ −∞ to

χ→ +∞.

Analysis of the model

It is clear that Γ(χ) parametrizes departures from the canonical configuration γab =

δab. The potential is such that it will force the trajectory to stay on the locus of

points ψ = 0. However, since the geometry of the target space is non-trivial, the

trajectory will be subject to a turn. To estimate the effects of the turn on the

relevant background quantities, notice first that the timescale associated to heavy

fluctuations about the minimum ψ = 0 is trivially given by:

TM =
1

Mψ

. (6.16)

Second, since the trajectory remains close to ψ = 0 (due to the mass hierarchy), the

arc length of the turn in target space ∆φ will be equal to the width of the function

Γ(χ):

∆φ = ∆χ. (6.17)
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Then, it immediately follows that the timescale T⊥ characterizing the duration of

the turn is simply given by:

T⊥ =
∆χ√

2ε
, (6.18)

where ε = V 2
φ /2V

2
0 . Again, we may express this period of time terms of e-folds,

which is given by

∆N⊥ '
∆χ√

2ε
. (6.19)

Then, in terms of the parameters of the model, the adiabaticity condition reads

α ≡ T 2
⊥

T 2
M

=
M2

ψ∆χ2

2εH2
� 1. (6.20)

We may compute the radius of curvature κ of the turn by noticing that the unit

vectors associated to a curve following the minimum of the potential ψ = 0 are given

by

T a = (1, 0), Na = (Γ,−1). (6.21)

Plugging these expressions back into eq. (6.6) we find that the characteristic radius

of curvature while the turn is at its pick, is given by:

κ =
1

|∂χΓ| '
∆χ

|Γ0|
. (6.22)

This implies that η⊥ = φ̇/Hκ characterizing the turn is given by

η⊥ ∼
√

2ε|Γ0|
∆χ

, (6.23)

whereas the speed of sound is found to be

c−2
s ' 1 +

8εH2Γ2
0

∆χ2M2
. (6.24)

Notice that the only difference between this model and the previous one (where a

plays the role of ∆χ) is the appearance of Γ0. By defining the following dimensionless

parameter,

β ≡ 8εH2Γ2
0

∆χ2M2
ψ

, (6.25)

we see that, in order to have large effects on the power spectrum due to the turn,

we are required to have β ∼ 1. Notice that one may satisfy this combination of

parameters and still stay within the region of validity of the effective field theory,

given by condition (6.20).
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Numerics

We now present our numerical analysis of this model. As in the example of Section

6.5.1, we choose the following values for the potential parameters associated to the

flat inflationary direction: V0 = 6.5 × 10−9 and Vφ = −5.4 × 10−11 which in the

absence of turns, imply H ∼ 1.4 × 10−5, ε ' −η ' 0.0033, and ns ' 0.98. Notice

that the rest of the parameters in charge of characterizing the multi-field turn are

∆χ, Γ0 and Mψ. These may be expressed in terms of α, β and ∆N⊥ introduced

earlier as

M2
ψ = α2 2εH2

∆χ2
, (6.26)

Γ2
0 = β

∆χ2M2

8εH2
, (6.27)

∆χ = ∆N⊥
√

2ε. (6.28)

Recall that the adiabaticity condition (6.20) is equivalent to α � 1, and therefore

we expect a poor matching between the full two-field theory and the EFT for small

values of α.

Figure 6.7 shows three examples of turns for different values of the parameters

α and β, but for a fixed value ∆N⊥ = 0.4. The top panels correspond to the choice

α = 9 and β = 0.25. It may be seen that given that the value of α is relatively

low, the adiabaticity condition is not satisfied. Consistent with the discussions of

the previous sections, the dependence on time of η⊥ is dominated by fluctuations

with a period of oscillation determined by TM ∼ 1/Mψ, and the power spectrum

obtained from the effective field theory (dashed red line) does not coincide with

the one obtained from the complete two-field model (solid blue line). The middle

panels correspond to the choice α = 36 and β = 1. Here the adiabaticity condition

is slightly improved while the speed of sound suffers a sizable change. Finally, the

lower panels show the situation α = 625 and β = 0.64. Here the adiabaticity

condition is fully satisfied and the speed of sound becomes suppressed during a brief

period of time. This is reflected by the excellent agreement between both power

spectra, and their large features.

It may be noticed that in the first two cases (α, β) = (9, 0.25) and (36, 1), there is

a sizable variation of η||. Just like in the case of our Model 1, this variation happens

only during a brief period of time, and it is not enough to break the overall slow-roll

behavior of the system. In addition, the value of ε is not affected considerably by

the turn. In the last case (α, β) = (625, 0.64) the variation of η|| is attenuated and

the only background quantity varying considerably turns out to be η⊥. This in turns

makes cs to have large variations, therefore producing the large features observed in

the resulting power spectrum.

To finish, it is instructive to verify how does the rate of change of θ̇ evolves while
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Figure 6.7: The figure shows η⊥ and η|| (left panels) and the resulting power spectra (right panels)

for three choices of parameters for the potential of our model 2. From top to bottom: (α, β) =

(9, 0.25), (36, 1) and (625, 0.64). In the case of the left panels, the blue solid line corresponds to

η⊥ whereas the green dashed line corresponds to η||. In the case of right panels, the blue solid

line corresponds to the power spectrum for the full two-field model, whereas the red dashed line

corresponds to the power spectrum deduced using the EFT.

the turn takes place. For this, we define

f(t) =
1

M2
eff

1

θ̇

d2

dt2
θ̇. (6.29)
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According to our discussion in Section 6.3, the adiabaticity condition will be satisfied

if |f(t)| � 1. Figure 6.8 shows f as a function of e-fold N for the cases (α, β) =

(9, 0.25) and (625, 0.64) respectively. It may be appreciated that indeed case (α, β) =

(9, 0.25) is far from satisfying the adiabaticity condition, whereas the case (α, β) =

(625, 0.64) satisfies it.
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Figure 6.8: The figure shows the the quantity f(t) defined in eq. (6.29) for the cases (α, β) =

(9, 0.25) and (625, 0.64) respectively. This function assesses whether the adiabatic condition is

being satisfied during a turn. (We have chosen to plot this function in terms of e-folds N to

facilitate its comparison with other quantities).

6.6 Conclusions

In this work we have analyzed the dynamics of two-field models of inflation with

large mass hierarchies. We have focussed our attention on the role that turning

trajectories have on the evolution of perturbations. If the mass M of the heavy field

is much larger than the rate of expansion H, then the heavy field may be integrated

out giving rise to a low energy effective field theory valid for curvature perturbations

R, with a quadratic order action given by eq. (6.6). At this order, all of the effects

inherited from the heavy sector are reduced in the speed of sound cs, which is given

by eq. (6.7). We found that a good characterization of the validity of the low energy

effective theory is given by the following adiabaticity condition:

∣∣∣∣
d

dt
ln θ̇

∣∣∣∣�Meff , (6.1)

where Meff is the effective mass of heavy modes. Our numerical analysis is consistent

with this condition, and we find that several non-trivial effects are still significant

within this allowed region of parameters. For instance, in Section 6.4 we were able
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to provide two simple toy models for which the effective field theory remains fully

trustable. In these examples large features are generated and appear superimposed

on the primordial power spectrum of curvature perturbations (recall the examples of

Figures 6.6 and 6.7). In addition, we verified that indeed as soon as the adiabaticity

condition starts to fail, this is reflected in noticeable discrepancies in the power

spectra predicted by both the complete two-dimensional model and the effective

field theory (recall Figure 6.8).

Our results contradict those of recent works regarding the validity of effective

field theories obtained from multi-field inflation in various respects. For instance,

in ref. [120] it is claimed that the effective field theory (6.6) is only valid in the

regime where turns are such that |θ̇| � H.5 The main argument made there is

that the ratio η⊥ = θ̇/H corresponds to the coupling determining the kinetic energy

transfer between the light curvature mode with the heavy fields. A large value of

η⊥ would therefore imply large transfer of energy from curvature perturbations to

the heavy mode, exciting the heavy modes and rendering the effective field theory

invalid. However, as we have seen, this energy interchange between both modes may

happen adiabatically without implying a breakdown of the effective field theory.

Indeed, the heavy mode is receiving energy from the light degree of freedom at the

same rate than it is giving it back, and therefore it is possible to have turns whereby

the heavy-mode’s high-frequency fluctuations stay suppressed (recall our discussion

of Section 6.3).

One key point here is that even for large values of η⊥ = θ̇/H the heavy modes

will not become easily excited unless they receive a sufficiently strong kick. For

example, even if the turn is such that
∣∣∣∣
d

dt
ln θ̇

∣∣∣∣ & H, (6.2)

the trajectory is necessarily subject to a large angular acceleration |θ̈| & H|θ̇|,
momentarily violating slow-roll [19] but without exciting heavy modes. Moreover,

as we have seen, if these accelerations are brief (as in our examples) slow-roll is

only interrupted for a short period of time, and the system quickly goes back to the

slow-roll attractor state (within an e-fold). During these transients, η|| were typically

found to have sizable variations in response to the turns, whereas ε was found to

stay close to its suppressed value.6 The net effect of this process are oscillatory

features in the power spectrum, with the frequency of the oscillation depending on

how brief was the overall turn. While current observational constraints on features

are still poor [11, 39, 75, 77–79, 86, 99, 102, 105, 126], future data will certainly put

5A similar claim is made in ref. [106], where it is argued that heavy fields can only be integrated

out consistently if the rate of turn satisfies |θ̇| � H.
6This was also found numerically in ref. [3], and in ref. [120] an analytic argument was given to

explain this effect.
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strong constraints on primordial features, therefore improving our understanding of

the role of UV-physics on the very early universe.

Another important point of departure from previous works regards the proce-

dure employed to integrate heavy fields. In the present work we have integrated out

high energy fluctuations (heavy degrees of freedom) about the exact time-dependent

background trajectory, offered by the homogeneous equations of motion of the sys-

tem. This contrasts with other schemes [35, 65, 131] where heavy fields are taken

care of at the action level, regardless of the background dynamics, by imposing that

they locally minimize the inflationary potential (with the minima depending on the

inflaton v.e.v.). In our present language this is equivalent to VN = 0, implying that

there are no turns at all (and therefore missing all of the interesting features we

have studied so far). Although such a case corresponds to a genuine limit shared by

a large family of multi-field potentials with mass hierarchies [40, 64], it misses the

more general situation in which the inflationary trajectory meanders away from the

locus of minima offered by the potential.

We should emphasize that our results are strictly valid only at linear order in the

fluctuations. For a complete analysis one should examine the relevance of higher

order interaction terms which could introduce important corrections when the speed

of sound is suppressed (cs � 1). This is similar to the case of DBI inflation [13,121]

where a suppressed speed of sound makes the perturbation theory to enter the

strong-coupling regime [50]. In ref. [5] the full structure of effective field theories

arising from two-field models with large mass hierarchies is studied, and other rele-

vant constraints involving higher order terms are analyzed.
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Chapter 7

Cosmic inflation in a landscape of

heavy-fields

Undoubtedly, canonical models of single-field slow-roll inflation1 give us the simplest

resolution to the horizon and flatness problems encountered in hot big-bang cosmol-

ogy [12,72,88], and offer us an elegant explanation to the origin of primordial curva-

ture perturbations, characterized by a nearly scale invariant power spectrum [101].

Although such predictions are fully compatible with current observations [36,77,85],

there is still plenty of room for a change in paradigm in the advent of future ex-

periments, such as large scale structure surveys [1, 14] and 21cm cosmology [98]. A

possible observation of scale dependence in the primordial spectra (i.e. in the form

of features and/or running) [3,7,16,17,21,26,44,45,52,54,67,74,75,83,96,104,108,

110, 119, 124, 128, 129] and/or large non-Gaussianity [13, 22, 23, 37, 46, 47, 90, 94, 95]

would force us to leave this simple picture behind, and move on to consider mod-

els of inflation where the evolution of curvature perturbations was influenced by

nontrivial self-couplings and/or interactions with additional degrees of freedom.

Elucidating how future observations will guide our understanding of inflationary

cosmology beyond the standard single-field paradigm has been the main focus of

much effort during recent years [27, 84]. One particularly powerful and compelling

framework to analyze inflation in a model independent way is the recently pro-

posed effective field theory approach [50] (see also [41, 130]). In this scheme, the

broken time translation invariance of the inflationary background is parametrized

by introducing a Goldstone boson field π(x, t), defined as the perturbation along

the broken time translation symmetry. At the same time, curvature perturba-

tions are intimately related to the Goldstone boson, whose action appears highly

constrained by the symmetries of the original ultraviolet (UV)-complete action.

In particular, the unknown UV-physics is parametrized by self-interactions of the

1By canonical models of single-field slow-roll inflation we mean models derived from an action

of the form S = SEH −
∫ [

1
2 (∂φ)2 + V (φ)

]
where SEH is the usual Einstein-Hilbert term.
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Goldstone boson that non-linearly relate field operators at different orders in per-

turbation theory. This framework has offered a powerful approach to analyze the

large variety of infrared observables potentially predicted by inflation, including

the prediction of non-trivial signals in the primordial power spectrum and bispec-

trum [5,6,28–31,33,34,51,60,73,92,103,114–118]. At short wavelengths, for instance,

one finds that the Goldstone boson action is given by [50]

S = −M2
Pl

∫
d4xḢ

[
1

c2
s

(
π̇2 − c2

s

(∂iπ)2

a2

)
− 1− c2

s

c2
s

(
(∂iπ)2

a2
+
A

c2
s

π̇2

)
π̇ + · · ·

]
,

(7.1)

where cs is the speed of sound at which Goldstone boson quanta propagate, and

A is a quantity that parametrizes different models of inflation (for instance, DBI

inflation [13] corresponds to the particular case A = −1). Current available data [36]

mildly constrain cs and A, suggesting that future observations might rule out a large

variety of models of inflations.

Arguably, the simplest class of theories incorporating a departure from canoni-

cal single-field slow-roll inflation is offered by models in which adiabatic modes (or

equivalently, Goldstone boson modes) interact with heavy scalar fields, with masses

much larger than the expansion rate during inflation [2–4,44,66,107,112,127]. Cru-

cially, such models continue to be of the single field type [2], but come dressed with

properties that differ significantly from those encountered in standard single-field

models. Indeed, near horizon crossing the Goldstone boson modes do not carry

enough energy to excite their high-energy counterparts implied by the heavy-fields,

meaning that curvature perturbations are generated by a single low energy degree

of freedom. Nevertheless, the presence of heavy-fields can induce self-couplings for

adiabatic perturbations that may have a sizable impact on their evolution (for ex-

ample, by modifying the dispersion relation of the Goldstone boson mode). This

has been understood gradually in a series of recent articles [2, 5, 73], and for the

particular case of models with a Goldstone boson mode interacting with a single

heavy-field2, our current understanding may be summarized as follows:

• There exists a background inflationary trajectory which traverses the multi-

field landscape determined by the scalar field potential of the theory. In gen-

eral, this trajectory is expected to be non-geodesic, meaning that the flat

directions of the scalar potential do not necessarily align with the family of

geodesic paths defined by the scalar manifold of the theory’s target space. It

is possible to think of such non-geodesic trajectories as turning trajectories,

characterized by an angular velocity θ̇ (the rate of turn of the trajectory).

• To study the perturbations of the system, it is useful to define perturbations

along the trajectory and perpendicular to it. The first class defines the Gold-

2That is, in the particular case where the original theory consists of a two-scalar field model

with a potential such that there is only one flat direction, followed by the inflationary trajectory.
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stone boson field π(t, x) and the second one corresponds to a heavy scalar field

with an effective mass Meff given by M2
eff = m2 − θ̇2, where m is the standard

value of the mass computed from the potential alone. The angular velocity

θ̇ is found to have an important role on the dynamics of these two perturba-

tions, as it implies nontrivial interactions between the Goldstone boson and

the heavy-field.

• Because of these interactions, both the Goldstone boson π and the heavy-field

are found to depend on a mixture of low- and high-energy modes. Crucially,

the gap between these two energies increases as the strength of the turn in-

creases, making high-energy modes more difficult to access at energy scales

comparable to the horizon inverse length-scale. As a consequence, although

the Goldstone boson stays coupled to the heavy-field, low- and high-energy

modes decouple and evolve independently. The end result is a system where

only low-energy modes play a relevant role for the generation of curvature

perturbations.

Given these characteristics, one may deduce a single-field EFT governing the dynam-

ics at low energy modes (valid at horizon crossing) by integrating out the heavy-field

under question.3 This turns out to be equivalent to truncate the high-energy modes

everywhere in the theory, implying that the heavy-field takes the role of a Lagrange

multiplier, to be solved in terms of the Goldstone boson field. The result is a low

energy EFT for the Goldstone boson alone, with nontrivial self-interactions leading

to interesting properties that differ significantly from those predicted by canonical

single-field inflation. For example, a first outstanding property is that the speed of

sound cs at which Goldstone boson perturbations propagate is reduced whenever

there is a turn θ̇ 6= 0, with a value determined by the relation

1

c2
s

= 1 +
4θ̇2

M2
eff

, (7.2)

where θ̇ and Meff are the quantities already introduced. As shown in [44], such an

effective field theory remains valid as long as

|θ̈| �Meff |θ̇|, (7.3)

which is a necessary condition ensuring that heavy-fields will not become excited

during a turn4. Furthermore, and consistent with the non-linear realization of the

Goldstone boson self-interactions, at small speeds of sounds c2
s � 1 the effective

3For alternative approaches on effective field theories deduced by integrating heavy fields, please

see refs. [18, 25,49,61,62,80–82,120].
4This condition is in fact equivalent to ask the familiar adiabaticity condition |ω̇+/ω

2
+| � 1,

where ω+ is the frequency of the high-energy modes implied by the heavy-fields [2].
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field theory contain sizable cubic self-interactions that inevitably lead to large non-

Gaussianity. For instance, at long wavelengths, one find that the EFT is of the

form (7.1), with A given by

A = −1

2
(1− c2

s). (7.4)

On the other hand, the interaction with a heavy-field may imply the appearance of

a new physics regime, a range of energy for which the Goldstone boson dispersion

relation becomes dominated by a quadratic dependence on the momentum ω ∼
p2 [2,30,73]. As such, if horizon crossing happened during this regime, the prediction

of observables are drastically affected by the new physics scale dependent operators.

This class of EFT’s remains weakly coupled all the way up to the cutoff scale at

which heavy-fields are allowed to be integrated out [30,73].

The previous set of findings has paved the way for a more refined understanding

of how low energy effective field theories of inflation relate to the ultraviolet parent

theories from which they decent. However, there is still much to be learned about the

way heavy-fields affect the low energy evolution of adiabatic curvature perturbations.

For instance, one may ask how would this picture change if not only one, but several

massive fields interacted with the Goldstone boson parametrizing inflation.5 The

purpose of this chapter is to extend the previous body of work by deducing and

analyzing the class of single field EFT’s obtained in those cases where the Goldstone

boson interacted with multiple heavy-fields, all of them representing fluctuations

orthogonal to the trajectory. We have two main reasons to pursue this goal: First,

we wish to know if the effects of heavy-fields on the low energy dynamics of curvature

perturbations increase as the number of heavy-fields increases. In second place, we

would like to understand in which way the new couplings, due to additional heavy-

fields, would affect the Goldstone boson self-interactions.

With these two previous motivations in mind, we extend the analysis of a Gold-

stone boson interacting with a single heavy-field to the case in which it interacts

with two heavy-fields. We compute the effective field theory obtained by integrating

out the two heavy-fields and analyze the conditions for this limit to remain a fair

description of the low energy dynamics of the system. We show that the existence

of a third heavy-field indeed may imply larger effects on the low energy dynamics,

and that its presence generally induces new self-interactions for the Goldstone bo-

son that are not accounted for in the simpler case of a single heavy-field. Similar

to the single-heavy-field case, these new couplings appear whenever the background

trajectory in multi-field target space becomes non-geodesic. We find that low en-

ergy observables, such as the power spectrum and bispectrum, are sensitive to these

5 Fundamental theories such as supergravity and string theory typically predict a large number

of scalar fields, most of them expected to remain stabilized (heavy) during inflation. However, since

in these theories scalar fields have a geometrical origin, it is still an open challenge to construct

models of inflation where all the fields (other than the inflaton) remain stabilized [38,56–59,76].
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couplings, and therefore future observations can be used to discern the number of

heavy-fields with which the Goldstone boson interacted during inflation. In partic-

ular, we deduce that at long wavelengths, the effective action describing this class

of models is of the form (7.1), with A generically constrained to be:

A 6 −1

2
(1− c2

s). (7.5)

This result implies that, under the assumption that during horizon crossing modes

are parametrized by (7.1), future observations might rule out the existence of inter-

actions between curvature perturbations and a large number of heavy fields.6

We have organized this chapter as follows: In Section 7.1 we present the basic

setup to be studied and introduce the notation that will be used throughout our

work to handle inflationary trajectories traversing a landscape of heavy-fields. In

Section 7.2, we analyze the specific case in which the fields orthogonal to the infla-

tionary trajectory are heavy enough that they can be integrated out. We analyze

the full multi-field dynamics of this regime and deduce the effective field theory

governing the low energy dynamics of the Goldstone boson fluctuations. Then, in

Section 7.3 we discuss our results by analyzing the observational consequences of

the resulting effective field theory for the Goldstone boson. Finally, in Section 7.4

we provide our concluding remarks.

7.1 Inflation in a heavy-field landscape

We commence by presenting the basic inflationary setup to be analyzed in the rest

of this work. We are interested in studying inflationary systems with three scalar

fields φa(t, x) (with a = 1, 2, 3) described by a generic action of the form

Stot =
M2

Pl

2

∫
d4x
√−gR + Sscalar, (7.1)

where MPl stands for the Planck mass, R is the Ricci scalar constructed out of the

metric gµν with a (−,+,+,+) signature, and Sscalar represents the action for the

scalar sector of the theory, given by

Sscalar = −1

2

∫
d4x
√−g [gµν∂µφ

a∂νφa + 2V (φ)] , (7.2)

where V (φ) is the scalar field potential. Given that we are interested in a general

model-independent analysis, we will not specify the dependance of the potential

6Another possibility is that modes crossed the horizon during the new physics regime, in which

the Goldstone boson is described in terms of a modified dispersion relation ω ∼ p2. In such case,

one is forced to parametrize the period of horizon crossing with a different EFT incorporating

operators with nontrivial scalings [30,73].
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V (φ) on the scalar fields φa. Instead, we shall only specify local properties of the

potential along the background trajectory, consistent with the existence of heavy-

fields interacting with the inflaton.

7.1.1 Background dynamics

We assume that the potential V is such that there exist homogeneous time-dependent

solutions of the system in which the universe inflates. This, in turn, means that there

exists a background scalar field trajectory in the 3-field target space, parametrized

by t, hereby denoted by φa0(t). Then, assuming a flat Friedmann-Robertson-Walker

background metric of the form ds2 = −dt2 + a2dx2, the background equations of

motion determining the trajectory φa0(t) for the scalar fields are given by

φ̈a0 + 3Hφ̇a0 + V a = 0, a = 1, 2, 3, (7.3)

where H ≡ ȧ/a is the usual Hubble expansion rate. These three equations need to

be supplemented with Friedmann’s equation which, in the present context, is found

to be given by

3H3 =
1

M2
Pl

(
1

2
φ̇2

0 + V

)
, (7.4)

where φ̇2
0 ≡ δabφ̇

a
0φ̇

a
0. Putting these two equations together, one deduces an addi-

tional equation relating the change of the expansion rate with the rapidity φ̇0 of the

scalar field along the trajectory:

Ḣ = − φ̇2
0

2M2
Pl

. (7.5)

To study the nontrivial aspects implied by a given path traversing the landscape,

it is convenient to define a triad of unit vectors moving along with the trajectory,

parametrized by t. We choose to work with a standard basis consisting of a tangent

vector T a, a normal vector Na and a binormal vector Ba, all of them defined as

T a = φ̇a0/φ̇0, (7.6)

Na ∝ Ṫ a, (7.7)

Ba ∝ (δab − T aTb)Ṅ b, (7.8)

with positive proportionality coefficients, such that vectors are normalised asNaNa =

BaBa = T aTa = 1 (we rise and lower indices with δab and δab respectively). These

vectors remain mutually orthogonal, and their time evolution may be parametrized

by two angular velocities θ̇ and ϕ̇, defined as:

Ṫ a = −θ̇Na, (7.9)

Ṅa = θ̇T a − ϕ̇Ba, (7.10)

Ḃa = ϕ̇Na. (7.11)
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It may be seen that θ̇ is the rate of change of T a along the direction −Na, whereas ϕ̇

is the rate of change of Ba along the direction +Na. In other words, θ̇ is the angular

velocity of the turning trajectory, whereas ϕ̇ parametrizes how this turn spirals

(see Figure 7.1). Having introduced this set of vectors [68, 70, 71], the background

�1

�2

�3

T a

Na
Ba

Figure 7.1: A schematic plot of the triad of vectors {T a, Na, Ba} defined with respect to the

background trajectory φa0(t).

equations of motion (7.3) may be rewritten by projecting them along the three

available directions. One obtains

φ̈0 + 3Hφ̇0 + VT = 0, (7.12)

θ̇ =
VN

φ̇0

, (7.13)

BaVa = 0, (7.14)

where we have defined the projections VT ≡ T aVa and VN ≡ NaVa. The first equa-

tion (7.12) is nothing but the usual equation of motion for a single-field background,

with the inflaton rolling down a potential of slope VT . Using (7.12) and (7.4) we

may now characterise the inflationary dynamics in terms of slow roll parameters as

usual. That is, by defining the following dimensionless slow roll parameters

ε = − Ḣ

H2
, η = − φ̈0

Hφ̇0

, ξ = −
...
φ 0

Hφ̈0

, (7.15)

one deduces from (7.4) and (7.12) the following relations among these quantities,

ε =
M2

Pl

2

(
VT
V

)2(
3− ε
3− η

)2

, (7.16)

3(ε+ η) = M2
Pl

VTT
V

(3− ε) + ξη, (7.17)
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where VTT ≡ T a∇aVT ≡ T a∇a(T
a∇aV ). Slow roll inflation will persist as long as

ε� 1, η � 1 and ξ � 1 hold. With (7.16) and (7.17) these slow-roll conditions are

seen to be equivalent to7

ε =
M2

Pl

2

(
VT
V

)2

, ε+ η = M2
Pl

VTT
V

, (7.18)

which further translates into restrictions on the shape of the potential along the

trajectory. At this point, it is very important to emphasise that these slow roll

conditions only imply restrictions on background quantities along the trajectory,

but tell us nothing about the turns of the trajectory. As discussed in full detail in

refs. [44] and [2], in the case of two-field models of inflation, it is perfectly possible to

have sudden turns with θ̇ � H without implying a violation of the aforementioned

slow-roll conditions. The same arguments can be used to state that, in the case of

three-field models of inflation, one can have θ̇ � H and ϕ̇ � H simultaneously,

without necessarily violating slow-roll whatsoever.

7.1.2 Perturbation dynamics

We now move on to consider perturbations about an arbitrary inflationary trajec-

tory. A convenient way of studying scalar fluctuations without specifying the in-

flationary model, is by introducing the Goldstone boson π as the fluctuation along

the direction of broken time translation symmetry [5]. In the present context, this

is precisely equivalent to define the Goldstone boson as the fluctuation along the

inflationary trajectory.8 In addition to the Goldstone boson, there are two other

scalar field fluctuations, hereby called F1 and F2, which denote fluctuations away

from the trajectory, along the two available directions Na and Ba. The definition

of these three scalar fluctuations may be summarized by writing the complete set of

scalar fields φa(t, x) in terms of the background fields φa0(t), and the vectors Na(t)

and Ba(t) as:

φa(t, x) ≡ φa0(t+ π) +Na(t+ π)F1 +Ba(t+ π)F2. (7.19)

Notice that π(t, x) appears through the replacement t→ t+π(t, x) in the argument

of background quantities. To deal with the gravitational sector, we may adopt the

Arnowitt-Deser-Misner (ADM) formalism [15] to parametrize space-time, requiring

that we write the metric as

ds2 = −N2dt2 + γij(N
idt+ dxi)(N jdt+ dxj), (7.20)

7Notice that with definition (7.15), the usual ηV -parameter defined in terms of the second

derivative of the potential is given by ηV = ε+ η.
8This is simply because the inflationary trajectory consists of a path parametrized by t.
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where N and N i are the lapse and shift functions (here playing the role of La-

grange multipliers) and γij is the induced metric describing the 3-D spatial foliations

parametrized by t. In terms of these quantities, the components of the metric gµν
and its inverse gµν are given by

g00 = −N2 + γijN
iN j, g0i = γijN

j, gij = γij,

g00 = − 1

N2
, g0i =

N i

N2
gij = γij − N iN j

N2
,

(7.21)

where γij is the inverse of γij. Moreover, we adopt the flat gauge, in which the

spatial metric γij takes the form:

γij = a2δij. (7.22)

To obtain the action for the perturbations, we may now introduce the parametriza-

tion (7.19) for φa(t, x) back into the action (7.1). The result is given by the following

full action, including background fields and fluctuations:

S =

∫
d4x

Na3

2

{
− 6M2

PlH
2

N2
+

4M2
PlH

N2
N i

,i +
M2

Pl

2N2

(
N i

,jN
j
,i + δijN

i,kN j
,k − 2N i

,iN
j
,j

)

+
1

N2

[
(φ̇0 + θ̇F1)2 + ϕ̇2(F2

1 + F2
2 )
] [(

1 + π̇ −N iπ,i
)2 − N2

a2
(∇π)2

]

+
2ϕ̇

N2

(
1 + π̇ −N iπ,i

) [
F2(Ḟ1 −N iF1,i)−F1(Ḟ2 −N iF2,i)

]

−2ϕ̇

a2
∇π [F2∇F1 −F1∇F2] +

1

N2

(
Ḟ1 −N iF1,i

)2

+
1

N2

(
Ḟ2 −N iF2,i

)2

−(∇F1)2

a2
− (∇F2)2

a2
− 2V (φa0 +NaF1 +BaF2)

}
. (7.23)

To deal with this action, we need to solve the constraint equations for N and N i.

To simplify this, we set ourselves to obtain the action for π, F1 and F2 only up to

cubic order in the fields. This implies that it is only necessary to solve the constraint

equations up to linear order in N − 1 and N i. Then, by writing N = 1 + δN and

N i = ∂iψ + vi, with ∂iv
i = 0, we find the solutions

vi = 0, (7.24)

δN = εHπ, (7.25)

∆

a2
ψ = −εH(π̇ − εHπ)− θ̇φ̇0

HM2
Pl

F1. (7.26)

Replacing these expressions back into (7.23) we obtain the full action for the fluctu-

ations up to cubic order. However, because we are interested in studying inflation in

the slow roll retime, where ε � 1, we are allowed to consider the decoupling limit,

86



where the gravitational effects implied by δN and N i on the evolution of the Gold-

stone boson become negligible. More specifically, in the regime where the Goldstone

boson fluctuations carry energies ω � Λdec ∼ εH one may drop the couplings com-

ing from the constraint solutions (7.25) and (7.26), which otherwise imply terms of

order ε. This step leads us to consider the following action valid at the decoupling

limit ω � Λdec

Sdec =
1

2

∫
d4xa3

{
(φ̇0 + θ̇F1)2

[
π̇2 − 1

a2
(∇π)2

]
+ 2θ̇

(
2φ̇0 + θ̇F1

)
F1π̇

+ϕ̇2(F2
1 + F2

2 )

[
2π̇ + π̇2 − 1

a2
(∇π)2

]
+ 2ϕ̇ (1 + π̇)

[
F2Ḟ1 −F1Ḟ2

]

−2ϕ̇

a2
∇π [F2∇F1 −F1∇F2] + Ḟ2

1 + Ḟ2
2 −

(∇F1)2

a2
− (∇F2)2

a2

−
∑

ij

MijFiFj −
∑

ij

CijkFiFjFk
}
, (7.27)

where the mass matrix M2
ij is found to have elements given by:

M2 =

(
VNN − θ̇2 − ϕ̇2 VNB

VNB VBB − ϕ̇2

)
. (7.28)

In this expression, VNB ≡ NaBbVab ≡ BaN bVab. In addition, the cubic term pro-

portional to Cijk appears from third derivatives of the potential V away from the

inflationary trajectory. It is worth noting that at quadratic order the Goldstone

boson only interacts with the isocurvature field F1, which is precisely due to the

parametrisation of the inflationary trajectory in terms of the triad (7.6)-(7.8). Be-

cause this triad is aligned with respect to the trajectory (and not with respect to the

mass matrix of the fields M2) in general we expect the existence of non-vanishing

off-diagonal terms M2
12 =M2

21 6= 0.

For completeness, we write down the equations of motion for the fluctuations

deduced by varying the action (7.27) with respect to the three fields, π, F1 and F2.

First, the equation of motion for the Goldstone boson π is found to be:

1

a3

d

dt

[
a3
(

(φ̇0 + θ̇F1)2 + ϕ̇2(F2
1 + F2

2 )
)
π̇
]
− 1

a2
∇
[(

(φ̇0 + θ̇F1)2 + ϕ̇2(F2
1 + F2

2 )
)
∇π
]

= − d

dt

[
θ̇
(

2φ̇0 + θ̇F1

)
F1 + ϕ̇2(F2

1 + F2
2 ) + ϕ̇

(
F2Ḟ1 −F1Ḟ2

)]

− ϕ̇
a2
∇ [F2∇F1 −F1∇F2] . (7.29)
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The equation of motion for the heavy-field F1 is found to be:

F̈1 + 3HF1 −
∇2

a2
F1 +M2

11F1 − (ϕ̇2 + θ̇2)

[
2π̇ + π̇2 − 1

a2
(∇π)2

]
F1

= θ̇φ̇0

[
2π̇ + π̇2 − 1

a2
(∇π)2

]
−M2

12F2 − 2ϕ̇(1 + π̇)Ḟ2

−3Hϕ̇F2 − ϕ̈(1 + π̇)F2 + 2
ϕ̇

a2
∇π∇F2 − ϕ̇

[
π̈ + 3Hπ̇ − 1

a2
∇2π

]
F2. (7.30)

And finally, the equation of motion for the heavy-field F2 is found to be:

F̈2 + 3HF2 −
∇2

a2
F2 +M2

22F2 − ϕ̇2

[
2π̇ + π̇2 − 1

a2
(∇π)2

]
F2 = −M2

21F1 + 2ϕ̇(1 + π̇)Ḟ1

+3Hϕ̇F1 + ϕ̈(1 + π̇)F1 − 2
ϕ̇

a2
∇π∇F1 + ϕ̇

[
π̈ + 3Hπ̇ − 1

a2
∇2π

]
F1. (7.31)

In agreement with the analysis of ref. [5], the previous equations are consistent with

the particular solution π =constant, and F1 = F2 = 0, which is reached shortly

after horizon crossing.

7.1.3 The linear regime

We now examine the evolution of fluctuations in the linear regime, paying special

attention to their dynamics on sub-horizon scales (i.e. when the the wavelength of

perturbations is shorter than the de Sitter radius H−1). Keeping linear terms in

eqs. (7.29)-(7.31), and expressing them in Fourier space, we obtain

π̈ + 3Hπ̇ − k2

a2
π = − 2

φ̇0

[
θ̇Ḟ1 + θ̈F1

]
, (7.32)

F̈1 + 3HF1 −
k2

a2
F1 +M2

11F1 = 2θ̇φ̇0π̇ −M2
12F2 − 2ϕ̇Ḟ2 − 3Hϕ̇F2 − ϕ̈F2,(7.33)

F̈2 + 3HF2 −
k2

a2
F2 +M2

22F2 = −M2
21F1 + 2ϕ̇Ḟ1 + 3Hϕ̇F1 + ϕ̈F1, (7.34)

where we have also dropped terms suppressed by the slow roll parameters, to stay

consistent with the decoupling limit. Recall that the triad {T a, Na, Ba} has been

chosen so that it remains aligned with the inflationary trajectory, as in eqs. (7.6)-

(7.8). As a consequence, at linear order the Goldstone boson π remains coupled

only to the isocurvature field F1, with the strength of the coupling determined by

the value of θ̇. On the other hand, the coupling between the isocurvature mode F1

and the binormal mode F2 is determined by the combinationM2
12± 2ϕ̇∂t (with the

sign depending on the field ∂t acts upon). The mass matrix (7.28) is fixed by the

choice of this basis, and any attempt to diagonalize it will change this interaction
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structure by coupling F2 with π. Thus, in general, we expect a non-vanishing value

of M2
12 even in the absence of spiraling turns (ϕ̇ = 0).

To learn more about the kinematical structure of the system, we disregard time

derivatives of θ̇ and ϕ̇ and focus our attention on sub-horizon modes, with p ≡
k/a� H. Then, the previous equations simplify to

π̈c + p2πc = −2θ̇Ḟ1, (7.35)

F̈1 + p2F1 +M2
11F1 = 2θ̇π̇c −M2

12F2 − 2ϕ̇Ḟ2, (7.36)

F̈2 + p2F2 +M2
22F2 = −M2

21F1 + 2ϕ̇Ḟ1, (7.37)

where πc = φ̇0π is the canonically normalised Goldstone boson. Notice that since

p ≡ k/a � H, one has |ṗ|/p2 � 1, implying that we may consider the adiabatic

approximation whereby p is treated as a constant. Then, by assuming the ansatz

π,F1,F2 ∝ e−iω, the previous eqs. (7.35)-(7.37) take the form

Ω




πc
F1

F2


 = 0. (7.38)

where the frequency matrix Ω is given by:

Ω ≡



−ω2 + p2 −2iθ̇ω 0

2iθ̇ω −ω2 + p2 +M2
11 M2

12 − 2iϕ̇ω

0 M2
21 + 2iϕ̇ω −ω2 + p2 +M2

22


 . (7.39)

To solve these equations, we must demand det Ω = 0, which determines the following

cubic algebraic equation for ω:

(p2−ω2)(M4
12+4ϕ̇2ω2)−(M2

22+p2−ω2)
(
p2M2

11 + p4 − (M2
11 + 2p2 + 4θ̇2)ω2 + ω4

)
= 0.

(7.40)

For p = 0 one of the solutions corresponds to the case ω = 0. This is consistent with

the fact that π = constant and F1 = F2 = 0 is a solution of the system, and implies

that there is a massless mode (to be identified as the Goldstone boson mode). Then,

expressing the three frequencies about p = 0, we find

ω2
light = c2

sp
2 +

(1− c2
s)

2

detM2c−2
s

[
M2

22 +
M4

12

M2
22

− 4c2
sϕ̇

2

1− c2
s

]
p4 +O(p6), (7.41)

ω2
I =

trM2 + 4(θ̇2 + ϕ̇2)

2
− 1

2

√[
trM2 + 4(θ̇2 + ϕ̇2)

]2

− 4 detM2 c−2
s , (7.42)

ω2
II =

trM2 + 4(θ̇2 + ϕ̇2)

2
+

1

2

√[
trM2 + 4(θ̇2 + ϕ̇2)

]2

− 4 detM2 c−2
s , (7.43)

where we have defined the speed of sound cs via the relation:

1

c2
s

= 1 +
4θ̇2M2

22

detM2
. (7.44)
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Notice that we have dropped the p-dependence of ωI and ωII for simplicity. In

addition, notice that ωI 6 ωII by definition. A direct check of these relations shows

that in the limit M2
12 = ϕ̇2 = 0 we recover the case in which only one massive field

interacts with the Goldstone boson [2]:

ω2
light = c2

sp
2 +

(
1− c2

s

)2 p4

M2
11c
−2
s

+O(p6) (7.45)

ω2
I = M2

11 + 4θ̇2 =M2
11c
−2
s (7.46)

ω2
II = M2

22, (7.47)

where we have assumedM2
11 +4θ̇2 <M2

22 for definiteness (otherwise we would have

obtained the inverted relations ω2
I =M2

22 and ω2
II =M2

11 + 4θ̇2).

In general, we see that the coupled system of equations (7.38) imply that the

fields π, F1 and F2 are linear combinations of modes with frequencies ωlight, ωI and

ωII in the following form

π = πlighte
−iωlightt + πIe

−iωIt + πIIe
−iωIIt, (7.48)

F1 = F 1-lighte
−iωlightt + F1Ie

−iωIt + F1IIe
−iωIIt, (7.49)

F2 = F 2-lighte
−iωlightt + F2Ie

−iωIt + F2IIe
−iωIIt. (7.50)

The amplitudes πlight, πI, πII, F 1-light, F1I, F1II, F 2-light, F2I and F2II are all func-

tions of p, and determined trivially by (7.38) except three normalization coefficients,

that may be fixed by quantizing the theory. In the particular case where the infla-

tionary trajectory is not subject to turns (i.e. θ̇ = ϕ̇ = 0), the matrix of eq. (7.38)

becomes diagonal, and only πlight, F1I, and F2II remain non-vanishing. In such a

case, assuming that M2
11 6M2

22, the frequencies reduce to

ω2
light = p2, ω2

I =M2
11, ω2

II =M2
22, (7.51)

and there is a one to one correspondence between frequencies and fields. However,

it is important to emphasize that in the presence of turns (i.e. θ̇ 6= 0 and ϕ̇ 6=
0) there will always be a mixing between fields and modes, implying non-trivial

consequences for the dynamics of the low energy Goldstone boson, as we shall verify

in the following section.

7.2 Effective field theory

In the previous section we analysed the dynamics of inflationary systems with three

scalar fields, which may be understood in terms of a Goldstone boson interacting

with two massive scalar fields. We now move on to consider the case in which

these two massive fields remain heavy, and therefore contribute with heavy degrees
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of freedom to the particle content of the theory. Such a regime exists only for

wavelengths such that the frequency of the light mode is found to be much smaller

than the frequencies of the two heavy degrees of freedom:

ω2
light � ω2

I 6 ω2
II. (7.1)

As long as this condition is satisfied, the creation of high-energy quanta of energies

ωI and ωII will remain kinematically precluded to processes involving low-energy

degrees of freedom characterized by ωlight. Thus ωI constitutes the cut-off energy

scale defining the validity of the effective field theory for low energy modes of fre-

quency ωlight. However, because ωI and ωII depend on time-dependent background

quantities, eq. (7.1) needs to be complemented with the additional adiabaticity con-

ditions [2]
|ω̇I|
ω2

I

� 1,
|ω̇II|
ω2

II

� 1, (7.2)

ensuring that high-frequency quanta will not be excited by strong sudden turns of

the background inflationary trajectory.

7.2.1 Preliminaries

In what follows we deduce the effective field theory describing the dynamics of the

low energy modes characterized by the frequency ωlight, subject to the hierarchy

(7.1). First, because there is a large number of parameters involved in the definition

of both ω2
I and ω2

II, we need to make some simplifying assumptions about their

values. To start with, we assume that both ω2
I and ω2

II are of the same order. By

inspecting eqs. (7.42) and (7.43) we see that this condition implies that the cutoff

scale is of order
[
trM2 + 4(θ̇2 + ϕ̇2)

]2

∼ 4 detM2 c−2
s . (7.3)

in order to avoid a hierarchy between ω2
I and ω2

II. In second place, we only consider

inflationary trajectories where ϕ̇ is at most of order θ̇. Putting together these two

assumptions, one finds that both M2
22 and M2

11 + 4θ̇2 are of the same order as the

cutoff scale Λ2
UV = ω2

I of the effective field theory:

M2
22 ∼M2

11 + 4θ̇2 ∼ Λ2
UV. (7.4)

It is important to realize that under the present assumptions, M2
11 and θ̇2 are

not necessarily of the same order, and a hierarchy among their values is perfectly

possible [44].

Next, we may anticipate the range of validity of the low energy EFT in terms

of the momentum carried by the fluctuations. For this, we see that the EFT will
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remain valid as long as ω2
light � Λ2

UV. Then, noticing from (7.45) and (7.4) that the

dispersion relation for the light mode is of the general form

ω2
light ∼ c2

sp
2 +

(1− c2
s)

2

Λ2
UV

p4 +O(p6/Λ4
UV), (7.5)

we see that, independently of the value of cs, the effective field theory is valid as

long as the wavelength

p2 � Λ2
UV. (7.6)

Finally, we argue that the term proportional to ϕ̇2 appearing in the light mode

dispersion relation (7.41), is always subleading when compared to any other term

in the expression. Indeed, from eq. (7.5) we see that the contribution quartic in p

dominates only if c2
s � 1, in which case the contribution due to ϕ̇2 will be suppressed

by a factor c2
s against the remaining termM2

22+M4
12/M2

22 (recall that we are taking

ϕ̇2 at most of order ∼ θ̇2). Thus, we are allowed to take

ω2
light = c2

sp
2 +

(1− c2
s)

2

detM2c−2
s

[
M2

22 +
M4

12

M2
22

]
p4 +O(p6/Λ4

UV), (7.7)

as the dispersion relation for the light mode, with terms of order O(p6) always

subleading [73].

7.2.2 Computation of the effective field theory

We are now ready to compute the desired effective field theory. We will do this

by expressing both heavy-fields, F1 and F2 in terms of the light Goldstone boson

π, with the help of the equations of motion (7.30) and (7.31). The following two

considerations will help in this task:

• We first notice that the absence of ϕ̇ in the dispersion relation (7.7) allows us

to drop any term containing ϕ̇ in (7.30) and (7.31), as long as it is linear in

the fields. However, we must keep ϕ̇ in those terms which are of higher order

in the fields.

• In addition, the modified dispersion relation (7.7) is consistent with ω2 �
p2 +M2

11 and ω2 � p2 +M2
22 for all values of p up to the cutoff scale ΛUV.

This means that we can drop the second time derivatives F̈1 and F̈2 in the

equations of motion (7.30) and (7.31) respectively.

To appreciate the relevance of these two points more clearly, we may analyze their

effects when applied to the linear equations of motion (7.38) valid at sub-horizon

scales. In this case, the matrix Ω is found to be:

Ω ≡



−ω2 + p2 −2iθ̇ω 0

2iθ̇ω p2 +M2
11 M2

12

0 M2
21 p2 +M2

22


 , (7.8)
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from where it is straightforward to deduce the following dispersion relation for the

light mode:

ω2
light = c2

sp
2 +

(1− c2
s)

detM2c−2
s

[
M2

22 +
M4

12

M2
22

]
p4 +O(p6). (7.9)

The only difference between this expression and that found in (7.7) is a missing

extra factor (1 − c2
s) in front of the quartic term of (7.9). This comes from having

neglected the second time derivatives of the heavy-fields (see ref. [73] for a detailed

explanation of this in the case of a single heavy-field). However, this difference is

marginal, as the quartic term is only relevant if the speed of sound is suppressed

(c2
s � 1).

Next, we write the equations of motion at most linear in the heavy-fields F1 and

F2, but to quadratic order in π (this will allow us to consistently deduce an EFT

action for π valid to cubic order in π):

[
−∇

2

a2
+M2

11 − 2π̇(ϕ̇2 + θ̇2)

]
F1 = θ̇φ̇0

[
2π̇ + π̇2 − 1

a2
(∇π)2

]
−M2

12F2,(7.10)

[
−∇

2

a2
+M2

22 − 2π̇ϕ̇2

]
F2 = −M2

21F1. (7.11)

Since we are neglecting second order time derivatives, these equations may be in-

terpreted as constraint equations for the Lagrange multipliers F1 and F2. As such,

they automatically provide the low energy evolution of the heavy-fields F1 and F2

as sourced by the Goldstone boson π. The solution to these equations are given by

F1 = Ω2
θ̇φ̇0

Ω1Ω2 −M4
21

[
2π̇ + π̇2 − 1

a2
(∇π)2

]
, (7.12)

F2 = −θ̇φ̇0
M2

21

Ω1Ω2 −M4
21

[
2π̇ + π̇2 − 1

a2
(∇π)2

]
, (7.13)

where the operators Ω1 and Ω2 are defined as:

Ω1 ≡
[
−∇

2

a2
+M2

11 − 2π̇(ϕ̇2 + θ̇2)

]
, (7.14)

Ω2 ≡
[
−∇

2

a2
+M2

22 − 2π̇ϕ̇2

]
. (7.15)

Replacing the solutions (7.12) and (7.13) back into the full action (7.27), and con-

sistently dropping those terms in the action the led to disregarded terms in the

equations of motion, we are led to the single-field Goldstone-boson action in the
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decoupling limit:

SEFT =
1

2

∫
d4xa3φ̇2

0

{[
π̇2 − 1

a2
(∇π)2

]
+ 4θ̇2π̇

M2
22 −∇2/a2

(M2
11 −∇2/a2)(M2

22 −∇2/a2)−M4
21

π̇

+8θ̇2ϕ̇2

[
π̇

M2
12

(M2
11 −∇2/a2)(M2

22 −∇2/a2)−M4
21

]2

π̇

+8θ̇2(θ̇2 + ϕ̇2)

[
π̇

(M2
22 −∇2/a2)

(M2
11 −∇2/a2)(M2

22 −∇2/a2)−M4
21

]2

π̇

+2θ̇2

[
π̇2 − 1

a2
(∇π)2

] M2
22 −∇2/a2

(M2
11 −∇2/a2)(M2

22 −∇2/a2)−M4
21

π̇

+2θ̇2π̇
M2

22 −∇2/a2

(M2
11 −∇2/a2)(M2

22 −∇2/a2)−M4
21

[
π̇2 − 1

a2
(∇π)2

]}
. (7.16)

This action may be further simplified by recalling that our formalism only allows us

to integrate heavy fields at wavelengths such that (7.6) is respected. This allows us

to write:

SEFT =
1

2

∫
d4xa3φ̇2

0

{[
π̇2 − 1

a2
(∇π)2

]
+ π̇

4θ̇2

detM2/M2
22 −∇2/a2

π̇

+
1

2

(
1 +

ϕ̇2

θ̇2

M4
22 +M4

12

M4
22

)[
π̇

4θ̇2

detM2/M2
22 −∇2/a2

]2

π̇

+
1

2

[
π̇2 − 1

a2
(∇π)2

]
4θ̇2

detM2/M2
22 −∇2/a2

π̇

+
1

2
π̇

4θ̇2

detM2/M2
22 −∇2/a2

[
π̇2 − 1

a2
(∇π)2

]}
. (7.17)

This action constitutes one of our main results. It summarises the effect of two

heavy-fields on the evolution of a single adiabatic mode, parametrized by the Gold-

stone boson mode π. The dispersion relation for the Goldstone boson mode may be

read from the quadratic part of the action, and is found to be given by:

ω2 =
(M2

11 + p2)M2
22 −M4

21

(M2
11 + p2)M2

22 −M4
21 + 4θ̇2M2

22

p2. (7.18)

Expanding this expression in powers of p2, we obtain back the dispersion relation

(7.9). It may be seen that at energies larger than

Λ2
new ∼ Λ2

UVcs, (7.19)

the dispersion relation changes from a linear dependence on the momentum ω ∝ p

to a quadratic dependence ω ∝ p2. This regime has been dubbed new physics

regime [28], and it signals the regime where the non-trivial contributions due to the

Laplacian ∇2 become important in (7.16).
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7.3 Discussion

We now wish to highlight and discuss some of the main characteristics emerging

from the effective field theory deduced in the previous section. First of all, the form

of action (7.17) coincides with that studied in ref. [73], where general arguments

about the effects of heavy fields on curvature perturbations where given. There, the

non trivial effects coming from heavy physics was parametrized by a single mass

scale M , representing the mass of a single heavy field modifying the kinematics

of the low energy Goldstone boson. Direct comparison between both approaches

allows us to identify M in terms of the entries of the mass matrix M2 as:

M2 = detM2/M2
22. (7.1)

In addition, motivated by the EFT parametrization of ref. [50], in ref. [73] the

Goldstone boson self couplings were parametrized with the help of a set of the

couplings M4
n, where n denoted the order of expansion of the EFT in terms of the

Newtonian potential g00 +1. In the present case, it is direct to read that the relation

between M4
3 and M4

2 is given by

M4
3

M4
2

= −3

4
(c−2
s − 1)

(
1 +

ϕ̇2

θ̇2

M4
22 +M4

12

M4
22

)
, (7.2)

where one sees that all the nontrivial effects due to the presence of the second field

are due to the ratio ϕ̇2/θ̇2.

There are two relevant limits of the deduced effective field theory, depending on

the value of Λ2
new = Λ2

UVcs relative to H2. If H2 � Λ2
new, the dispersion relation

takes the simple form ω = csp during horizon crossing, and the relevant EFT action

parametrizing this process becomes:

SEFT =
1

2

∫
d4xa3φ̇2

0

{[
1

c2
s

π̇2 − 1

a2
(∇π)2

]
+

(
1

c2
s

− 1

)
π̇

[
π̇2 − 1

a2
(∇π)2

]

+
1

2

(
1

c2
s

− 1

)2(
1 +

ϕ̇2

θ̇2

M4
22 +M4

12

M4
22

)
π̇3

}
. (7.3)

This form of the action may be compared with the one found in the original EFT

analysis of ref. [50]. In terms of the parametrization offered by eq. (7.1) one deduces

that:

A = −1

2
(1− c2

s)

(
1 +

ϕ̇2

θ̇2

M4
22 +M4

12

M4
22

)
. (7.4)

Thus we see that a second heavy-field enlarges the EFT parameter encountered in

the single field case. Crucially, this happens only in one direction, and we are able to

conclude that the generic effect implied by a second field is to allow the inequality:

A 6 −1

2
(1− c2

s). (7.5)
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This inequality may be tested, by means of the relations [114]:

f eq
NL =

1− c2
s

c2
s

(−0.276 + 0.0785A), (7.6)

f orth
NL =

1− c2
s

c2
s

(0.0157− 0.0163A), (7.7)

as long as large non-Gaussian signatures are observed.

Next, we may consider the limit in which horizon crossing happens during the

new physics regime. Here the dispersion relation is dominated by a quadratic term

(ω ∼ p2), and one is forced to consider the full action (7.17). This form of the action

was studied in detail in ref. [30, 73] where it was noticed that the nontrivial scale

dependence implied by the insertions 4θ̇2/(M2−∇2/a2) (with M2 = detM2/M2
22),

would modify drastically the computation of observables in terms of background

inflationary quantities. For instance, the quadratic part of the action (7.17) in the

new physics regime reads

S
(2)
EFT =

1

2

∫
d4xa3φ̇2

0

{[
π̇2 − 1

a2
(∇π)2

]
− π̇ 4θ̇2

∇2/a2
π̇

}
, (7.8)

from where one deduces that the power spectrum Pζ , and the tensor to scalar ratio

r, are given by:

Pζ '
5.4

100

H2

M2
Plε

√
θ̇

H
, r ' 3.8ε

√
H

θ̇
. (7.9)

A detailed characterization of the shape of non-Gaussianity in the new physics

regime is still missing, but it is possible to infer that the size of equilateral non-

Gaussianity is of order

fNL ∼
θ̇

H
, (7.10)

with its actual value determined by M4
3 given by (7.2).

7.4 Conclussions

We have deduced the effective field theory describing the evolution of curvature

perturbations during inflation, in the specific case where the Goldstone boson mode

interacted with two heavy fields. Our main result is summarized by eq. (7.17), which

provides the explicit effective field action for the Goldstone boson field π. Crucially,

the couplings induced by the presence of a second heavy-field are distinguishable

from those appearing in the single heavy-field case, implying that a detailed char-

acterization of non-Gaussianities will allow us constrain this class of scenarios. In
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particular, the presence of a second field implies the following general inequality

involving the parameters cs and A, appearing in the EFT of eq. (7.1)

A 6 −1

2
(1− c2

s), (7.1)

which is saturated in the single-field case. In terms of the angular velocities θ̇ and

ϕ̇ parametrizing the multi-field inflationary trajectory, such an inequality becomes

stronger as ϕ̇ becomes of the same order than θ̇ (which may be as large as the cutoff

scale ΛUV).

Our results represent a significant step towards a better understanding of the

collective effects that many heavy fields may have on the evolution of adiabatic

perturbations, and highlight the importance of using effective field theory techniques

to interpret future observations. In particular, our results show, in an eloquent

manner, how different values of cs and A correspond to different, and potentially

distinguishable, UV realizations of inflation. Several outstanding questions remain

to be answered: For instance, in the present analysis, we have assumed that the

parameter space is such that the two high frequencies ωI and ωII are of the same

order, simplifying the derivation of the desired effective field theory. Thus, it would

be desirable to study the system in other limits allowed by the parameters, such as

ω2
light � ω2

I � ω2
II, and/or ϕ̇2 � θ̇2. Also, given that one generically expects several

heavy fields to have interacted with curvature perturbations during inflation, it

would be important to know whether the inclusion of additional heavy fields would

modify inequality (7.1). Last but not least, it would be interesting to study the way

in which a second heavy field would generate features in the primordial spectra due

to possible sudden turns of the inflationary trajectory in the landscape.
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Conclussions

During this thesis, we have systematically studied the effects of heavy physics in in-

flationary theories. This fields are called ”heavy” because their masses are heavier

when compared to the scale of inflation H. Thus, it is expectable that their degrees

of freedom will not become excited at the energies when inflation happens. Never-

theless, it can be the case that this heavy fields produce deviations from the geodesic

trajectories followed by the inflaton. When this happens heavy modes mixes with

the low energy modes, in such a way that the high energy degrees of freedom do not

become excited. The influence of the heavy fields, thus can be encoded, in opera-

tors of an effective field theory for the curvature modes. By this mechanism, heavy

fields can produce a number of different predictions in the inflationary observables,

such as reduced speed of sound for the curvature perturbations and features in the

curvature power spectrum.

The use of EFT, allows a model independent way of studying this effects and

opens the possibility of constrain some models using recent observations. In this

work, we study in detail the regime of validity of the effective field theory for this

case. First we analyze the decoupling between high and low energy modes that

allows an effective theory description in the case when heavy fields are coupled to

the curvature modes. We show that this holds, when the heavy field is very massive

compared to the scale of inflation H. We also found an adiabaticity condition

for the case when the inflationary trajectory is curved due to the effects of heavy

physics. This condition tells that while the logarithmic derivative stays suppressed

with respect to the mass of the heavy fields, high energy degrees of freedom will

not become excited and the EFT will stay reliable. We also analyze the case when

additional heavy fields are considered . In those cases, EFT can also be constructed,

by the extension of the previous conditions, but since new parameters arise, newer

features can be used to distinguish between the existence of one or several fields.

The results of Planck, although highly in agreement with models of single field

inflation, opens many more question for the inflationary paradigm. Because a de-

tailed study of its microphysics is still unknown, studying possible variations of the

single field case, allows for a better understanding of the entire paradigm. Further-

more, a reconstructions of the power spectrum using CMB data still shows features
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that has to be explained. Also, there is the possibility that observations can con-

strain the shape of the features and their origin, thus restricting the possibility of

the mechanism presents, in this type of models.

99



100



Bibliography

[1] Paul A. Abell et al. LSST Science Book, Version 2.0. 2009.

[2] Ana Achucarro, Vicente Atal, Sebastian Cespedes, Jinn-Ouk Gong, Gon-

zalo A. Palma, et al. Heavy fields, reduced speeds of sound and decoupling

during inflation. Phys.Rev., D86:121301, 2012.

[3] Ana Achucarro, Jinn-Ouk Gong, Sjoerd Hardeman, Gonzalo A. Palma, and

Subodh P. Patil. Features of heavy physics in the CMB power spectrum.

JCAP, 1101:030, 2011.

[4] Ana Achucarro, Jinn-Ouk Gong, Sjoerd Hardeman, Gonzalo A. Palma, and

Subodh P. Patil. Mass hierarchies and non-decoupling in multi-scalar field

dynamics. Phys.Rev., D84:043502, 2011.

[5] Ana Achucarro, Jinn-Ouk Gong, Sjoerd Hardeman, Gonzalo A. Palma, and

Subodh P. Patil. Effective theories of single field inflation when heavy fields

matter. JHEP, 1205:066, 2012.

[6] Ana Achucarro, Jinn-Ouk Gong, Gonzalo A. Palma, and Subodh P. Patil.

Correlating features in the primordial spectra. 2012.

[7] Jennifer A. Adams, Bevan Cresswell, and Richard Easther. Inflationary per-

turbations from a potential with a step. Phys.Rev., D64:123514, 2001.

[8] P.A.R. Ade et al. Planck 2013 results. I. Overview of products and scientific

results. 2013.

[9] P.A.R. Ade et al. Planck 2013 results. XVI. Cosmological parameters. 2013.

[10] P.A.R. Ade et al. Planck 2013 results. XXII. Constraints on inflation. 2013.

[11] Moumita Aich, Dhiraj Kumar Hazra, L. Sriramkumar, and Tarun Souradeep.

Oscillations in the inflaton potential: Complete numerical treatment and

comparison with the recent and forthcoming CMB datasets. Phys.Rev.,

D87:083526, 2013.

[12] Andreas Albrecht and Paul J. Steinhardt. Cosmology for Grand Unified The-

ories with Radiatively Induced Symmetry Breaking. Phys.Rev.Lett., 48:1220–

1223, 1982.

[13] Mohsen Alishahiha, Eva Silverstein, and David Tong. DBI in the sky.

Phys.Rev., D70:123505, 2004.

101



[14] Luca Amendola et al. Cosmology and fundamental physics with the Euclid

satellite. 2012.

[15] Richard L. Arnowitt, Stanley Deser, and Charles W. Misner. The Dynamics

of general relativity. Gen.Rel.Grav., 40:1997–2027, 2008.

[16] Amjad Ashoorioon and Axel Krause. Power Spectrum and Signatures for

Cascade Inflation. 2006.

[17] Amjad Ashoorioon, Axel Krause, and Krzysztof Turzynski. Energy Transfer

in Multi Field Inflation and Cosmological Perturbations. JCAP, 0902:014,

2009.

[18] Anastasios Avgoustidis, Sera Cremonini, Anne-Christine Davis, Raquel H.

Ribeiro, Krzysztof Turzynski, et al. Decoupling Survives Inflation: A Critical

Look at Effective Field Theory Violations During Inflation. JCAP, 1206:025,

2012.

[19] Anastasios Avgoustidis, Sera Cremonini, Anne-Christine Davis, Raquel H.

Ribeiro, Krzysztof Turzynski, et al. The Importance of Slow-roll Corrections

During Multi-field Inflation. JCAP, 1202:038, 2012.

[20] James M. Bardeen. Gauge Invariant Cosmological Perturbations. Phys.Rev.,

D22:1882–1905, 1980.

[21] Neil Barnaby. On Features and Nongaussianity from Inflationary Particle

Production. Phys.Rev., D82:106009, 2010.

[22] N. Bartolo, E. Komatsu, Sabino Matarrese, and A. Riotto. Non-Gaussianity

from inflation: Theory and observations. Phys.Rept., 402:103–266, 2004.

[23] N. Bartolo, S. Matarrese, and A. Riotto. Nongaussianity from inflation.

Phys.Rev., D65:103505, 2002.

[24] Bruce A. Bassett, Shinji Tsujikawa, and David Wands. Inflation dynamics

and reheating. Rev.Mod.Phys., 78:537–589, 2006.

[25] Diana Battefeld, Thorsten Battefeld, and Sebastian Schulz. On the Unlikeli-

ness of Multi-Field Inflation: Bounded Random Potentials and our Vacuum.

JCAP, 1206:034, 2012.

[26] Thorsten Battefeld, Jens C. Niemeyer, and Dimitar Vlaykov. Probing Two-

Field Open Inflation by Resonant Signals in Correlation Functions. JCAP,

1305:006, 2013.

[27] Daniel Baumann. TASI Lectures on Inflation. 2009.

[28] Daniel Baumann and Daniel Green. Equilateral Non-Gaussianity and New

Physics on the Horizon. JCAP, 1109:014, 2011.

[29] Daniel Baumann and Daniel Green. A Field Range Bound for General Single-

Field Inflation. JCAP, 1205:017, 2012.

[30] Daniel Baumann and Daniel Green. Signatures of Supersymmetry from the

102



Early Universe. Phys.Rev., D85:103520, 2012.

[31] Daniel Baumann and Daniel Green. Supergravity for Effective Theories.

JHEP, 1203:001, 2012.

[32] Daniel Baumann and Liam McAllister. Advances in Inflation in String Theory.

Ann.Rev.Nucl.Part.Sci., 59:67–94, 2009.

[33] Daniel Baumann, Leonardo Senatore, and Matias Zaldarriaga. Scale-

Invariance and the Strong Coupling Problem. JCAP, 1105:004, 2011.

[34] Siavosh R. Behbahani and Daniel Green. Collective Symmetry Breaking and

Resonant Non-Gaussianity. JCAP, 1211:056, 2012.

[35] Ido Ben-Dayan, Ram Brustein, and Senarath P. de Alwis. Models of Modular

Inflation and Their Phenomenological Consequences. JCAP, 0807:011, 2008.

[36] C.L. Bennett et al. Nine-Year Wilkinson Microwave Anisotropy Probe

(WMAP) Observations: Final Maps and Results. 2012.

[37] Francis Bernardeau and Jean-Philippe Uzan. NonGaussianity in multifield

inflation. Phys.Rev., D66:103506, 2002.

[38] Andrea Borghese, Diederik Roest, and Ivonne Zavala. A Geometric bound on

F-term inflation. JHEP, 1209:021, 2012.

[39] S.L. Bridle, A.M. Lewis, J. Weller, and G. Efstathiou. Reconstructing the

primordial power spectrum. Mon.Not.Roy.Astron.Soc., 342:L72, 2003.

[40] Leonardo Brizi, Marta Gomez-Reino, and Claudio A. Scrucca. Globally and

locally supersymmetric effective theories for light fields. Nucl.Phys., B820:193–

212, 2009.

[41] C.P. Burgess, James M. Cline, and R. Holman. Effective field theories and

inflation. JCAP, 0310:004, 2003.

[42] C.P. Burgess, James M. Cline, F. Lemieux, and R. Holman. Are inflationary

predictions sensitive to very high-energy physics? JHEP, 0302:048, 2003.

[43] Sean M. Carroll. Spacetime and geometry: An introduction to general relativ-

ity. 2004.

[44] Sebastian Cespedes, Vicente Atal, and Gonzalo A. Palma. On the importance

of heavy fields during inflation. JCAP, 1205:008, 2012.

[45] Xingang Chen. Primordial Features as Evidence for Inflation. JCAP, 1201:038,

2012.

[46] Xingang Chen, Min-xin Huang, Shamit Kachru, and Gary Shiu. Observa-

tional signatures and non-Gaussianities of general single field inflation. JCAP,

0701:002, 2007.

[47] Xingang Chen and Yi Wang. Large non-Gaussianities with Intermediate

Shapes from Quasi-Single Field Inflation. Phys.Rev., D81:063511, 2010.

[48] Xingang Chen and Yi Wang. Quasi-Single Field Inflation and Non-

103



Gaussianities. JCAP, 1004:027, 2010.

[49] Xingang Chen and Yi Wang. Quasi-Single Field Inflation with Large Mass.

JCAP, 1209:021, 2012.

[50] Clifford Cheung, Paolo Creminelli, A. Liam Fitzpatrick, Jared Kaplan, and

Leonardo Senatore. The Effective Field Theory of Inflation. JHEP, 0803:014,

2008.

[51] Clifford Cheung, A. Liam Fitzpatrick, Jared Kaplan, and Leonardo Senatore.

On the consistency relation of the 3-point function in single field inflation.

JCAP, 0802:021, 2008.

[52] Jens Chluba, Adrienne L. Erickcek, and Ido Ben-Dayan. Probing the infla-

ton: Small-scale power spectrum constraints from measurements of the CMB

energy spectrum. Astrophys.J., 758:76, 2012.

[53] Ki-Young Choi, Jinn-Ouk Gong, and Donghui Jeong. Evolution of the cur-

vature perturbation during and after multi-field inflation. JCAP, 0902:032,

2009.

[54] Daniel J.H. Chung, Edward W. Kolb, Antonio Riotto, and Igor I. Tkachev.

Probing Planckian physics: Resonant production of particles during inflation

and features in the primordial power spectrum. Phys.Rev., D62:043508, 2000.

[55] Joseph P. Conlon and Fernando Quevedo. Kahler moduli inflation. JHEP,

0601:146, 2006.

[56] Edmund J. Copeland, Andrew R. Liddle, David H. Lyth, Ewan D. Stewart,

and David Wands. False vacuum inflation with Einstein gravity. Phys.Rev.,

D49:6410–6433, 1994.

[57] Laura Covi, Marta Gomez-Reino, Christian Gross, Jan Louis, Gonzalo A.

Palma, et al. Constraints on modular inflation in supergravity and string

theory. JHEP, 0808:055, 2008.

[58] Laura Covi, Marta Gomez-Reino, Christian Gross, Jan Louis, Gonzalo A.

Palma, et al. de Sitter vacua in no-scale supergravities and Calabi-Yau string

models. JHEP, 0806:057, 2008.

[59] Laura Covi, Marta Gomez-Reino, Christian Gross, Gonzalo A. Palma, and

Claudio A. Scrucca. Constructing de Sitter vacua in no-scale string models

without uplifting. JHEP, 0903:146, 2009.

[60] Paolo Creminelli, Guido D’Amico, Marcello Musso, Jorge Norena, and Enrico

Trincherini. Galilean symmetry in the effective theory of inflation: new shapes

of non-Gaussianity. JCAP, 1102:006, 2011.

[61] Sera Cremonini, Zygmunt Lalak, and Krzysztof Turzynski. On Non-Canonical

Kinetic Terms and the Tilt of the Power Spectrum. Phys.Rev., D82:047301,

2010.

[62] Sera Cremonini, Zygmunt Lalak, and Krzysztof Turzynski. Strongly Coupled

104



Perturbations in Two-Field Inflationary Models. JCAP, 1103:016, 2011.

[63] Fabrizio Di Marco, Fabio Finelli, and Robert Brandenberger. Adiabatic

and isocurvature perturbations for multifield generalized Einstein models.

Phys.Rev., D67:063512, 2003.

[64] Diego Gallego. On the Effective Description of Large Volume Compactifica-

tions. JHEP, 1106:087, 2011.

[65] Diego Gallego and Marco Serone. An Effective Description of the Landscape.

I. JHEP, 0901:056, 2009.

[66] Xian Gao, David Langlois, and Shuntaro Mizuno. Influence of heavy modes

on perturbations in multiple field inflation. JCAP, 1210:040, 2012.

[67] Jinn-Ouk Gong. Breaking scale invariance from a singular inflaton potential.

JCAP, 0507:015, 2005.

[68] Christopher Gordon, David Wands, Bruce A. Bassett, and Roy Maartens.

Adiabatic and entropy perturbations from inflation. Phys.Rev., D63:023506,

2001.

[69] Thomas W. Grimm. Axion inflation in type II string theory. Phys.Rev.,

D77:126007, 2008.

[70] S. Groot Nibbelink and B.J.W. van Tent. Density perturbations arising from

multiple field slow roll inflation. 2000.

[71] S. Groot Nibbelink and B.J.W. van Tent. Scalar perturbations during multiple

field slow-roll inflation. Class.Quant.Grav., 19:613–640, 2002.

[72] Alan H. Guth. The Inflationary Universe: A Possible Solution to the Horizon

and Flatness Problems. Phys.Rev., D23:347–356, 1981.

[73] Rhiannon Gwyn, Gonzalo A. Palma, Mairi Sakellariadou, and Spyros Sypsas.

Effective field theory of weakly coupled inflationary models. JCAP, 1304:004,

2013.

[74] Jan Hamann, Laura Covi, Alessandro Melchiorri, and Anze Slosar. New Con-

straints on Oscillations in the Primordial Spectrum of Inflationary Perturba-

tions. Phys.Rev., D76:023503, 2007.

[75] Jan Hamann, Arman Shafieloo, and Tarun Souradeep. Features in the pri-

mordial power spectrum? A frequentist analysis. JCAP, 1004:010, 2010.

[76] Sjoerd Hardeman, Johannes M. Oberreuter, Gonzalo A. Palma, Koenraad

Schalm, and Ted van der Aalst. The everpresent eta-problem: knowledge of

all hidden sectors required. JHEP, 1104:009, 2011.

[77] Renee Hlozek, Joanna Dunkley, Graeme Addison, John William Appel,

J. Richard Bond, et al. The Atacama Cosmology Telescope: a measurement

of the primordial power spectrum. Astrophys.J., 749:90, 2012.

[78] Paul Hunt and Subir Sarkar. Multiple inflation and the WMAP glitches. 2.

105



Data analysis and cosmological parameter extraction. Phys.Rev., D76:123504,

2007.

[79] Kiyotomo Ichiki, Ryo Nagata, and Jun’ichi Yokoyama. Cosmic Discordance:

Detection of a modulation in the primordial fluctuation spectrum. Phys.Rev.,

D81:083010, 2010.

[80] Mark G. Jackson. Integrating out Heavy Fields in Inflation. 2012.

[81] Mark G. Jackson and Koenraad Schalm. Model-Independent Signatures of

New Physics in Slow-Roll Inflation. 2011.

[82] Mark G. Jackson and Koenraad Schalm. Model Independent Signatures of

New Physics in the Inflationary Power Spectrum. Phys.Rev.Lett., 108:111301,

2012.

[83] Mark G. Jackson, Ben Wandelt, and Franois Bouchet. Angular Correlation

Functions for Models with Logarithmic Oscillations. 2013.

[84] William H. Kinney. TASI Lectures on Inflation. 2009.

[85] E. Komatsu et al. Seven-Year Wilkinson Microwave Anisotropy Probe

(WMAP) Observations: Cosmological Interpretation. Astrophys.J.Suppl.,

192:18, 2011.

[86] Kohei Kumazaki, Shuichiro Yokoyama, and Naoshi Sugiyama. Fine Features

in the Primordial Power Spectrum. JCAP, 1112:008, 2011.

[87] Z. Lalak, D. Langlois, S. Pokorski, and K. Turzynski. Curvature and isocur-

vature perturbations in two-field inflation. JCAP, 0707:014, 2007.

[88] Andrei D. Linde. A New Inflationary Universe Scenario: A Possible Solution

of the Horizon, Flatness, Homogeneity, Isotropy and Primordial Monopole

Problems. Phys.Lett., B108:389–393, 1982.

[89] Andrei D. Linde. Generation of Isothermal Density Perturbations in the In-

flationary Universe. Phys.Lett., B158:375–380, 1985.

[90] Andrei D. Linde and Viatcheslav F. Mukhanov. Nongaussian isocurvature

perturbations from inflation. Phys.Rev., D56:535–539, 1997.

[91] Andrei D. Linde and Alexander Westphal. Accidental Inflation in String The-

ory. JCAP, 0803:005, 2008.

[92] Diana Lopez Nacir, Rafael A. Porto, Leonardo Senatore, and Matias Zaldar-

riaga. Dissipative effects in the Effective Field Theory of Inflation. JHEP,

1201:075, 2012.

[93] David H. Lyth and Antonio Riotto. Particle physics models of inflation and

the cosmological density perturbation. Phys.Rept., 314:1–146, 1999.

[94] David H. Lyth, Carlo Ungarelli, and David Wands. The Primordial density

perturbation in the curvaton scenario. Phys.Rev., D67:023503, 2003.

[95] Juan Martin Maldacena. Non-Gaussian features of primordial fluctuations in

106



single field inflationary models. JHEP, 0305:013, 2003.

[96] Jerome Martin and Christophe Ringeval. Exploring the superimposed oscilla-

tions parameter space. JCAP, 0501:007, 2005.

[97] Liam McAllister. An Inflaton mass problem in string inflation from threshold

corrections to volume stabilization. JCAP, 0602:010, 2006.

[98] Matthew McQuinn, Oliver Zahn, Matias Zaldarriaga, Lars Hernquist, and

Steven R. Furlanetto. Cosmological parameter estimation using 21 cm radia-

tion from the epoch of reionization. Astrophys.J., 653:815–830, 2006.

[99] P. Daniel Meerburg, Ralph Wijers, and Jan Pieter van der Schaar. WMAP 7

Constraints on Oscillations in the Primordial Power Spectrum. 2011.

[100] Viatcheslav F. Mukhanov. Quantum Theory of Gauge Invariant Cosmological

Perturbations. Sov.Phys.JETP, 67:1297–1302, 1988.

[101] Viatcheslav F. Mukhanov and G.V. Chibisov. Quantum Fluctuation and Non-

singular Universe. (In Russian). JETP Lett., 33:532–535, 1981.

[102] Pia Mukherjee and Yun Wang. Primordial power spectrum reconstruction.

JCAP, 0512:007, 2005.

[103] Toshifumi Noumi, Masahide Yamaguchi, and Daisuke Yokoyama. Effective

field theory approach to quasi-single field inflation. JHEP, 1306:051, 2013.

[104] Minjoon Park and Lorenzo Sorbo. Sudden variations in the speed of sound

during inflation: features in the power spectrum and bispectrum. Phys.Rev.,

D85:083520, 2012.

[105] Hiranya V. Peiris and Licia Verde. The Shape of the Primordial Power Spec-

trum: A Last Stand Before Planck. Phys.Rev., D81:021302, 2010.

[106] Courtney M. Peterson and Max Tegmark. Testing Multi-Field Inflation: A

Geometric Approach. 2011.

[107] Shi Pi and Misao Sasaki. Curvature Perturbation Spectrum in Two-field In-

flation with a Turning Trajectory. JCAP, 1210:051, 2012.

[108] David Polarski and Alexei A. Starobinsky. Spectra of perturbations produced

by double inflation with an intermediate matter dominated stage. Nucl.Phys.,

B385:623–650, 1992.

[109] David Polarski and Alexei A. Starobinsky. Isocurvature perturbations in mul-

tiple inflationary models. Phys.Rev., D50:6123–6129, 1994.

[110] Antonio Enea Romano and Misao Sasaki. Effects of particle production during

inflation. Phys.Rev., D78:103522, 2008.

[111] S.G. Rubin. Effect of massive fields on inflation. JETP Lett., 74:247–250,

2001.

[112] Ryo Saito, Masahiro Nakashima, Yu-ichi Takamizu, and Jun’ichi Yokoyama.

Resonant Signatures of Heavy Scalar Fields in the Cosmic Microwave Back-

107



ground. JCAP, 1211:036, 2012.

[113] Misao Sasaki. Large Scale Quantum Fluctuations in the Inflationary Universe.

Prog.Theor.Phys., 76:1036, 1986.

[114] Leonardo Senatore, Kendrick M. Smith, and Matias Zaldarriaga. Non-

Gaussianities in Single Field Inflation and their Optimal Limits from the

WMAP 5-year Data. JCAP, 1001:028, 2010.

[115] Leonardo Senatore and Matias Zaldarriaga. On Loops in Inflation. JHEP,

1012:008, 2010.

[116] Leonardo Senatore and Matias Zaldarriaga. A Naturally Large Four-Point

Function in Single Field Inflation. JCAP, 1101:003, 2011.

[117] Leonardo Senatore and Matias Zaldarriaga. A Note on the Consistency Con-

dition of Primordial Fluctuations. JCAP, 1208:001, 2012.

[118] Leonardo Senatore and Matias Zaldarriaga. The Effective Field Theory of

Multifield Inflation. JHEP, 1204:024, 2012.

[119] Arman Shafieloo, Tarun Souradeep, P. Manimaran, Prasanta K. Panigrahi,

and Raghavan Rangarajan. Features in the Primordial Spectrum from

WMAP: A Wavelet Analysis. Phys.Rev., D75:123502, 2007.

[120] Gary Shiu and Jiajun Xu. Effective Field Theory and Decoupling in Multi-

field Inflation: An Illustrative Case Study. Phys.Rev., D84:103509, 2011.

[121] Eva Silverstein and David Tong. Scalar speed limits and cosmology: Acceler-

ation from D-cceleration. Phys.Rev., D70:103505, 2004.

[122] Eva Silverstein and Alexander Westphal. Monodromy in the CMB: Gravity

Waves and String Inflation. Phys.Rev., D78:106003, 2008.

[123] Alexei A. Starobinsky. Multicomponent de Sitter (Inflationary) Stages and

the Generation of Perturbations. JETP Lett., 42:152–155, 1985.

[124] Alexei A. Starobinsky. Spectrum of adiabatic perturbations in the universe

when there are singularities in the inflation potential. JETP Lett., 55:489–494,

1992.

[125] Ewan D. Stewart. Inflation, supergravity and superstrings. Phys.Rev.,

D51:6847–6853, 1995.

[126] Domenico Tocchini-Valentini, Marian Douspis, and Joseph Silk. Are there fea-

tures in the primordial power spectrum? Mon.Not.Roy.Astron.Soc., 359:31–

35, 2005.

[127] Andrew J. Tolley and Mark Wyman. The Gelaton Scenario: Equilateral non-

Gaussianity from multi-field dynamics. Phys.Rev., D81:043502, 2010.

[128] S.-H. Henry Tye and Jiajun Xu. A Meandering Inflaton. Phys.Lett., B683:326–

330, 2010.

[129] S.-H. Henry Tye, Jiajun Xu, and Yang Zhang. Multi-field Inflation with a

108



Random Potential. JCAP, 0904:018, 2009.

[130] Steven Weinberg. Effective Field Theory for Inflation. Phys.Rev., D77:123541,

2008.

[131] Masahide Yamaguchi and Jun’ichi Yokoyama. Density fluctuations in one-field

inflation. Phys.Rev., D74:043523, 2006.

109



Appendix A

Cosmological Peturbation Theory

In this appendix we summarize the main results of cosmological perturbation theory.

A.1 Perturbed Universe

We consider perturbations to the homegeneous spacetime given by the FRW metric:

ds2 = −dt2 − a2dx2, (A.1)

and the stress-energy of the universe:

T µν =




ρ(t)

−p(t)
−p(t)

−p(t)


 . (A.2)

A.1.1 Metric perturbations

At first order, the most generall perturbationas to (A.1) is given by

ds2 = −(1 + 2Φ)dt2 + 2a(t)B,idx
idt+ a2(t)[(1− 2Ψ)δij + 2Eij]dx

idxj, (A.3)

where Φ is a 3-scalar called lapse, Bi is a 3-vector called the shift, Ψ a a 3-scalar

called the spatial curvature perturbation, and Eij is a spatial shear 3-tensor which

is symmetric and traceless, Ei
i = 0. 3-surfaces of constant time t are called slices

and curves of constant spatial coordinates xi but variying time t are called threads.

A.1.2 Matter perturbation

In general stress-energy tensors may be described by a density ρ, a pressure p,

a 4-velocity uµ of the frame in which the 3-momentum density vanishes, and an

anisotropic stress Σµν .
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Density and pressure perturbationas are defined as:

δρ(t, xi) ≡ ρ(t, xi)− ρ̄(t),

δp(t, xi) ≡ p(t, xi)− p̄(t). (A.4)

Where we denote unperturberd quantitiaes by a overber. The 4-velocity has only

three independent components since it has to satisfy the constraint gµνu
µuν=-1. In

the perturbed metric (A.3) the perturbed 4-velocity is:

uµ ≡ (−1− Φ, vi) or (A.5)

uµ ≡ (1− Φ, vi +Bi). (A.6)

Anisotropic stress vanishes in the unperturbed FRW universe, so Σµν is a first

order perturbation. Furthermore, Σµν is constrained by

Σµνuν = Σµ
µ = 0. (A.7)

The orthogonality with uµ implies Σ00 = Σ0j = 0, i.e. only the spatial components

Σij are non-zero. The trace condition then implies Σi
i = 0. Anisotropic stress is

therefore a traceless symmetric 3-tensor.

Finally, with these definitions the perturbed stress-tensor is

T 0
0 = −(ρ̄+ δρ), (A.8)

T 0
i = (ρ̄+ p̄)vi, (A.9)

T i0 = −(ρ̄+ p̄)(vi +Bi), (A.10)

T ij = δij(p̄+ δp) + Σi
j. (A.11)

If there are several contributions to the stress-energy tensor, they are added: Tµν =∑
I T

I
µν . This implies

δρ =
∑

i

δρI , (A.12)

δp =
∑

i

δpI , (A.13)

(p̄+ ρ̄)vi =
∑

i

(p̄I + ρ̄I)v
i
I , (A.14)

Σij =
∑

I

Σij
I . (A.15)

As velocities do not simply add, for convenience we define the 3-momentum density

as

δqi ≡ (p̄+ ρ̄)vi, (A.16)

such that

δqi =
∑

I

δqiI . (A.17)
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A.2 Scalars, vectors and tensors

A.2.1 Real Space SVT-decomposition

By Hemholtz theorem we can decompose the perturbation in scalar, vector an ten-

sors. A 3-scalar is obviously a helicity scalar

α = αS. (A.18)

Consider a 3-vector βi. We argue that it can be decomposed as

βi = βSi + βVi , (A.19)

where

βSi = ∇i
ˆbeta, ∇iβVi = 0, (A.20)

where we have defined β ≡ kiβi.

Similarly, a traceless, symmetric 3-tensor can be written as

γij = γSij + γVij + γTij, (A.21)

where

γSij =

(
∇i∇j −

1

3
δij∇2

)
γ̂ (A.22)

γVij =
1

2
(∇iγ̂j +∇j γ̂i), ∇iγ̂i = 0 (A.23)

∇iγ
T
ij = 0. (A.24)

A.3 Scalars

A.3.1 Metric Perturbations

For scalar metric perturbations Φ, B, i, Ψδij and E,ij may be constructed from

3-scalars, their derivatives and the background spatial metric, i.e.

ds2 = −(1 + 2Φ)dt2 + 2a(t)B,idx
idt+ a2(t)[(1− 2Ψ)δij + 2E,ij]dx

idxj, (A.25)

where we wrote the ∇2Eδij part of the helicity scalar ES
ij in Ψδij.

The intrinsic Ricci scalar curvature of constant time hypersurfaces is

R(3) =
4

a2
∇2Ψ. (A.26)

This explains why Ψ is often referred to as the curvature perturbations.
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There are two scalar gauge transformations

t −→ t+ α, (A.27)

xi −→ xi + δijβ, j. (A.28)

Under these coordinate transformations the scalar metric perturbations transform

as,

Φ → Φ− α̇ (A.29)

B → B − a−1α− aβ̇ (A.30)

E → E − β (A.31)

Ψ → Ψ +Hα. (A.32)

Note that the combination Ė − B/a is independent of the spatial gauge and

only depends on the the temporal gauge. It is called the scalar potential for the

anisotropic shear of world lines orthogonal to constant time hypersurfaces. To ex-

tract physical results it is useful to define gauge-invariant combinatiosn of the scalar

metric perturbations. Two important gauge-invarian quantities are [20]:

ΦB ≡ Φ− d

dt
[a2(Ė −B/a)] (A.33)

ΨB ≡ Ψ + a2H(Ė −B/a). (A.34)

A.3.2 Matter Perturbations

Matter perturbations are also gauge-dependents, e.g. density and pressure pertur-

bations transform as follows under temporal gauge transformations

δρ −→ δρ− ˙̄ρα, (A.35)

δp −→ δp− ˙̄pα. (A.36)

Adiabatic pressure perturbations are defined as

δpad ≡
p̄

ρ̄
δρ. (A.37)

The non-adiabatic, or entropic, part of the pressure perturbations is then gauge

invariant,

δpen ≡ δp− p̄

ρ̄
δρ. (A.38)

The scalar part of the 3-momentum density δq transform as

δq ↔ δq + (ρ̄+ p̄)α. (A.39)
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We may define the gauge-invariant comoving density perturbation

δρm ≡ δρ− 3Hδq. (A.40)

Finally, two important gauge-invariant quantities are formed from combinations

of matter and metric perturbations. The curvature perturbation on uniform density

hypersurfaces is

−R ≡ ψ +
H

δρ̄
δρ. (A.41)

The comoving curvature perturbation is

ζ ≡= ψ − H

ρ̄+ p̄
δq. (A.42)

We will show that ζ and R are equal on superhorizon scales, where they become

time-independent. The computation of the inflationary perturbation spectrum is

most clearly phrased in terms of ζ and R

A.3.3 Einstein Equations

To relate the metric and stress-energy perturbations, we consider the perturbed

Einstein equations

Gµν = 8πGδTµν (A.43)

We work at linear order. This leads to the energy and momentum constraint equa-

tions

3H(Ψ̇ +HΦ) +
k2

a2

[
ψ +H(a2Ė − aB)

]
= −4πGδρ (A.44)

Ψ̇ +HΦ = −4πGδq. (A.45)

These can be combined into the gauge invariant Poisson equation

k2

a2
ΨB = −4πGδρm. (A.46)

The Einstein equations also yield two evolution equations

Ψ̈ + 3HΨ̇ +HΦ̇ + (3H2 + 2Ḣ)Ψ = 4πG

(
δp− 2

3
k2δΣ

)
(A.47)

(∂t + 3H)(Ė −B/a) +
Ψ− Φ

a2
= 8πGδΣ. (A.48)

The last equation may be written as

ΨB − ΦB = 8πGa2δΣ. (A.49)
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In the absence of anisotropic stress this implies, ΨB = ΦB.

Energy - momentum conservation, ∇µT
µν = 0, gives the continuity equation and

the Euler equation:

δρ̇+ 3H(δρ+ δp) =
k2

a2
δq + (ρ̄+ p̄)

[
3Ψ̇ + k2(Ė + (B/a))

]
, (A.50)

δq̇ + 3Hδq = −δp+
2

3
k2δΣ− (ρ̄+ p̄)Φ. (A.51)

Expressed in terms of the curvature perturbation on uniform-density hypersur-

faces, ζ, reads

ζ̇ = −H δpen
ρ̄+ p̄

− Π, (A.52)

where Π is the secalar shear along comoving worldlines

Π

H
≡ − k2

3H

[
Ė −B/A+

δq

a2(ρ̄+ p̄)

]
(A.53)

= − k2

3a2H2

[
ζ −ΨB

(
1− 2ρ̄

9(ρ̄+ p̄)

k2

a2H2

)]
. (A.54)

For adiabatic perturbations, δpen = 0 on superhorizon scales, k/(aH) � 1 (i.e

Π/H → 0 for finite ζ and ΨB), the curvature perturbations ζ is constant. This is

a crucial result for our computation of the inflationary spectrum of ζ. It justifies

computing ζ at horizon exit and ignoring superhorizon evolution.

A.3.4 Popular gauges

For reference we now give the Einstein equations and the conservations equations

in various popular gauges

• Synchronous gauge

A popular gauge, specially for numerical implementations of the perturbation

equations is synchronous gauge. It is defined by

3Hψ̇ +
k2

a2

[
Ψ +Ha2Ė

]
= −4πGδρ, (A.55)

Ψ̇ = −4πGδq, (A.56)

Ψ̈ + 3HΨ̇ = 4πG

(
δp− 2

3
k2δΣ

)
, (A.57)

(∂t + 3H)Ė +
Ψ

a2
= 8πGδΣ. (A.58)

The conservation equation are

δρ̇+ 3H(δρ+ δp) =
k2

a2
δq + (ρ̄+ p̄)[3Ψ̇ + k2Ė], (A.59)

δq̇ + 3Hδq = −δp+
2

3
k2δΣ. (A.60)
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• Uniform density gauge The uniform density gauge is useful for describing

the evolution of perturbations on superhorizon scales. As its name suggests it

is defined by

δρ = 0. (A.61)

In addition, it is convenient to take

E = 0, −Ψ ≡ R. (A.62)

The Einstein equations are

3H(Ṙ+HΨ)− k2

a2
[R+ aHB] = 0, (A.63)

−Ṙ+HΨ = −4pGδq, (A.64)

−R̈ − 3HṘ+HΨ̇ + (3H2 + 2Ḣ)Ψ = 4πG

(
δp− 2

3
k2δΣ

)
, (A.65)

(∂t + 3H)B/a+
R+ Φ

a2
= −8πGδΣ. (A.66)

The continuity equations are

3Hδp =
k2

a2
δq + (ρ̄+ p̄)[−3Ṙ+ k2B/a], (A.67)

δq̇ + 3Hδq = −δp+
2

3
k2δΣ− (ρ̄+ p̄)Φ. (A.68)

• Comoving gauge

Comoving gauge is defined by the vanishing of the scalar momentum density,

δq = 0, E = 0. (A.69)

It is also convenient to set −Ψ = ζ in this gauge. The Einstein equations are

3H(−ζ̇ +HΦ) +
k2

a2
[−ζ − aHB] = −4πGδρ, (A.70)

−ζ̇ +HΦ = 0, (A.71)

−ζ̈ − 3Hζ̇ +HΦ̇ + (3H2 + 2Ḣ)Φ = 4πG

(
δp− 2

3
k2δΣ

)
, (A.72)

(∂t +H)B/a+
ζ + Φ

a2
= −8πGδΣ. (A.73)

The continuity equations are

δρ̇+ 3H(δρ+ δp) = (ρ̄+ p̄)[−3ζ̇ + k2B/a], (A.74)

0 = −δp+
2

3
k2δΣ− (ρ̄+ p̄)Φ. (A.75)

116



Appendix B

Articles Published

B.1 On the importance of heavy fields during in-

flation

We study the dynamics of two-field models of inflation characterized by a hierarchy

of masses between curvature and isocurvature modes. When the hierarchy is large,

a low energy effective field theory (EFT) exists in which only curvature modes

participate in the dynamics of perturbations. In this EFT heavy fields continue to

have a significant role in the low energy dynamics, as their interaction with curvature

modes reduces their speed of sound whenever the multi-field trajectory is subject

to a sharp turn in target space. Here we analyze under which general conditions

this EFT remains a reliable description for the linear evolution of curvature modes.

We find that the main condition consists on demanding that the rate of change of

the turn’s angular velocity stays suppressed with respect to the masses of heavy

modes. This adiabaticity condition allows the EFT to accurately describe a large

variety of situations in which the multi-field trajectory is subject to sharp turns. To

test this, we analyze several models with turns and show that, indeed, the power

spectra obtained for both the original two-field theory and its single-field EFT are

identical when the adiabaticity condition is satisfied. In particular, when turns are

sharp and sudden, they are found to generate large features in the power spectrum,

accurately reproduced by the EFT.
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1 Introduction

Cosmic inflation [1] persists as the undisputed mechanism explaining the origin of primor-
dial curvature perturbations [2] necessary to account for the Cosmic Microwave Background
(CMB) anisotropies [3–5] and the large scale structure of our universe [6–9]. The fact that
inflation is formulated within a field theoretical framework [10, 11] makes it particularly com-
pelling to test our ideas about fundamental theories, such as supergravity and string theory,
characterized for consistently incorporating the gravitational strength among their couplings.
Because these theories generically predict the existence of a large number of degrees of free-
dom, the need of a period of inflation at early times is found to impose strong restrictions on
their interactions. In particular, if inflation happened at sufficiently high energies, curvature
perturbations could have strongly interacted with other degrees of freedom, implying a variety
of observable effects departing from those predicted in standard single-field slow-roll infla-
tion [12–14], including features in the power spectrum of primordial inhomogeneities [15–28],
large primordial non-Gaussianities [29–35] and isocurvature perturbations [36–44]. A detec-
tion of any of these signatures would therefore represent an extremely significant step towards
elucidating the fundamental nature of physics taking place during the very early universe.
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Despite of its simplicity, the construction of satisfactory models of inflation within su-
pergravity and string theory is known to constitute a notoriously hard challenge. The vacuum
expectation values (v.e.v.’s) of scalar fields participating of the inflationary dynamics must
evolve along flat directions of the scalar potential’s landscape for a sufficiently long time.
But because the interaction strength of these theories is of a gravitational nature, the scalar
potential is naturally subject to changes of order 1 when the scalar fields v.e.v.’s traverse
distances of the order of the Planck scale. This translates into the well known η-problem
of supergravity and string theory [45–48], where second derivatives of the scalar potential
V ′′ are typically of order equal or larger than H2 (where H is the universe’s expansion rate)
therefore impeding the slow-roll evolution of the fields.1 However, this problem may be cured
if the theory contains a set of shift symmetries at non-perturbative level, ensuring the ex-
istence of exactly flat directions in the potential [49]. Then, if these symmetries are mildly
broken, the expected result is an inflationary scenario with a large mass hierarchy between
the modular fields representing flat directions and the rest of the scalar fields, expected to
have masses much larger than H [52–56].

Conventional wisdom dictates that UV-degrees of freedom with masses M � H nec-
essarily have a marginal role in the low energy dynamics of curvature modes. After these
heavy degrees of freedom are integrated out, one expects a low energy effective field theory
(EFT) for curvature perturbations where UV-physics is parametrized by nontrivial operators
suppressed by factors of order H2/M2. The resulting low energy EFT is therefore expected
to offer negligible departures from a truncated version of the same theory, wherein heavy
fields are simply disregarded from the very beginning. However, general field theoretical ar-
guments due allow for large sizable corrections to the low energy EFT [57, 58]. In the specific
case of multi field models, there are special circumstances where the background inflationary
dynamic is such that the interchange of kinetic energy between curvature perturbations and
heavy degrees of freedom may be dramatically enhanced [26, 62–70]. For example, if the
inflationary trajectory is subject to a sharp turn in such a way that the heavy scalar fields
stay normal to the trajectory (see figure 1 for an illustration) then unsuppressed interac-
tions — kinematically coupling curvature perturbations with heavy fields — are unavoidably
turned on. As a consequence, if the rate of turn is large compared to the rate of expansion
H, the impact of heavy physics on the low energy dynamics becomes substantially amplified,
introducing large non-trivial departures from a naively truncated version of the theory.

In the particular case of two field models — at linear order in the fluctuations — heavy
fields are identified with isocurvature perturbations, and their role is reduced to modify the
speed of sound cs of curvature perturbations at the effective field theory level. The result
is a non-trivial effective single-field theory where the time dependence of cs is dictated by
the specific shape of the two-field background trajectory, in such a way that departures from
unity cs 6= 1 exist whenever the trajectory is subject to a turn. More specifically, one finds
that the speed of sound depends on the angular velocity θ̇ characterizing the turn as

c−2
s = 1 + 4θ̇2/M2

eff , (1.1)

where M2
eff = M2− Ḣ R− θ̇2 is the effective mass of isocurvature perturbations, with M the

tree-level mass of heavy modes, and R the Ricci scalar of the scalar field target space. In
this way, sudden turns of the trajectory translate into sudden time variations of cs (hence

1Another major obstacle towards the construction of models of inflation within string theory is related to
the stabilization of moduli. See for instance refs. [50, 51] for a discussion on the stabilization of moduli in
supergravity and string theory.
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Figure 1. The figure illustrates a prototype example of a multi-field potential (depending on two
fields χ and ψ) with a mass hierarchy in which the flat direction is subject to a turn.

modifying the value of the sound horizon cs/H) and therefore generating features in the power
spectrum of primordial inhomogeneities [26].2 Moreover, if the turn is such that cs � 1, cubic
interactions become unsuppressed, implying large levels of primordial non-Gaussianities in
the distribution of curvature perturbations [35].

The purpose of this article is to study two-field models of inflation characterized by a
large mass hierarchy.3 We are particularly interested in assessing the general conditions under
which the EFT deduced by integrating out the heavy field remains a reliable description of the
inflationary dynamics. We show that the main condition simply consists on the requirement
that the rate of variation of the angular velocity θ̇ characterizing the turn stays suppressed
with respect to the effective mass Meff of heavy modes. That is:

∣∣∣∣
d

dt
ln θ̇

∣∣∣∣�Meff . (1.2)

We show that this adiabaticity condition is sufficiently mild, as it still allows for the effective
field theory to describe, with great accuracy, a large variety of situations where very sharp
turns take place (i.e. situations where |θ̇| & H). We check this condition by studying various
models with turns and compare the power spectra of these models obtained from both, the
full two-field inflationary model and the respective effective field theory. We find that turns
are able to generate large features in the power spectra, with the amplitude of these features
depending on how large departures of cs from unity are.

This work is organized as follows: in section 2 we provide a self contained review on two-
field models of inflation and summarize the main known results concerning the existence of

2For a recent discussion on features in the power spectrum generated by variations of the speed of sound
see ref. [28].

3For other interesting work regarding non-trivial effects on the dynamics of curvature perturbations coming
from massive degrees of freedom, see for instance refs. [59–61].
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mass hierarchies. Then, in section 3 we offer a simple derivation of the general class of single-
field EFT emerging from two-field models with mass hierarchies, and derive condition (1.2)
dictating the validity of this theory in terms of background quantities. In section 4 we
discuss the different classes of turns and deduce the type of reactions that turns have on the
background inflationary trajectory. In particular, we study the case of sudden turns, where
the inflationary trajectory is subject to a single turn for a brief period of time ∆t smaller (or
much smaller) than an e-fold (∆t . H−1). Then, in section 5, we consider two toy models
and compute the power spectrum for different cases of turns. There we show that, consistent
with (1.2), the effective field theory remains reliable as long as ∆t � 1/Meff , where Meff is
the effective mass of the heavy field. We also show that large features on the power spectrum
are easily produced, with the details of the effects depending on the different parameters
characterizing the type of turns. Finally, in section 6 we offer our concluding remarks to
this work.

2 Two-field inflation

In this section we summarize the main results coming from previous work related to the
study of multi-field inflation [26, 40, 41].4 We shall specialize these results to the particular
case of two-field models, to be studied in detail throughout this work. To start with, let us
consider a non-canonical scalar field system with an action given by

S =

∫
d4x
√−g

[
1

2
R− 1

2
gµνγab∂µφ

a∂νφ
b − V (φ)

]
, (2.1)

where R is the Ricci scalar constructed out of the spacetime metric gµν (notice that we are
working in units where the Planck mass is set to unity MPl = 1). Additionally, V (φ) is the
scalar field potential and γab with a = 1, 2 is the sigma model metric describing the abstract
geometry of the scalar space spanned by the pair of fields φ1 and φ2. It is extremely useful to
adopt a covariant notation with respect to the geometrical space offered by the scalar fields.
This will allow us to deduce general results without making any reference to particular models
in which γab and V (φ) acquire specific dependences on the fields. We therefore define a set
of Christoffel symbols given by

Γabc =
1

2
γad(∂bγdc + ∂cγbd − ∂dγbc) , (2.2)

where γab is the inverse sigma model metric. Then, the equations of motion for the scalar
fields are found to be

�φa + Γabc∂µφ
b∂µφc − V a = 0 , (2.3)

where V a ≡ γabVb with Vb = ∂bV . We will also encounter the need of introducing the Ricci
scalar, defined as R = γabRcacb, where Rabcd is the Riemann tensor given by:

Rabcd = ∂cΓ
a
bd − ∂dΓabc + ΓaceΓ

e
db − ΓadeΓ

e
cb . (2.4)

Because we are specializing our analysis to two-field models, the Riemann tensor depends on
a single degree of freedom, and therefore may be expressed in terms of the Ricci scalar R as:

Rabcd =
1

2
R(γacγbd − γadγcb) . (2.5)

In what follows we proceed to study the dynamics of this system by considering separately
the homogeneous and isotropic background and the perturbations of the system.

4For other general approaches to multi-field models of inflation, see refs. [71–74].
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2.1 Homogeneous and isotropic backgrounds

Let us first devote our attention to homogeneous and isotropic cosmological backgrounds
characterized by a scalar field solution φa = φa0(t) only dependent on time. For this we
consider a flat Friedmann-Robertson-Walker metric of the form

ds2 = −dt2 + a2(t)δijdx
idxj , (2.6)

where a(t) is the scale factor describing the expansion of flat spatial foliations. Then, the
equations of motion determining the evolution of the system of fields a(t), φ1

0(t) and φ2
0(t)

are given by

D

dt
φ̇a0 + 3Hφ̇a0 + V a = 0 , (2.7)

3H2 =
1

2
φ̇2

0 + V, (2.8)

where H = ȧ/a is the rate of expansion. Equation (2.7) corresponds to the equation of motion
derived by varying the action with respect to φa. There, we have introduced a covariant time
derivative Dt defined to satisfy

D

dt
Xa = Ẋa + Γabcφ̇

b
0X

c, (2.9)

where Xa = Xa(t) is an arbitrary vector field with the property of transforming like Xa′ =
∂φa
′

∂φb
Xb under a general field reparametrizations φa

′
= φa

′
(φ1, φ2). On the other hand,

eq. (2.8) (Friedmann’s equation) determines the expansion rate in terms of the energy density
of the system ρ = 1

2 φ̇
2
0 + V . There, we are using the following notation to define the scalar

field velocity φ̇0:

φ̇2
0 ≡ γabφ̇a0φ̇b0 . (2.10)

By combining (2.7) and (2.8) we may derive the following useful relation:

Ḣ = − φ̇
2
0

2
. (2.11)

Given a set of initial conditions for the scalar fields, there will exist a unique solution φa0(t) =
(φ1

0(t), φ2
0(t)) defining a curve in field space parametrized by cosmic time t. To characterize

this curve, it is convenient to construct a set of orthogonal unit vectors T a and Na in such
a way that, at a given time t, T a(t) is tangent to the path, and Na(t) is normal to it. We
may define this set of vectors as:5

T a = φ̇a0/φ̇0 , (2.12)

Na = (det γ)1/2εabT
b (2.13)

where εab is the two dimensional Levi-Civita symbol with ε11 = ε22 = 0 and ε12 = −ε21 = 1.
These definitions ensure that TaT

a = NaN
a = 1 and T aNa = 0. Notice that Na has a fixed

orientation with respect to the path, as shown in figure 2. These two unit vectors may be used

5We use the metric γab and its inverse γab to lower and rise indices whenever it is required. In particular,
we have Ta = γabT

b and Na = γabNb.
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~T

Figure 2. Relative orientation of the vector fields T a and Na defined with respect to the background
solution φa0(t).

to project the scalar field equations of motion in (2.7) along the two orthogonal directions.
Projecting along T a, one finds:

φ̈0 + 3Hφ̇0 + Vφ = 0 , (2.14)

where Vφ ≡ ∇φV , with ∇φ ≡ T a∂a. On the other hand, projecting along Na, one obtains
the relation

DT a

dt
= −VN

φ̇0

Na, (2.15)

where VN = Na∂aV . It is customary to define dimensionless parameters accounting for the
time variation of various background quantities. These are the so called slow-roll parameters
ε, ηa and we define them as:

ε ≡ − Ḣ

H2
, ηa ≡ − 1

Hφ̇0

Dφ̇a0
dt

. (2.16)

Notice that ηa is a two dimensional vector field telling us how fast φ̇a0 is changing in time. We
may decompose ηa along the normal and tangent directions by introducing two independent
parameters η|| and η⊥ as

ηa = η‖T
a + η⊥N

a. (2.17)

Then, one finds that

η‖ = − φ̈0

Hφ̇0

, (2.18)

η⊥ =
VN

φ̇0H
. (2.19)

Notice that η‖ may be recognized as the usual η slow-roll parameter in single field inflation.
On the other hand η⊥ tells us how fast T a rotates in time, and therefore it parametrizes the
rate of turn of the trajectory followed by the scalar field dynamics. This may be seen more
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clearly by using (2.15) together with (2.19) to deduce the following relations:

DT a

dt
= −Hη⊥Na, (2.20)

DNa

dt
= +Hη⊥T

a. (2.21)

Thus, if η⊥ = 0, the vectors T a and Na remain constant along the path. On the other hand,
if η⊥ > 0, the path turns to the left, whereas if η⊥ < 0 the turn is towards the right. The
value of η⊥ is therefore telling us how quickly the angle determining the orientation of T a is
varying in time. By calling this angle θ we may therefore do the identification

θ̇ ≡ Hη⊥ . (2.22)

With the help of this definition, one deduces that the ratio of curvature κ characterizing the
turning trajectory, is given by

κ−1 ≡ |θ̇|/φ̇0 . (2.23)

As in conventional single-field inflation, the background dynamics may be understood in
terms of the values of the dimensionless parameters ε, η|| and η⊥. For instance, slow roll
inflation will happen as long as:

ε� 1 , |η||| � 1 . (2.24)

These two conditions ensure that both H and φ̇0 evolve slowly during the period of interest.
On the other hand, it is interesting to notice that a large variation of η⊥ does not necessarily
imply a violation of the slow-roll regime (2.24). We will analyze this statement in full detail
in section 4 where we study the effect of sharp sudden turns on the dynamics of this class of
system.

2.2 Perturbation theory

We now consider the dynamics of scalar perturbations parametrizing departures from the
homogeneous and isotropic background a(t) and φa0(t). This may be done by defining per-
turbations δφa(t,x) as:

φa(t,x) = φa0(t) + δφa(t,x) . (2.25)

Instead of directly working with δφa(t,x), it is more convenient to work with gauge invariant
fields vT and vN given by6

vT = a Taδφ
a + a

φ̇

H
ψ , (2.26)

vN = aNaδφ
a, (2.27)

where ψ is the scalar perturbation of the spatial part of the metric (proportional to δij) in
flat gauge. It is useful to consider a second set of fields (uX , uY ) in addition to (vT , vN ). Let
us consider the following time dependent rotation in field space

(
uX

uY

)
≡ R(τ)

(
vN

vT

)
, (2.28)

6Notice that these fields are projections of the form vT = aTaQ
a and vT = aTaQ

a where the Qa fields are

the usual Mukhanov-Sasaki variables Qa ≡ δφa + φ̇a

H
ψ [75, 76].
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uX

uY

✓

vT

vN

Figure 3. The u-fields represent fluctuations with respect to a fixed local frame, whereas the v-fields
represent fluctuations with respect to the path (parallel and normal).

where the time dependent rotation matrix R(τ) is defined as

R(τ) =

(
cos θ(τ) − sin θ(τ)
sin θ(τ) cos θ(τ)

)
, θ(τ) = θ0 +

∫ τ

−∞
dτ aHη⊥ , (2.29)

where θ0 is the value of θ(τ) at τ → −∞. The rotation angle θ(τ) precisely accounts for the
total angle covered by all the turns during the inflationary history up to time τ , and coincides
with the definition introduced in eq. (2.22). Figure 3 illustrates the relation between the v-
fields introduced earlier and the canonical u-fields. To continue, the equations of motion for
the canonically normalized fields are

d2uI

dτ2
−∇2uI +

[
R(τ)ΩRt(τ)

]I
J
uJ = 0 , I = X,Y, (2.30)

where Rt represents the transpose of R. In addition, Ω is the mass matrix for the v-fields,
with elements given by

ΩTT = −a2H2(2 + 2ε− 3η‖ + η‖ξ‖ − 4εη‖ + 2ε2 − η2
⊥) , (2.31)

ΩNN = −a2H2(2− ε) + a2(VNN +H2εR) , (2.32)

ΩTN = a2H2η⊥(3 + ε− 2η‖ − ξ⊥) , (2.33)

where ξ‖ = −η̇||/(Hη||) and ξ⊥ = −η̇⊥/(Hη⊥). Additionally, we have defined the tree
level mass VNN as the second derivative of the potential projected along the perpendicular
direction VNN = NaN b∇a∇bV . To finish, expanding the original action (2.1) to quadratic
order in terms of the u-fields, one finds:

S =
1

2

∫
dτd3x

{∑

I

(
duI

dτ

)2

− (∇uI)2 −
[
R(τ)ΩRt(τ)

]I
J
uIuJ

}
. (2.34)

Thus, we see that the fields uI = (uX , uY ) correspond to the canonically normalized fields in
the usual sense. Given that these fields are canonically normalized, it is now straightforward
to impose Bunch-Davies conditions on the initial state of the perturbations.
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2.3 Curvature and isocurvature modes

Another useful field parametrization for the perturbations is in terms of curvature and isocur-
vature fields R and S [39]. In terms of the v-fields, these are defined as:

R =
H

aφ̇
vT , (2.35)

S =
H

aφ̇
vN . (2.36)

Instead of working directly with S, it is in fact more convenient to define:

F =
φ̇0

H
S . (2.37)

Then, the quadratic action for the pair R and F is found to be

Stot =
1

2

∫
d4x a3

[
φ̇2

0

H2
Ṙ2 − φ̇2

0

H2

(∇R)2

a2
+ Ḟ2 − (∇F)2

a2
+ 4φ̇0η⊥ṘF −M2

effF2

]
, (2.38)

where we have defined the effective mass Meff of the heavy field F as

M2
eff = VNN +H2εR− θ̇2, (2.39)

(recall that θ̇ = Hη⊥). It may be noticed that the reason behind the appearance of the
term −θ̇2 in M2

eff is due to the fact that the potential receives a correction coming from
the centripetal force experimented by the turn. This introduces a centrifugal barrier to the
effective potential felt by the heavy modes. The equations of motion for this system of fields
is then

R̈+ (3 + 2ε− 2η||)HṘ −
∇2R
a2

= −2
H2

φ̇0

η⊥
[
Ḟ + (3− η|| − ξ⊥)HF

]
, (2.40)

F̈ + 3HḞ − ∇
2F
a2

+M2
effF = 2φ̇0η⊥Ṙ . (2.41)

Notice that the configuration R = constant and F = 0 constitutes a non trivial solution to
the system of equations. Since F is assumed to be heavy, the configuration F = 0 is reached
shortly after horizon exit, and the curvature mode R will necessarily become frozen. For this
reason, in the presence of mass hierarchies, we may only concern ourselves with curvature
perturbations and disregard isocurvature components after inflation.

2.4 Power spectrum

From the observational point of view, the main quantities of interest coming from inflation
are its predicted n-point correlation functions characterizing fluctuations. These quantities
provide all the relevant information about the expected distribution of primordial inhomo-
geneities that seeded the observed CMB anisotropies. It is of particular interest to compute
two-point correlation functions, corresponding to the variance of inhomogeneities’ distribu-
tion. To deduce such quantities we have to consider the quantization of the system, and
this may be achieved by expanding the canonical pair uX and uY in terms of creation and
annihilation operators a†α(k) and aα(k) respectively, as

uI(τ, x) =

∫
d3k

(2π)3/2

∑

α

[
eik·xuIα(k, τ)aα(k) + e−ik·xuI∗α (k, τ)a†α(k)

]
, (2.42)

– 9 –



where α = 1, 2 labels the two modes to be encountered by solving the second order differential
equations for the fields uIα(k, τ). In order to satisfy the conventional field commutation
relations, the mode solutions need to satisfy the additional constraints consistent with the
equations of motion:7

∑

α

(
uIα
uJ∗α
dτ
− uI∗α

uJα
dτ

)
= iδIJ . (2.43)

By examining the action (2.34) one sees that in the short wavelength limit k2/a2 � Ω,
where Ω symbolizes both eigenvalues of the matrix Ω, the equation of motion for the u-fields
reduce to

d2uI

dτ2
−∇2uI = 0 , I = X,Y, (2.44)

allowing us to choose the following initial conditions for the fields

uXα (k, τ) =
e−ikτ√

2k
δ1
α , uY (k, τ) =

e−ikτ√
2k

δ2
α . (2.45)

Notice that here we have chosen to associate the initial state α = 1 with the field direction
X and α = 2 with the field direction Y . This identification is in fact completely arbitrary
and does not affect the computation of two-point correlation functions. In other words, we
could modify the initial state (2.45) by considering an arbitrary (time independent) rotation
on the right hand side, without changing the prediction of observables.

Then, given the set of solutions uXα and uYα , one finds that the two-point correlation
function associated to curvature modes R is given by:

PR(k, τ) =
k3

2π2

∑

α

Rα(k, τ)R∗α(k, τ) , (2.46)

where Rα is related to the pair uXα and uYα by the field redefinitions described in the previous
sections. When (2.46) is evaluated at the end of inflation, for wavelengths k far away from
the horizon (k/a� H), it corresponds to the power spectrum of curvature modes. For com-
pleteness, let us mention that one may also define the two-point correlation function PS(k, τ)
and the cross-correlation function PRS(k, τ) in analogous ways. But, as previously stated,
because of the assumed mass hierarchy these contributions may be completely disregarded.

3 Effective field theory

It is possible to deduce an effective theory for the curvature mode R by integrating out the
heavy field F when M2

eff � H2, provided that certain additional conditions are met. To
see this, let us first briefly analyze the expected evolution of the fields R and F when the
trajectory is turning at a constant rate (θ̇ = constant). To start with, because we are dealing
with a coupled system of equations for R and F , in general we expect the general solutions
for R and F to be of the form [65]

R ∼ R+e
−iω+t +R−e−iω−t, (3.1)

F ∼ F+e
−iω+t + F−e−iω−t, (3.2)

7See refs. [41] and [26] for a more detailed discussion of the quantization of these type of system.

– 10 –



where ω+ and ω− denote the two frequencies at which the modes oscillate. The values of
ω+ and ω− will depend on the mode’s wave number k in the following way: in the regime
k/a�Meff , both fields are massless and therefore oscillate with frequencies of order ∼ k/a.
As the wavelength enters the intermediate regime Meff � k/a � H the degeneracy of the
modes break down and the frequencies become of order

ω− ∼ k/a , ω+ ∼Meff . (3.3)

Subsequently, when the modes enter the regime k/a < H the contributions coming from ω+

will quickly decay and the contributions coming from ω− will freeze (since they are massless).
Notice that the amplitudes R+ and F− necessarily arise from the couplings mixing cur-

vature and isocurvature perturbations, and therefore they vanish in the case η⊥ = θ̇/H = 0.
Additionally, on general grounds, the amplitudes F+ and R+ are expected to be parametri-
cally suppressed by k/Meff in the regime Meff � k/a, and therefore we may disregard high
frequency contributions to (3.1) and (3.2). Then, in the regime Meff � k/a, time derivatives
for F can be safely ignored in the equation of motion (2.41) and we may write

− ∇
2F
a2

+M2
effF = 2φ̇0η⊥Ṙ . (3.4)

(Because H � Meff , we may also disregarded the friction term 3HḞ). This leads to an
algebraic relation between F and Ṙ in Fourier space given by:

FR =
2φ̇0η⊥Ṙ

(k2/a2 +M2
eff)

, (3.5)

which precisely tells us the dependence of low frequency contributions F− in termsR− defined
in eqs. (3.1) and (3.2). To continue, we notice that (3.4) is equivalent to disregard the term
Ḟ2 of the kinetic term in the action (2.38). Keeping this in mind, we can replace (3.5) back
into the action and obtain an effective action for the curvature perturbation R, given by8

Stot =
1

2

∫
d4x a3 φ̇

2
0

H2

[ Ṙ2

c2
s(k)

− k2R2

a2

]
, (3.6)

where cs is the speed of sound of adiabatic perturbations, given by:

c−2
s (k) = 1 +

4H2η2
⊥

k2/a2 +M2
eff

. (3.7)

In deriving this expression we have assumed that θ̇ remained constant. In the more general
case where θ̇ is time dependent we expect transients that could take the system away from
the simple behavior shown in eqs. (3.1) and (3.2), and the effective field theory could become
invalid. The validity of the effective theory will depend on whether the kinetic terms for F
in eq. (2.41) can be ignored, and this implies the following condition on FR of eq. (3.5):

|F̈R| �M2
eff |FR| . (3.8)

8This way of integrating heavy modes has also been employed to deduce an effective theory for the linear
propagation of gravitons in bigravity theories [77], where a massive graviton kinetically interacts with the
massless one. When the massive graviton is integrated out, one is left with a massless graviton with a
non-trivial speed of propagation that depends on the background.
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Now, recall that unless there are large time variations of background quantities, the frequency
of R is of order ω− ∼ k/a. Thus, any violation of condition (3.8) will be due to the evolution
of background quantities, which will be posteriorly transmitted toR. This allows us to ignore
higher derivatives of Ṙ in (3.8) and simply rewrite it in terms of background quantities as:

∣∣∣∣
d2

dt2

(
2φ̇0η⊥

(k2/a2 +M2
eff)

)∣∣∣∣�M2
eff

∣∣∣∣
2φ̇0η⊥

(k2/a2 +M2
eff)

∣∣∣∣ . (3.9)

This relation expresses the adiabaticity condition that each mode k needs to satisfy in order
for the effective field theory to stay reliable. To further simplify this relation, we may take into
consideration the following points: (1) when k2/a2 � M2

eff the two modes decouple (recall
eq. (2.44)) and the turn has no influence on the evolution of curvature modes. On the other
hand, in the regime k2/a2 . M2

eff , contributions coming from the time variation of k2/a2

are always suppressed compared to M2
eff due to the fact that we are assuming H2 � M2

eff .
(2) We observe that the main background quantity parametrizing the rate at which the turn
happens is η⊥ = θ̇/H. Quantities such as φ̇0 and H, which describe the evolution of the
background along the trajectory, will therefore only be affected by the turn through the
time dependence of η⊥. This implies that time derivatives of these quantities will be less
sensitive to the turn than η⊥ itself, and therefore their contribution to (3.9) will necessarily
be subsidiary.9 (3) Similarly, the rate of change of M2

eff will necessarily be at most of the
same order than θ̇. Then, by neglecting time derivatives coming from φ̇0, H, k2/a2 and Meff

and focussing on the order of magnitude of the various quantitates appearing in (3.9) we can
write instead a simpler expression given by:

∣∣∣∣
d2

dt2
θ̇

∣∣∣∣�M2
eff |θ̇| . (3.10)

Actually, a simpler alternative expression may be obtained by conveniently reducing the
number of time derivatives, and disregarding effects coming from the change in sign of θ̇:

∣∣∣∣
d

dt
ln θ̇

∣∣∣∣�Meff . (3.11)

This adiabaticity condition simply states that the rate of change of the turn’s angular velocity
must stays suppressed with respect to the masses of heavy modes, which otherwise would
become excited. Notice that, we may also choose to express this relation in terms of the
variation of the speed of sound, which is a more natural quantity from the point of view of
the effective field theory: ∣∣∣∣

d

dt
ln(c−2

s − 1)

∣∣∣∣�Meff . (3.12)

To finish, we can estimate the order of magnitude of departures between the full solution
for R and the one appearing in the EFT. For this, let us write F = FR + δF where FR is
the adiabatic result of (3.5) and δF denotes a departure from this value. Then δF respects
the following equation of motion:

¨δF + 3H ˙δF +

(
k2

a2
+Meff

)
δF = −(F̈R + 3HḞR) . (3.13)

9Here we are implicitly assuming that parallel quantities such as φ̇0 and H will not have variations larger
than η⊥ due to other effects, unrelated to the turns (such as steps in the potential).
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Given that we are assuming that the behavior of the system is dominated by low frequency
modes, we can consistently disregard the kinetic term ¨δF+3H ˙δF at the left hand side of this
equation, but we cannot disregard the term −(F̈R + 3HḞR) at the right hand side, which
constitutes a source for δF . Then, we deduce that

δF = −F̈R + 3HḞR
k2/a2 +Meff

. (3.14)

Then, we may compute the derivatives appearing in the right hand side by using the effective
equation of motion (coming from the variation of the effective action (3.6)) to express R̈ in
terms of Ṙ whenever it becomes necessary. We obtain

F = FR
[
1 +O

(
(θ̈/θ̇)2

k2/a2 +M2
eff

)
+O

(
δ||H2

k2/a2 +M2
eff

)]
, (3.15)

where δ|| represents terms of order ε and η||. Finally, eq. (3.15) allows us to deduce that the
EFT expressed in (3.6) is only accurate up to operators of the form:

Stot = Seff +
1

2

∫
d4x a3 (c−2

s − 1) Ṙ2

[
O
(

(θ̈/θ̇)2

M2
eff

)
+O

(
δ||H2

M2
eff

)]
. (3.16)

This result expresses the validity of the effective field theory (3.6), and shows with eloquence
the order of magnitude of the expected discrepancy with the exact two field solution for R.
In the following section we verify that indeed the adiabatic condition (3.11) constitutes a
good guide to discriminate the validity of the effective theory (3.6).

4 Turning trajectories

We now study the consequences of turning trajectories on the dynamics of fluctuations. We
start this analysis by considering the particular case of sudden turns, where the potential V (φ)
and/or the sigma model metric γab entering the action (2.1) are such that the inflationary
trajectory becomes non-geodesic for a brief period of time, smaller than an e-fold. In order
to characterize this class of turns it is useful to introduce the arc distance ∆φ covered by the
scalar field’s v.e.v. in target space, when the turn takes place. Given the radius of curvature
κ characterizing a turn, defined in eq. (2.23), we may define ∆φ through the relation

∆φ ≡ κ|∆θ| , (4.1)

where ∆θ =
∫
Hη⊥dt corresponds to the total angle covered during a sudden turn. It is clear

that in two-field canonical models ∆φ can be at most of order κ (∆φ . κ), and that in order
to have turns with ∆φ� κ one needs a non-canonical model with a scalar geometry with a
topology allowing for such situations. Figure 4 shows various examples of turns according to
the total angle ∆θ covered by a turn (which is determined by the relative size of ∆φ and κ).

Notice that the arc length ∆φ implies a timescale T⊥ characterizing the overall duration
of a turn. This is simply given by:

T⊥ ≡
∆φ

φ̇
. (4.2)

Then, because η⊥ = θ̇/H ' ∆θ/(T⊥H), we can use eq. (4.1) to derive the following estimation
for the value of η⊥ characterizing a particular turn:

η⊥ ∼
1

HT⊥

∆φ

κ
. (4.3)
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Figure 4. Examples of turns according to the relative size of ∆φ and κ. In the case κ � ∆φ the
target space requires a non trivial topology.

Notice that a turn requires that the inflationary trajectory departs from the flat minima of
the potential (otherwise VN = 0 and eq. (2.19) would require η⊥ = 0). Then, because the
turn happens suddenly during a brief period of time, the various interactions present in the
theory will inevitably make the background trajectory oscillate about the flat locus of the
potential, with a period TM given by

TM ≡
1

Meff
. (4.4)

In other words, a turn cannot be arbitrarily sharp without waking up these background
fluctuations. Recall that we are interested in models where Meff � H, and therefore we
necessarily have TM � H−1. If present, it is clear that such oscillations will dominate the
behavior of the trajectory whenever TM is of the same order or larger than T⊥ (TM & T⊥).
In fact, the adiabaticity condition (3.11) precisely translates into the following condition
involving these two timescales

T⊥ � TM , (4.5)

which is consistent with the notion that the effective field theory will remain valid as long as
heavy fluctuations are not participating of the low energy dynamics.

4.1 Displacement from the flat minima

Given a certain turn (characterized by ∆φ and κ) we can estimate the perpendicular dis-
placement of the trajectory away from the flat minima of the potential while the turn takes
place. By calling this quantity ∆h, we can roughly relate it to other background quantities
through the relation VN 'M2

eff∆h. Then, inserting this result back into eq. (2.19) we obtain

∆h

κ
' ∆φ2

κ2

T 2
M

T 2
⊥
, (4.6)

where we made use of eqs. (4.2) and (4.4). This relation gives us the relative size of back-
ground oscillations ∆h compared to the radius of curvature κ of the turn. We see that the
size of the displacement depends on the total angle covered by the turn ∆θ = ∆φ/κ and the
ratio TM/T⊥ between the two relevant timescales. In what follows we briefly analyze the two
relevant regimes posed by these two timescales.
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Figure 5. The figure illustrates the case of a turn for which the adiabatic condition TM � T⊥ is
respected. In this case the turn happens adiabaticaly, in the sense that the timescale TM plays no
role during the turn. If ∆h/κ ∼ 1 the displacement from the flat minima is large and the speed of
sound will be reduced considerably.

4.2 Adiabatic turns TM � T⊥

If the turn is such that TM � T⊥, then the adiabatic condition (3.11) is satisfied and the
system admits an effective field theory of the form (3.6) as deduced in the previous section.
This means that we can parametrize effects in terms of a reduced speed of sound cs, which
synthesizes all the nontrivial information regarding the heavy physics. Putting together
eqs. (3.7) and (4.3) we see that the speed of sound is given by

c−2
s ' 1 +

∆φ2

κ2

T 2
M

T 2
⊥
. (4.7)

Given that the effective theory requires TM � T⊥, the only way of having large non-trivial
departures from conventional single field inflation is by having a large ratio ∆φ/κ� 1. This
implies that the total angle ∆θ = ∆φ/κ covered by the turn must extend for several cycles,
and the only way of achieving this consistently is by considering models with non-trivial
sigma model metrics. In particular, to produce sizable changes of the speed of sound (say of
order one) we require:

∆φ2

κ2
& T 2

⊥
T 2
M

. (4.8)

Comparing with (4.6), we see that this is equivalent to have a large displacement from the
flat minima of the potential. However, because the timescale TM is much smaller than
T⊥, the displacement happens adiabatically, and background fluctuations are not turned
on. Correspondingly, the dimensionless parameter η⊥ is a smooth function of time with a
characteristic timescale given by T⊥. Figure 5 illustrates this situation.

4.3 Non-adiabatic turns TM & T⊥
In this case the trajectory moves away from the flat minima of the potential quickly, and
the background trajectory will inevitably start oscillating about this locus. The amplitude
of these oscillations will be given by ∆h as in eq. (4.6). If ∆h & κ then the oscillations are
large and they completely dominate the behavior of the background trajectory. Needless to
say, the effective field theory would offer a poor representation of the evolution of curvature
perturbations, and the original two-field theory would be needed to study the system. Fig-
ure 6(a) shows this type of situation for the case T⊥ ∼ TM . There, the trajectory is subject
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Figure 6. Examples of non-adiabatic turns characterized by TM � T⊥. Case (a) shows a typical
example in which ∆φ0 ∼ κ, whereas case (b) shows a situation for which ∆φ0 � κ.

to an initial kick that lasts TM , and after that continues oscillating at a period given by TM .
Consequently, heavy oscillations will overtake the background trajectory, which translates
into a heavily oscillating η⊥ as a function of time. This means that instead of a single turn
we end up with a succession of turns. However, after these transient turns have taken place,
the overall angle ∆θ =

∫
Hη⊥dt will correspond to the turn determined by the flat minima

of the potential.
On the other hand, if ∆h� κ, then the amplitude of the oscillations are small. In this

case ∆φ/κ� T⊥/TM , implying, after considering eq. (4.3), that the angular velocity is small
compared to the mass of heavy modes:

H|η⊥| = |θ̇| �Meff . (4.9)

In this case the impact of background oscillations on the evolution of perturbations is neg-
ligible. Despite of this fact, since we are in the regime TM & T⊥, the effective field theory
continues to offer a poor representation of these effect, no matter how tiny they are. Fig-
ure 6(b) illustrates this situation.

5 Examples of models with turns

We now study examples of models where turns play a relevant role on the evolution of
perturbations. We will first consider the case of canonical models — in which turns are
uniquely due to the shape of the potential — and later consider the case of models where
the turns are due to the specific shape of the sigma model metric.

5.1 Model 1: sudden turns in canonical models

Let us start by considering the case of canonical models (γab = δab) in which the turn is due
solely to the shape of the potential. To simplify the present analysis, we only consider the
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Figure 7. The figure shows the section of the potential V (χ, ψ) of equation (5.1) containing the turn.

relevant part of the potential where the turn takes place, and disregard any details concerning
the end of inflation. Our aim is to understand what are the possible consequences of a turn
on the generation of primordial inhomogeneities accessible to observations today. For this
reason, we assume that the turn takes place precisely when presently accessible curvature
perturbations were crossing the horizon, and choose cosmological parameters accordingly.
Having said this, let us adopt the notation φa = (χ, ψ) and consider the following potential:

V (χ, ψ) = V0 + Vφ(χ− ψ) +
M2

2

(χψ − a2)2

(χ+ ψ)2
+ · · · . (5.1)

In this expression, V0 and Vφ are constants parametrizing the hight and slope of the flat
direction in the potential. The third term in (5.1) has been added to ensure that a turn takes
place. Notice that the third term vanishes for the locus of points defined by the equation:

ψ = a2/χ . (5.2)

Away from this curve the slope of the potential becomes steep, with a quadratic growth
characterized by the mass parameter M . Figure 7 shows the relevant part of the potential
V (χ, ψ) containing the turn. Because we are assuming a mass hierarchy, it may be anticipated
that the inflationary trajectory will stay close to the curve defined by eq. (5.2). Roughly
speaking, the turn is located about the position (χ, ψ) = (

√
a,
√
a) and its radius of curvature

is of order a:

κ ∼ a . (5.3)

The quantities V0 and Vφ are chosen in such a way that the scalar fields v.e.v.’s approach
the turn from the asymptotic direction (χ, ψ) → (0,+∞). Once the turn is left behind, the
v.e.v.’s. continue evolving towards the asymptotic direction (χ, ψ)→ (+∞, 0), until inflation
ends (see figure 7).
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5.1.1 Analysis of the model

Before studying the exact evolution of the system with the help of numerics, let us estimate
the behavior of the system by examining the parameters entering the potential. First of all,
if the potential is flat enough, the slow roll evolution of the fields imply that away from the
location of the turn the following relations are satisfied:

3Hφ̇0 ' Vφ , (5.4)

3H2 ' V0 . (5.5)

Notice that they imply that ε ' V 2
φ /2V

2
0 . To continue, simple examination of the potential

shows that the arc length ∆φ characterizing the turn is of the same order than the radius
of curvature κ which, as stated, is of order a. Thus, we have κ ' ∆φ ' a. Then, putting
together the previous expressions we find that time T⊥ characterizing the duration of the
turn, is given by

T⊥ '
a√
2εH

. (5.6)

In terms of e-folds, the duration of the turn is given by

∆N⊥ '
a√
2ε
. (5.7)

Then, using (4.3) we see that the value η⊥ characterizing the turn is roughly given by:

η⊥ '
√

2ε

a
. (5.8)

With these relations at hand, we can now estimate the range of parameters for which the
adiabatic condition (3.11) is satisfied. Using eq. (4.5) with TM = 1/M , we deduce that the
EFT will remain accurate as long as:

α ≡ T 2
⊥

T 2
M

=
M2a2

2εH2
� 1 . (5.9)

Then, assuming that we are in the realms of validity of the theory, we find that the speed of
sound is given by the following combination of parameters

c−2
s ' 1 +

8εH2

a2M2
, (5.10)

which, because of eq. (5.9), implies that cs ∼ 1, consistent with our general analysis of
section 4.2.

5.1.2 Numerics

We now present our numerical analysis of this model. In order to study this model, we have
chosen the following fixed values (in units of Planck masses) for parameters associated to the
flat direction of the potential:

V0 = 6.5× 10−9, Vφ = −5.4× 10−11. (5.11)

Away from the turn, this choice of parameters ensure the following value for the rate of
expansion H ∼ 1.4 × 10−5. Additionally, they imply values for the slow roll parameters
given by

ε ' −η ' 0.0033 , (5.12)
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consistent with a power spectrum for curvature perturbations with a spectral index given by
ns ' 0.98 and an amplitude satisfying COBE’s normalization. The other two parameters
left are a and M . These may be expressed in terms of ∆N⊥ and α introduced in eqs. (5.7)
and (5.9).

Since we are interested in turns taking place during a period of time shorter than an
e-fold (T⊥ . H−1), we are required to choose ∆N⊥ . 1. Figure 8 shows the numerical results
for the fixed value ∆N⊥ = 0.25 and three choices for the mass M , given by α = 6.25, α = 25
and α = 625. On the left hand side of the figure we show the numerical solution for the η⊥
and η|| as functions of e-fold N . On the right hand side, we show the resulting power spectra
for the relevant modes exiting the horizon when the turn takes place. For simplicity, we have
normalized the power spectrum with respect to the amplitude determined by the largest
scales (smallest values of k), which have been chosen to correspond to the largest scales
characterizing horizon reentry today (k0 = 0.002 Mpc−1). The blue solid line corresponds to
the complete-two dimensional theory, whereas the red dashed line corresponds to the result
predicted by the effective field theory.

It may be seen that for α = 6.25, the period of massive oscillations TM is of the same
order than T⊥, and consequently the rate of turn η⊥ is dominated by oscillations (notice
that these oscillations have a period of about ∼ 0.25 e-folds, in agreement with our choice
of parameters). This indicates that indeed the inflationary trajectory stays oscillating about
the minimum once the turn has occurred (recall case (a) of figure 6). It may be also observed
that η|| is considerably affected by these oscillations, momentarily acquiring values as large
as η|| ∼ 1. This is however not enough to break down the overall slow-roll behavior of the
background solution for two reasons: first, the value of ε does not change much during the
turn (that is ε is found to be less sensitive to the turn than η||). And second, after the turn
takes place, the system goes back to small values of η|| quickly. Given that the adiabatic
condition is far from being satisfied (α is close to 1), it comes to no surprise that both power
spectra differ considerably.

The second case α = 25 shows an intermediate situation where TM is smaller than T⊥
but still able to generate small oscillations about the minimum of the potential. In this
case the adiabaticity condition is mildly violated, which is reflected on the small discrepancy
between both power spectra. Finally, the case α = 625 shows a situation where TM is much
smaller than T⊥. In this case heavy modes are not excited enough and the turn happens
smoothly, which is reflected on the behavior of both η⊥ and η|| as functions of e-folds. In
addition, we now see that both power spectra agree considerably. It may call our attention
the persistence of a large feature in the power spectra even for the case α = 625 where both,
versions of the theory agree. In this case the speed of sound cs ' 1 during the turn and we
infer that the feature cannot be due to the fast variation of the speed of sound. Instead, the
feature is due to the large variation of parallel background quantities, specially η||, as during
the turn the trajectory is forced to go up and down. In the examples of the following model
we will examine a rather different situation where the features in the power spectrum are
due to large variations of the speed of sound cs.

5.2 Model 2: sudden turns induced by the metric

We now study a case in which the turn is due to the sigma model metric γab. We will adopt
the following notation φ1 = χ and φ2 = ψ, and consider the following separable potential

V (χ, ψ) = V0 + Vφ χ+
M2
ψ

2
ψ2. (5.13)
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Figure 8. The figure shows η⊥ and η|| (left panels) and the resulting power spectra (right panels) for
three choices of parameters for the potential of our model 1. From top to bottom: α = 6.25, 25 and
625. In the case of the left panels, the blue solid line corresponds to η⊥ whereas the green dashed line
corresponds to η||. In the case of right panels, the blue solid line corresponds to the power spectrum
for the full two-field model, whereas the red dashed line corresponds to the power spectrum deduced
using the EFT.

Just like in the previous example, V0 and Vφ are constants parametrizing the flat part of
the potential driving inflation. As before, we omit in our analysis any detail concerning the
end of inflation. For this potential, if the system were canonical (γab = δab), there would be
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no turns and the v.e.v. of the heavy field ψ would stay sitting at its minimum ψ0 = 0. To
produce a single turn with the help of the metric, we consider the following model:

γab =

(
1 Γ(χ)

Γ(χ) 1 + Γ2(χ)

)
, (5.14)

where

Γ(χ) =
Γ0

2

(
1 + tanh[2(χ− χ0)/∆χ]

)
. (5.15)

Notice that Γ(χ) is a function that grows monotonically from the asymptotic value Γ = 0
at χ → −∞ to the asymptotic value Γ = Γ0 at χ → +∞. The transition takes place at
χ = χ0 and is characterized by the width parameter ∆χ. Notice that once Γ reach the
constant value Γ0, the metric becomes canonical again (which means that one can find a new
parametrization of the fields in which γab = δab). We will consider values of V0 and Vφ such
that the field χ evolves from χ→ −∞ to χ→ +∞.

5.2.1 Analysis of the model

It is clear that Γ(χ) parametrizes departures from the canonical configuration γab = δab.
The potential is such that it will force the trajectory to stay on the locus of points ψ = 0.
However, since the geometry of the target space is non-trivial, the trajectory will be subject
to a turn. To estimate the effects of the turn on the relevant background quantities, notice
first that the timescale associated to heavy fluctuations about the minimum ψ = 0 is trivially
given by:

TM =
1

Mψ
. (5.16)

Second, since the trajectory remains close to ψ = 0 (due to the mass hierarchy), the arc
length of the turn in target space ∆φ will be equal to the width of the function Γ(χ):

∆φ = ∆χ . (5.17)

Then, it immediately follows that the timescale T⊥ characterizing the duration of the turn is
simply given by:

T⊥ =
∆χ√

2ε
, (5.18)

where ε = V 2
φ /2V

2
0 . Again, we may express this period of time terms of e-folds, which is

given by

∆N⊥ '
∆χ√

2ε
. (5.19)

Then, in terms of the parameters of the model, the adiabaticity condition reads

α ≡ T 2
⊥

T 2
M

=
M2
ψ∆χ2

2εH2
� 1 . (5.20)

We may compute the radius of curvature κ of the turn by noticing that the unit vectors
associated to a curve following the minimum of the potential ψ = 0 are given by

T a = (1, 0) , Na = (Γ,−1) . (5.21)
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Plugging these expressions back into eq. (2.15) we find that the characteristic radius of
curvature while the turn is at its pick, is given by:

κ =
1

|∂χΓ| '
∆χ

|Γ0|
. (5.22)

This implies that η⊥ = φ̇/Hκ characterizing the turn is given by

η⊥ ∼
√

2ε|Γ0|
∆χ

, (5.23)

whereas the speed of sound is found to be

c−2
s ' 1 +

8εH2Γ2
0

∆χ2M2
. (5.24)

Notice that the only difference between this model and the previous one (where a plays the
role of ∆χ) is the appearance of Γ0. By defining the following dimensionless parameter,

β ≡ 8εH2Γ2
0

∆χ2M2
ψ

, (5.25)

we see that, in order to have large effects on the power spectrum due to the turn, we are
required to have β ∼ 1. Notice that one may satisfy this combination of parameters and still
stay within the region of validity of the effective field theory, given by condition (5.20).

5.2.2 Numerics

We now present our numerical analysis of this model. As in the example of section 5.1, we
choose the following values for the potential parameters associated to the flat inflationary
direction: V0 = 6.5 × 10−9 and Vφ = −5.4 × 10−11 which in the absence of turns, imply
H ∼ 1.4× 10−5, ε ' −η ' 0.0033, and ns ' 0.98. Notice that the rest of the parameters in
charge of characterizing the multi-field turn are ∆χ, Γ0 and Mψ. These may be expressed in
terms of α, β and ∆N⊥ introduced earlier as

M2
ψ = α2 2εH2

∆χ2
, (5.26)

Γ2
0 = β

∆χ2M2

8εH2
, (5.27)

∆χ = ∆N⊥
√

2ε . (5.28)

Recall that the adiabaticity condition (5.20) is equivalent to α� 1, and therefore we expect
a poor matching between the full two-field theory and the EFT for small values of α. Figure 9
shows three examples of turns for different values of the parameters α and β, but for a fixed
value ∆N = 0.4. The top panels correspond to the choice α = 9 and β = 0.25. It may
be seen that given that the value of α is relatively low, the adiabaticity condition is not
satisfied. Consistent with the discussions of the previous sections, the dependence on time
of η⊥ is dominated by fluctuations with a period of oscillation determined by TM ∼ 1/Mψ,
and the power spectrum obtained from the effective field theory (dashed red line) does not
coincide with the one obtained from the complete two-field model (solid blue line). The
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Figure 9. The figure shows η⊥ and η|| (left panels) and the resulting power spectra (right panels) for
three choices of parameters for the potential of our model 2. From top to bottom: (α, β) = (9, 0.25),
(36, 1) and (625, 0.64). In the case of the left panels, the blue solid line corresponds to η⊥ whereas
the green dashed line corresponds to η||. In the case of right panels, the blue solid line corresponds
to the power spectrum for the full two-field model, whereas the red dashed line corresponds to the
power spectrum deduced using the EFT.

middle panels correspond to the choice α = 36 and β = 1. Here the adiabaticity condition is
slightly improved while the speed of sound suffers a sizable change. Finally, the lower panels
show the situation α = 625 and β = 0.64. Here the adiabaticity condition is fully satisfied

– 23 –



0 1 2 3 4 5 6 7
−10

−8

−6

−4

−2

0

2

4

6

8

10

N
0 1 2 3 4 5 6 7

−6

−5

−4

−3

−2

−1

0

1

2

3

4

x 10
−4

N

b)a)

Figure 10. The figure shows the the quantity f(t) defined in eq. (5.29) for the cases (α, β) = (9, 0.25)
and (625, 0.64) respectively. This function assesses whether the adiabatic condition is being satisfied
during a turn. (We have chosen to plot this function in terms of e-folds N to facilitate its comparison
with other quantities).

and the speed of sound becomes suppressed during a brief period of time. This is reflected
by the excellent agreement between both power spectra, and their large features.

It may be noticed that in the first two cases (α, β) = (9, 0.25) and (36, 1), there is a
sizable variation of η||. Just like in the case of our Model 1, this variation happens only
during a brief period of time, and it is not enough to break the overall slow-roll behavior of
the system. In addition, the value of ε is not affected considerably by the turn. In the last
case (α, β) = (625, 0.64) the variation of η|| is attenuated and the only background quantity
varying considerably turns out to be η⊥. This in turns makes cs to have large variations,
therefore producing the large features observed in the resulting power spectrum.

To finish, it is instructive to verify how does the rate of change of θ̇ evolves while the
turn takes place. For this, we define

f(t) =
1

M2
eff

1

θ̇

d2

dt2
θ̇ . (5.29)

According to our discussion in section 3, the adiabaticity condition will be satisfied if
|f(t)| � 1. Figure 10 shows f as a function of e-fold N for the cases (α, β) = (9, 0.25)
and (625, 0.64) respectively. It may be appreciated that indeed case (α, β) = (9, 0.25) is far
from satisfying the adiabaticity condition, whereas the case (α, β) = (625, 0.64) satisfies it.

6 Conclusions

In this work we have analyzed the dynamics of two-field models of inflation with large mass
hierarchies. We have focussed our attention on the role that turning trajectories have on
the evolution of perturbations. If the mass M of the heavy field is much larger than the
rate of expansion H, then the heavy field may be integrated out giving rise to a low energy
effective field theory valid for curvature perturbations R, with a quadratic order action given
by eq. (3.6). At this order, all of the effects inherited from the heavy sector are reduced in
the speed of sound cs, which is given by eq. (3.7). We found that a good characterization of
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the validity of the low energy effective theory is given by the following adiabaticity condition:

∣∣∣∣
d

dt
ln θ̇

∣∣∣∣�Meff , (6.1)

where Meff is the effective mass of heavy modes. Our numerical analysis is consistent with
this condition, and we find that several non-trivial effects are still significant within this
allowed region of parameters. For instance, in section 4 we were able to provide two simple
toy models for which the effective field theory remains fully trustable. In these examples
large features are generated and appear superimposed on the primordial power spectrum of
curvature perturbations (recall the examples of figures 8 and 9). In addition, we verified
that indeed as soon as the adiabaticity condition starts to fail, this is reflected in noticeable
discrepancies in the power spectra predicted by both the complete two-dimensional model
and the effective field theory (recall figure 10).

Our results contradict those of recent works regarding the validity of effective field
theories obtained from multi-field inflation in various respects. For instance, in ref. [69] it is
claimed that the effective field theory (3.6) is only valid in the regime where turns are such
that |θ̇| � H.10 The main argument made there is that the ratio η⊥ = θ̇/H corresponds
to the coupling determining the kinetic energy transfer between the light curvature mode
with the heavy fields. A large value of η⊥ would therefore imply large transfer of energy
from curvature perturbations to the heavy mode, exciting the heavy modes and rendering
the effective field theory invalid. However, as we have seen, this energy interchange between
both modes may happen adiabatically without implying a breakdown of the effective field
theory. Indeed, the heavy mode is receiving energy from the light degree of freedom at the
same rate than it is giving it back, and therefore it is possible to have turns whereby the
heavy-mode’s high-frequency fluctuations stay suppressed (recall our discussion of section 3).

One key point here is that even for large values of η⊥ = θ̇/H the heavy modes will not
become easily excited unless they receive a sufficiently strong kick. For example, if the turn
is such that ∣∣∣∣

d

dt
ln θ̇

∣∣∣∣ & H , (6.2)

the trajectory is necessarily subject to a large angular acceleration |θ̈| & H|θ̇|, momentarily
violating slow-roll [78] but without exciting heavy modes. Moreover, as we have seen, if these
accelerations are brief (as in our examples) slow-roll is only interrupted for a short period
of time, and the system quickly goes back to the slow-roll attractor state (within an e-fold).
During these transients, η|| were typically found to have sizable variations in response to the
turns, whereas ε was found to stay close to its suppressed value.11 The net effect of this process
are oscillatory features in the power spectrum, with the frequency of the oscillation depending
on how brief was the overall turn. While current observational constraints on features are
still poor [5, 80–89], future data will certainly put strong constraints on primordial features,
therefore improving our understanding of the role of UV-physics on the very early universe.

Another important point of departure from previous works regards the procedure em-
ployed to integrate heavy fields. In the present work we have integrated out high energy

10A similar claim is made in ref. [79], where it is argued that heavy fields can only be integrated out
consistently if the rate of turn satisfies |θ̇| � H.

11This was also found numerically in ref. [26], and in ref. [69] an analytic argument was given to explain
this effect.
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fluctuations (heavy degrees of freedom) about the exact time-dependent background trajec-
tory, offered by the homogeneous equations of motion of the system. This contrasts with
other schemes [90–92] where heavy fields are taken care of at the action level, regardless of
the background dynamics, by imposing that they locally minimize the inflationary potential
(with the minima depending on the inflaton v.e.v.). In our present language this is equivalent
to VN = 0, implying that there are no turns at all (and therefore missing all of the interest-
ing features we have studied so far). Although such a case corresponds to a genuine limit
shared by a large family of multi-field potentials with mass hierarchies [93, 94], it misses the
more general situation in which the inflationary trajectory meanders away from the locus of
minima offered by the potential.

We should emphasize that our results are strictly valid only at linear order in the
fluctuations. For a complete analysis one should examine the relevance of higher order
interaction terms which could introduce important corrections when the speed of sound is
suppressed (cs � 1). This is similar to the case of DBI inflation [33, 95] where a suppressed
speed of sound makes the perturbation theory to enter the strong-coupling regime [57]. In
ref. [70] the full structure of effective field theories arising from two-field models with large
mass hierarchies is studied, and other relevant constraints involving higher order terms are
analyzed.
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B.2 Heavy fields, reduced speed of sound, and

decoupling during inflation

We discuss and clarify the validity of effective single-field theories of inflation ob-

tained by integrating out heavy degrees of freedom in the regime where adiabatic

perturbations propagate with a suppressed speed of sound. We show by construc-

tion that it is indeed possible to have inflationary backgrounds where the speed

of sound remains suppressed and uninterrupted slow-roll persists for long enough.

In this class of models, heavy fields influence the evolution of adiabatic modes in

a manner that is consistent with decoupling of physical low- and high-energy de-

grees of freedom. We emphasize the distinction between the effective masses of

the isocurvature modes and the eigenfrequencies of the propagating high-energy

modes. Crucially, we find that the mass gap that defines the high-frequency modes

increases with the strength of the turn, even as the naively heavy (isocurvature) and

light (curvature) modes become more strongly coupled. Adiabaticity is preserved

throughout, and the derived effective field theory remains in the weakly coupled

regime, satisfying all current observational constraints on the resulting primordial

power spectrum. In addition, these models allow for an observably large equilateral

non-Gaussianity.
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We discuss and clarify the validity of effective single-field theories of inflation obtained by integrating

out heavy degrees of freedom in the regime where adiabatic perturbations propagate with a suppressed

speed of sound. We show by construction that it is indeed possible to have inflationary backgrounds where

the speed of sound remains suppressed and uninterrupted slow-roll persists for long enough. In this class

of models, heavy fields influence the evolution of adiabatic modes in a manner that is consistent with

decoupling of physical low- and high-energy degrees of freedom. We emphasize the distinction between

the effective masses of the isocurvature modes and the eigenfrequencies of the propagating high-energy

modes. Crucially, we find that the mass gap that defines the high-frequency modes increases with the

strength of the turn, even as the naively heavy (isocurvature) and light (curvature) modes become more

strongly coupled. Adiabaticity is preserved throughout, and the derived effective field theory remains in

the weakly coupled regime, satisfying all current observational constraints on the resulting primordial

power spectrum. In addition, these models allow for an observably large equilateral non-Gaussianity.
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The recent observation that heavy fields can influence
the evolution of adiabatic modes during inflation [1] has
far-reaching phenomenological implications [2–5] that,
a posteriori, require a refinement of our understanding of
how high- and low-energy degrees of freedom decouple [6]
and how one splits ‘‘heavy’’ and ‘‘light’’ modes on a time-
dependent background. Provided that there is only one flat
direction in the inflaton potential, heavy fields (in the
present context, field excitations orthogonal to the back-
ground trajectory) can be integrated out. This results in a
low-energy effective field theory (EFT) for adiabatic
modes exhibiting a reduced speed of sound cs, given by

c�2
s ¼ 1þ 4 _�2=M2

eff ; (1)

where _� is the turning rate of the background trajectory in
multifield space, and Meff is the effective mass of heavy
fields, assumed to be much larger than the expansion rate
H. Depending on the nature of the trajectory, (1) can render
features in the power spectrum [3,4] and/or observably
large non-Gaussianity [1,5].

Given thatMeff is the mass of the fields we integrate, one
might doubt the validity of the EFT in the regime where
the speed of sound is suppressed [7], as this requires
_�2 � M2

eff . In this article we elaborate on this issue by

studying the dynamics of light and heavy degrees of free-
dom when c2s � 1. What emerges is a crucial distinction,
in time-dependent backgrounds, between isocurvature and
curvature field excitations, and the true heavy and light
excitations. We show that the light (curvature) mode R
indeed stays coupled to the heavy (isocurvature) modes
when strong turns take place ( _�2 � M2

eff); however,

decoupling between the physical low- and high-energy
degrees of freedom persists in such a way that the deduced
EFT remains valid. This is confirmed by a simple setup in
whichH decreases adiabatically, allowing for a sufficiently
long period of inflation. In this construction, high-energy
degrees of freedom are never excited, and yet heavy fields
do play a role in lowering the speed of sound of adiabatic
modes.
Although this is completely consistent with the prin-

ciples of EFT, it seems to have escaped previous analyses
due to some subtleties that we summarize in points i–iv
below. Furthermore, inflationary scenarios with sustained
turns and uninterrupted slow roll appear to be consistent
with all the observational constraints on the primordial
power spectrum of primordial perturbations, while predict-
ing enhanced equilateral non-Gaussianity, and we give
explicit examples at the end.
The simplest setup that allows a quantitative analysis

(see Refs. [3–5] for details) is a two-scalar system with an
action

S ¼
Z ffiffiffiffiffiffiffi�g

p �
1

2
R� 1

2
g���ab@��

a@��
b � Vð�Þ

�
; (2)

(in units 8�G ¼ 1) where R is the Ricci scalar, V is the
scalar potential and �ab is the possibly noncanonical
sigma-model metric of the space spanned by �a, with
a ¼ 1, 2. Thebackground solution to the equations ofmotion
is an inflationary trajectory �a

0ðtÞ and a Friedman-

Robertson-Walker metric ds2 ¼ �dt2 þ a2ðtÞ�ijdx
idxj,

where aðtÞ is the scale factor and H ¼ _a=a the Hubble
parameter. As usual, we take unit vectors Ta andNa tangent
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and normal to the trajectory [8] given by Ta ¼ _�a
0=

_�0 and
DtT

a ¼ � _�Na, which also defines the turning rate _�, the
angular velocity described by the bends of the trajectory.

Here Dt ¼ _�a
0ra is the covariant time derivative along

the background trajectory, and _�2
0 � �ab

_�a
0
_�b
0 [9].

Finally, we define slow-roll parameters � � � _H=H2 ¼
_�2
0=2 and 	k � � €�0=ðH _�0Þ, whose smallness ensures

that H evolves adiabatically for a sufficiently long time.
We are interested in the dynamics of scalar perturbations

��aðt; xÞ ¼ �aðt; xÞ ��a
0ðtÞ. We work in the flat gauge

and define the comoving curvature and heavy isocurvature

perturbations as R � �ðH= _�ÞTa��
a and F � Na��

a,
respectively. (A definition ofR andF valid to all orders in
perturbation theory is given in Ref. [5]). The quadratic
order action for these perturbations is

S2 ¼ 1

2

Z
a3
� _�2

0

H2
_R2 �

_�2
0

H2

ðrRÞ2
a2

þ _F 2 � ðrF Þ2
a2

�M2
effF

2 � 4 _�
_�0

H
_RF

�
: (3)

Here Meff is the effective mass of F given by

M2
eff ¼ m2 � _�2; (4)

where m2 � VNN þ �H2R and VNN � NaNararbV. R is
the Ricci scalar of the sigma-model metric �ab. Notice that
_� couples both fields and reduces the effective mass,
suggesting a breakdown of the hierarchy that permits a
single-field effective description as _�2 �m2. As we are
about to see, this expectation is somewhat premature. The
linear equations of motion in Fourier space are

€Rþ ð3þ 2�� 2	jjÞH _Rþ k2

a2
R

¼ 2 _�
H
_�0

�
_F þ

�
3� 	jj � �þ

€�

H _�

�
HF

�
; (5)

€F þ 3H _F þ k2

a2
F þM2

effF ¼ �2 _�
_�0

H
_R: (6)

Note that R ¼ constant and F ¼ 0 are nontrivial solu-
tions to these equations for arbitrary _�. Since F is heavy,
F ! 0 shortly after horizon exit, andR ! constant, as in
single-field inflation.

We are interested in (5) and (6) in the limit where _� is
constant and much greater than Meff . We first consider the
short-wavelength limit where we can disregard Hubble

friction terms and take _�0=H as a constant. In this regime,
the physical wave number p � k=a may be taken to be
constant, and (5) and (6) simplify to

€Rc þ p2Rc ¼ þ2 _� _F ;

€F þ p2F þM2
effF ¼ �2 _� _Rc;

(7)

in terms of the canonically normalized Rc ¼ ð _�0=HÞR.
The solutions are found to be [2]

Rc ¼ Rþei!þt þR�ei!�t;

F ¼ Fþei!þt þF�ei!�t;
(8)

where the two frequencies !� and !þ are given by

!2� ¼ M2
eff

2c2s
þ p2 �M2

eff

2c2s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4p2ð1� c2sÞ

M2
effc

�2
s

s
; (9)

with cs given by (1). The pairs ðR�;F�Þ and ðRþ;FþÞ
represent the amplitudes of both low- and high-frequency
modes, respectively, and satisfy

F� ¼ �2i _�!�
M2

eff þ p2 �!2�
R�; Rþ ¼ �2i _�!þ

!2þ � p2
Fþ:

(10)

Thus the fields in each pair oscillate coherently. Integrating
out the heavy mode consists in ensuring that the high-
frequency degrees of freedom do not participate in the
dynamics of the adiabatic modes. This requires a hierarchy
of the form !2� � !2þ, which from (9) requires

p2 � M2
effc

�2
s : (11)

This defines the regime of validity of the EFT, for which
one has !2þ ’ M2

effc
�2
s ¼ m2 þ 3 _�2 and the low-energy

dispersion relation

!2�ðpÞ ’ p2c2s þ ð1� c2sÞ2 p4

M2
effc

�2
s

: (12)

These expressions for!þ and!� imply a clear distinction
between low- and high-energy degrees of freedom. In
terms of the low-energy frequency, condition (11) may
be rewritten as !2� � M2

effc
�2
s , in light of which the scale

!2þ ’ M2
effc

�2
s evidently cuts off the low-energy regime.

Thus, we can safely consider only low-frequency modes,

in which case F is completely determined by Rc as F ¼
�2 _� _Rc=ðM2

effþp2�!2�Þ. Notice that !2� � M2
eff þ p2,

so !2� may be disregarded here.
As linear perturbations evolve, their physical wave

number p � k=a decreases and the modes enter the long-
wavelength regime p2c2s & H2, where they become
strongly influenced by the background and no longer
have a simple oscillatory behavior. Now the low-energy

contributions to F satisfy _F �HF , and because H2 �
M2

eff , we can simply neglect time derivatives in (6). On the

other hand, high-energy modes continue to evolve inde-
pendently of the low-energy modes, diluting rapidly as
they redshift. Thus for the entire low-energy regime (11),
time derivatives of F can be ignored in (6) and F may be

solved in terms of _R as
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F ¼ �
_�0

H

2 _� _R
k2=a2 þM2

eff

: (13)

Inserting (13) into (3) gives the tree-level effective action
for the curvature perturbation. To quadratic order [5],

Seff ¼ 1

2

Z
a3

_�2
0

H2

� _R2

c2sðkÞ
� k2R2

a2

�
; (14)

where c�2
s ðkÞ¼1þ4 _�2=ðk2=a2þM2

effÞ. This k-dependent
speed of sound is consistent with the modified dispersion
relation (12), where cs is given by (1). Reference [4]
studied the validity of (14) in the case where turns appear
suddenly. Consistent with the present analysis, it was found
that this EFT is valid even when _�2 � M2

eff , provided the

adiabaticity condition

j €�= _�j � Meff (15)

is satisfied. This condition states that the turn’s angular
acceleration must remain small in comparison to the
masses of heavy modes, which otherwise would be excited.
The above straightforwardly implies the more colloquial
adiabaticity condition j _!þ=!2þj � 1. If (15) is violated by
the background, high-energy modes can be produced and
the EFT does indeed break down, as confirmed by [10].

We now outline four crucial points that underpin our
conclusions:

(i) The mixing between fields R and F , and modes
with frequencies !� and !þ is inevitable when the
background trajectory bends. If one attempts a rota-
tion in field space in order to uniquely associate
fields with frequency modes, the rotation matrix
would depend on the scale p, implying a nonlocal
redefinition of the fields.

(ii) Even in the absence of excited high-frequency
modes, the heavy field F is forced to oscillate in
pace with the light fieldR at a frequency !�, so F
continues to participate in the low-energy dynamics
of the curvature perturbations.

(iii) When _�2 � M2
eff , the high- and low-energy

frequencies become !2þ ’ M2
effc

�2
s � 4 _�2 and

!2� ’ p2ðM2
eff þ p2Þ=ð4 _�2Þ. Thus the gap between

low- and high-energy degrees of freedom is ampli-
fied, and one can consistently ignore high-energy
degrees of freedom in the low-energy EFT.

(iv) In the low-energy regime, the field F exchanges
kinetic energy with R resulting in a reduction in
the speed of sound cs ofR, the magnitude of which
depends on the strength of the kinetic coupling _�.
This process is adiabatic and consistent with the
usual notion of decoupling in the low-energy
regime (11), as implied by (15).

At the core of these four observations is the simple fact
that in time-dependent backgrounds, the eigenmodes and
eigenvalues of the mass matrix along the trajectory do not
necessarily coincide with the curvature and isocurvature

fluctuations and their characteristic frequencies. With this
in mind, it is possible to state more clearly the refined sense
in which decoupling is operative: while the fieldsR andF
inevitably remain coupled, high- and low-energy degrees
of freedom effectively decouple.
We now briefly address the evolution of modes in the

ultraviolet regime p2 * M2
effc

�2
s . Here both modes have

similar amplitudes and frequencies, and so in principle
could interact via relevant couplings beyond linear order
(which are proportional to _�). Because these interactions
must allow for the nontrivial solutions R ¼ constant
and F ¼ 0 (a consequence of the background time-
reparametrization invariance), their action is very con-
strained [5]. Moreover, in the regime p2 � M2

effc
�2
s the

coupling _� becomes negligible when compared to p, and
one necessarily recovers a very weakly coupled set of
modes, whose p ! 1 limit completely decouples R
from F . This can already be seen in (13), where contribu-
tions to the effective action for the adiabatic mode at large
momenta from having integrated out F , are extremely
suppressed for k2=a2 � M2

eff , leading to high-frequency

contributions to (14) with cs ¼ 1.
We now analyze a model of uninterrupted slow-roll

inflation that executes a constant turn in field space, imply-
ing an almost constant, suppressed speed of sound for the
adiabatic mode. Take fields �1 ¼ �, �2 ¼ 
 with a metric
��� ¼ 
2, �

 ¼ 1, �
� ¼ ��
 ¼ 0 and potential

Vð�; 
Þ ¼ V0 � ��þm2ð
� 
0Þ2=2: (16)

This model would have a shift symmetry along the �
direction were it not broken by a nonvanishing �. This
model is a simplified version of one studied in Ref. [11],
where the focus instead was on the regime Meff �m�H
(see also Ref. [12] where the limit M2

eff � H2 � _�2 is

analyzed). The background equations of motion are

€�þ 3H _�þ 2 _� _
=
 ¼ �=
2;

€
þ 3H _
þ 
ðm2 � _�2Þ ¼ m2
0:
(17)

The slow-roll attractor is such that _
, €
 and €� are negli-
gible. This means that H, 
 and _� remain nearly constant
and satisfy the following algebraic equations near � ¼ 0:

3H _� ¼ �


2
; _�2 ¼ m2ð1� 
0=
Þ;

3H2 ¼ 1

2

2 _�2 þ V0 þ 1

2
m2ð
� 
0Þ2:

(18)

These equations describe a circular motion with a radius of
curvature 
 and angular velocity _�. Here M2

eff ¼ m2 � _�2,
implying the strict bound m2 > _�2. Thus the only way to
obtain a suppressed speed of sound is if _�2 ’ m2. Our aim
is to find the parameter ranges such that the background
attractor satisfies � � 1, c2s � 1 and H2 � M2

eff simulta-

neously. These are given by
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1 � 
0

4

�
m

ffiffiffiffiffiffiffiffi
3V0

p
�

�
1=2 � V0

6m2
� �

4
ffiffiffiffiffiffiffiffi
3V0

p
m
: (19)

If these hierarchies are satisfied, the solutions to (18) are
well approximated by


2 ¼ �ffiffiffiffiffiffiffiffi
3V0

p
m
; _� ¼ m�m
0

2

�
m

ffiffiffiffiffiffiffiffi
3V0

p
�

�
1=2

; (20)

and H2 ¼ V0=3, up to fractional corrections of order �, c2s
and H2=M2

eff . We note that the first inequality in (19)

implies 
 � 
0, and so the trajectory is displaced off the
adiabatic minimum at 
0. However, the contribution to the
total potential energy implied by this displacement is neg-
ligible compared to V0. After n cycles around 
 ¼ 0 one
has �� ¼ 2�n, and the value of V0 has to be adjusted to
V0 ! V0 � 2�n�. This modifies the expressions in (20)
accordingly, and allows us to easily compute the adiabatic
variation of certain quantities, such as s � _cs=ðcsHÞ ¼
��=4, and 	jj ¼ ��=2, where � ¼ ffiffiffi

3
p

�m2=ð2V3=2
0 Þ.

These values imply a spectral index nR for the power
spectrum PR ¼ H2=ð8�2�csÞ given by nR � 1 ¼
�4�þ 2	jj � s ¼ �19�=4.

It is possible to find reasonable values of the parameters
such that observational bounds are satisfied. Using (20) we
can relate the values of V0, �, m and 
0 to the measured
values PR and nR, and to hypothetical values for cs and
� � H=Meff as

V0 ¼ 96�2ð1� nRÞPRcs=19;

m2 ¼ 8�2ð1� nRÞPR=ð19cs�2Þ;
� ¼ 6ð16=19Þ2�2ð1� nRÞ2PRc2s�;


0 ¼ 16c3s�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� nRÞ=19

q
:

(21)

Following WMAP7, we take PR ¼ 2:42� 10�9 and
nR ¼ 0:98 [13]. Then, as an application of relations (21),
we look for parameters such that

c2s ’ 0:06; M2
eff ’ 250H2; (22)

(which imply H2 ’ 1:4� 10�10) according to which
V0 ’ 5:9� 10�10, � ’ 1:5� 10�13, m ’ 4:5� 10�4 and


0 ’ 6:8� 10�3, from which we note that m, 
0 and �1=4

are naturally all of the same order. In terms of the mass
scalem, the above implies that we have excited a field with
mass of order H2=m2 � 1=1450, completely consistent
with decoupling and the validity of the EFT. We have
checked numerically that the background equations of
motion are indeed well approximated by (20), up to frac-
tional corrections of order c2s . More importantly, we obtain
the same nearly scale-invariant power spectrum PR using
both the full two-field theory described by (5) and (6), and
the single-field EFT described by the action (14). The
evolution of curvature perturbations in the EFT compared
to the full two-field theory for the long-wavelength modes
is almost indistinguishable given the effectiveness with

which (11) is satisfied, with a marginal difference
�PR=PR ’ 0:008. This is of order ð1� c2sÞH2=M2

eff ,

which is consistent with the analysis of Ref. [4]. Despite
the suppressed speed of sound in this model, a fairly large
tensor-to-scalar ratio of r ¼ 16�cs ’ 0:02 is predicted.

As expected, for c2s � 1 a sizable value of f
ðeqÞ
NL is

implied. The cubic interactions leading to this were
deduced in Ref. [5], which for constant turns is given by
Ref. [14]

f
ðeqÞ
NL ¼ 125

108

�

c2s
þ 5

81

c2s
2

�
1� 1

c2s

�
2 þ 35

108

�
1� 1

c2s

�
: (23)

This result is valid for any single-field system with constant
cs obtained by having integrated out a heavy field. We note
that this prediction is cleanly distinguishable from those of
other single-field models (such as Dirac-Born-Infeld infla-
tion) through the different sign and magnitude for the M3

coefficient generated in the EFT expansion of Ref. [15], as
derived in Ref. [5].
Recalling that the spectral index nT of tensor modes is

nT ¼ �2�, for cs � 1 we find a consistency relation
between three potentially observable parameters, given

by f
ðeqÞ
NL ¼ �20:74n2T=r

2. In the specific case of the values

in (22), we have fðeqÞNL ’ �4:0. This value is both large and
negative, so future observations could constrain this type of
scenario. Finally, one can ask if the EFT corresponding to
(22) remains weakly coupled throughout. For this, one
needs to satisfy [5] !� <�sc, where �sc is the scale at
which our low-energy EFT becomes strongly coupled.
For the standard case in which !2� ¼ c2sp

2 this scale is
found to be given by �4

sc ’ 4��H2c5s=ð1� c2sÞ [15].
Nevertheless, for small values of cs the scaling properties
offered by the quartic piece in the modified dispersion
relation (12) necessarily pushes the value of �sc to a
larger value [16]. For the present case, this effect implies

a strong coupling scale given by �sc ’ ð8�c2sÞ2=5 �
½2�H2=ðM2

effc
�4
s Þ�2=5Meffc

�1
s [17]. For instance, for the

values (22) we find that �sc=Meffc
�1
s ’ 2, implying that

the EFT obtained by integrating a heavy field remains
weakly coupled all the way up to its cutoff scale Meffc

�1
s .

Furthermore, although we did not address how inflation
ends, the choice (22) allows for at least 45 e-folds of
inflation, which is necessary to solve the horizon and flat-
ness problems. We stress that various other values can be
chosen in (22) to arrive at similar conclusions. For ex-
ample, requiring 35 e-folds withM2

eff ’ 100H2, c2s ’ 0:02,
implies V0’3:4�10�10, �’8:1�10�13,m ’ 3:8� 10�4,


0 ’ 2:1� 10�4. In this case we find f
ðeqÞ
NL ’ �14.

In summary, the active ingredients of this toy example
are rather minimal and may well parametrize a generic
class of inflationary models, such as axion-driven infla-
tionary scenarios in string theory. Our results complement
those of Refs. [1–5] and emphasize the refined sense in
which EFT techniques are applicable during slow-roll
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inflation [15,18]. In particular, contrary to the standard
perspective regarding the role of ultraviolet physics during
inflation, heavy fields may influence the evolution of cur-
vature perturbations R in a way consistent with decou-
pling between low- and high-energy degrees of freedom.

We thank T. Battefeld, C. Burgess, D. Green, M.
Horbatsch and P. Ortiz for useful discussions. This work
was supported by funds from the Netherlands Foundation
for Fundamental Research on Matter (F.O.M), Basque
Government grant IT559-10, the Spanish Ministry of

Science and Technology grant FPA2009-10612 and

Consolider-ingenio programme CDS2007-00042 (AA), by

a Leiden Huygens Fellowship (VA), Conicyt under the

Fondecyt initiation on research project 11090279 (SC &

GAP), a Korean-CERN fellowship (JG) and the CEFIPRA/

IFCPAR project 4104-2 and ERC Advanced Investigator

Grant no. 226371 ‘‘Mass Hierarchy and Particle Physics at

the TeV Scale’’ (MassTeV) (SP). We thank King’s College

London,University ofCambridge (DAMTP),CPHTatEcole

Polytechnique and Universiteit Leiden for their hospitality.

[1] A. J. Tolley and M. Wyman, Phys. Rev. D 81, 043502
(2010).

[2] A. Achucarro, J.-O. Gong, S. Hardeman, G.A. Palma, and
S. P. Patil, Phys. Rev. D 84, 043502 (2011).

[3] A. Achucarro, J.-O. Gong, S. Hardeman, G. A. Palma,
and S. P. Patil, J. Cosmol. Astropart. Phys. 01 (2011)
030.

[4] S. Cespedes, V. Atal, and G.A. Palma, J. Cosmol.
Astropart. Phys. 05 (2012) 008.

[5] A. Achucarro, J.-O. Gong, S. Hardeman, G.A. Palma, and
S. P. Patil, J. High Energy Phys. 05 (2012) 066.

[6] For an early discussion see C. P. Burgess, J.M. Cline,
F. Lemieux, and R. Holman, J. High Energy Phys. 02
(2003) 048. For a general discussion of the applicability
of effective theories on time-dependent backgrounds see
C. P. Burgess, Living Rev. Relativity 7, 5 (2004).

[7] S. Cremonini, Z. Lalak, and K. Turzynski, Phys. Rev. D
82, 047301 (2010); S. Cremonini, Z. Lalak, and K.
Turzynski, J. Cosmol. Astropart. Phys. 03 (2011) 016;
G. Shiu and J. Xu, Phys. Rev. D 84, 103509 (2011);
A. Avgoustidis, S. Cremonini, A. C. Davis, R. H.
Ribeiro, K. Turzynski, and S. Watson, J. Cosmol.
Astropart. Phys. 06 (2012) 025.

[8] C. Gordon, D. Wands, B. A. Bassett, and R. Maartens,
Phys. Rev. D 63, 023506 (2000); S. G. Nibbelink
and B. J.W. van Tent, arXiv:hep-ph/0011325; S. G.

Nibbelink and B. J.W. van Tent, Classical Quantum
Gravity 19, 613 (2002).

[9] Projecting the equations of motion on the normal direction
relates the turning rate to the potential gradient as _� �
VN= _�0 (with VN � NaVa). The tangential projection gives
the usual single-field equations €�0þ3H _�0þVT¼0 with
VT � TaVa.

[10] X. Gao, D. Langlois, and S. Mizuno, J. Cosmol. Astropart.
Phys. 10 (2012) 040.

[11] X. Chen and Y. Wang, Phys. Rev. D 81, 063511 (2010).
[12] X. Chen and Y. Wang, J. Cosmol. Astropart. Phys. 09

(2012) 021; S. Pi and M. Sasaki, J. Cosmol. Astropart.
Phys. 10 (2012) 051.

[13] E. Komatsu et al. (WMAP Collaboration), Astrophys. J.
Suppl. Ser. 192, 18 (2011).

[14] A. Achucarro, J.-O. Gong, G. A. Palma, and S. P. Patil
(to be published).

[15] C. Cheung, P. Creminelli, A. L. Fitzpatrick, J. Kaplan, and
L. Senatore, J. High Energy Phys. 03 (2008) 014.

[16] D. Baumann and D. Green, J. Cosmol. Astropart. Phys. 09
(2011) 014.

[17] R. Gwyn, G. A. Palma, M. Sakellariadou, and S. Sypsas,
arXiv:1210.3020.

[18] S. Weinberg, Phys. Rev. D 77, 123541 (2008); C. P.
Burgess, J.M. Cline, and R. Holman, J. Cosmol.
Astropart. Phys. 10 (2003) 004.

HEAVY FIELDS, REDUCED SPEEDS OF SOUND, AND . . . PHYSICAL REVIEW D 86, 121301(R) (2012)

RAPID COMMUNICATIONS

121301-5


	Introduction
	Overview

	The concordance model of cosmology
	Background dynamics
	Einstein equations

	Concordance model
	Thermal History

	Causal structure
	Flatness Problem
	Horizon Problem


	Inflation
	Background
	Single field slow-roll inflation
	Reheating
	Case of study: V()=m-4

	Quantum origin of structures
	Classical Perturbations
	Quantization
	Choice of vacuum
	Power spectrum
	Tensor Perturtions

	Contact with observations
	Non Gaussianities


	Multifield Inflation
	Isocurvature perturbations
	Background dynamics
	Orthogonal Basis

	Perturbation theory
	Curvature and isocurvature modes
	Power spectrum


	 Heavy fields, reduced speeds of sound and decoupling during inflation
	Two Field Inflation
	Constant turns

	On the importance of heavy fields during inflation
	Introduction
	Setup
	Effective Field Theory
	Turning trajectories
	Displacement from the flat minima
	Adiabatic turns TM T
	Non-adiabatic turns TM T

	Examples of models with turns
	Model 1: Sudden turns in canonical models
	Model 2: Sudden turns induced by the metric

	Conclusions

	Cosmic inflation in a landscape of heavy-fields
	Inflation in a heavy-field landscape
	Background dynamics
	Perturbation dynamics
	The linear regime

	Effective field theory
	Preliminaries
	Computation of the effective field theory

	Discussion
	Conclussions

	Bibliography
	Cosmological Peturbation Theory
	Perturbed Universe
	Metric perturbations
	Matter perturbation

	Scalars, vectors and tensors
	Real Space SVT-decomposition

	Scalars
	Metric Perturbations
	Matter Perturbations
	Einstein Equations
	Popular gauges


	Articles Published
	On the importance of heavy fields during inflation
	Heavy fields, reduced speed of sound, and decoupling during inflation


