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#### Abstract

We establish the existence of a positive solution for the following non-variational equation $$
\begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)=|x|^{-2(a+1)+c} f(x, u, \nabla u), & \text { in } \Omega \\ u=0, & \text { on } \partial \Omega\end{cases}
$$ where the non-linearity $f(x, t, \xi)$ belongs to a class of functions that are superlinear in the variable $t$ and sublinear in the variable $\xi$. For this purpose we used an idea of a recent work by De Figueiredo et al. [D. De Figueiredo, M. Girardi, M. Matzeu, Semilinear elliptic equations with dependence on the gradient via mountain-pass techniques, Diff. Integral Equ. (in press)] and we established a new regularity result for a class of Singular Elliptic Equations.


## 1. Introduction

We consider the problem

$$
\begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)=|x|^{-2(a+1)+c} f(x, u, \nabla u), & \text { in } \Omega  \tag{1.1}\\ u=0, & \text { on } \partial \Omega\end{cases}
$$

where $0 \leq a<\frac{N-2}{2}, c \geq 1$ and $\Omega$ is a bounded domain in $\mathbb{R}^{N}$ with a smooth boundary such that $0 \in \Omega$. Since the nonlinearity $f$ depends on $\nabla u$, (1.1) cannot be treated directly by variational

[^0]methods. Our approach is based on an idea of De Figueiredo et al. [4] for an equation involving the Laplacian. This idea consists of analyzing a family of associated elliptic equations without dependence on the gradient (see also [8]). More precisely, given $w \in C^{0,1}(\Omega)$, we consider the following problem
\[

$$
\begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)=|x|^{-2(a+1)+c} f(x, u, \nabla w), & \text { in } \Omega  \tag{1.2}\\ u=0, & \text { on } \partial \Omega\end{cases}
$$
\]

Then the result is obtained by a combination of Truncation techniques, the Mountain Pass Theorem and Monotone Iteration. This also requires a proof of Lipschitz regularity of the solutions that occur in the iteration (see Section 2 below). At this stage we would like to point out that if $a<0$ or if $c<1$, then we cannot expect a solution of (1.2) to be Lipschitz continuous (for counter examples, see the remark at the end of Section 2). This means that the method of [4] is not applicable in the cases $a<0$ or $c<1$. We assign the following hypotheses on the nonlinearity $f$ :
( $f_{0}$ ) $f: \bar{\Omega} \times \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is measurable, and $f(x, \cdot, \cdot)$ is continuous on $\mathbb{R} \times \mathbb{R}^{N}$.
$\left(f_{1}\right) \lim _{t \rightarrow 0} \frac{f(x, t, \xi)}{t}=0$ uniformly for $x \in \bar{\Omega}, \xi \in \mathbb{R}^{N}$.
$\left(f_{2}\right)|f(x, t, \xi)| \leq a_{1}\left(1+|t|^{p}\right)\left(1+|\xi|^{r}\right) \forall(x, t, \xi) \in \bar{\Omega} \times \mathbb{R} \times \mathbb{R}^{N}$, for some constants $a_{1}>0$, $1<p<\min \left\{\frac{N+2}{N-2}, \frac{N-2(a+1)+2 c}{N-2(a+1)}\right\}$ and $r \in(0,1)$.
$\left(f_{3}\right) 0<\theta F(x, t, \xi) \leq t f(x, t, \xi) \forall x \in \bar{\Omega},|t| \geq t_{0}, \xi \in \mathbb{R}^{N}$, for some constants $\theta>2$ and $t_{0}>0$, where $F(x, t, \xi)=\int_{0}^{t} f(x, s, \xi) \mathrm{d} s$.
We notice that $\left(f_{3}\right)$ implies that there exist constants $a_{2}, a_{3}>0$ such that

$$
\begin{equation*}
F(x, t, \xi) \geq a_{2}|t|^{\theta}-a_{3} \quad \forall x \in \bar{\Omega}, t \in \mathbb{R}, \xi \in \mathbb{R}^{N} \tag{1.3}
\end{equation*}
$$

The above hypotheses allow us to apply the Mountain Pass Theorem of Ambrosetti and Rabinowitz (see [2]) on Eq. (1.2). The solvability of problem (1.1) is then ensured if the function $f$ satisfies two local Lipschitz conditions that are given in $\left(f_{4}\right)$ below,
$\left(f_{4}\right)\left|f\left(x, t^{\prime}, \xi\right)-f\left(x, t^{\prime \prime}, \xi\right)\right| \leq L_{1}\left|t^{\prime}-t^{\prime \prime}\right| \quad \forall x \in \bar{\Omega}, t^{\prime}, t^{\prime \prime} \in\left[0, \rho_{1}\right],|\xi| \leq \rho_{2}$, and $\left|f\left(x, t, \xi^{\prime}\right)-f\left(x, t, \xi^{\prime \prime}\right)\right| \leq L_{2}\left|\xi^{\prime}-\xi^{\prime \prime}\right| \quad \forall x \in \bar{\Omega}, t \in\left[0, \rho_{1}\right],\left|\xi^{\prime}\right|,\left|\xi^{\prime \prime}\right| \leq \rho_{2}$, where $\rho_{1}$ and $\rho_{2}$ depend on $p, N, \theta, a_{1}, a_{2}, a_{3}$ given in $\left(f_{2}\right),\left(f_{3}\right)$ and (1.3).
Let us first recall some basic facts about the weighted Sobolev spaces that we will work with (compare, e.g., [11]). Given $l \geq 1$ and $\alpha \in \mathbb{R}$, we denote by $L^{l}\left(\Omega,|x|^{-\alpha}\right)$ the space of measurable functions $u: \Omega \rightarrow \mathbb{R}$ such that

$$
\|u\|_{L^{l}\left(\Omega,|x|^{-\alpha}\right)} \equiv \int_{\Omega}|x|^{-\alpha}|u|^{l} \mathrm{~d} x<+\infty .
$$

If $a \in(-\infty,(N-2) / 2)$, then let $W_{0}^{1, p}\left(\Omega,|x|^{-2 a}\right)$ denote the closure of $C_{0}^{\infty}(\Omega)$ under the norm

$$
\|u\| \equiv \int_{\Omega}|x|^{-2 a}|\nabla u|^{2} \mathrm{~d} x .
$$

Let $l \in(1,2 N /(N-2))$ and $\alpha \leq(1+a) l+N(1-(l / 2))$. Then there is a constant $C_{0}>0$ such that

$$
\begin{equation*}
C_{0}\left(\int_{\Omega}|x|^{-\alpha}|u|^{l} \mathrm{~d} x\right)^{2 / l} \leq \int_{\Omega}|x|^{-2 a}|\nabla u|^{2} \mathrm{~d} x . \tag{1.4}
\end{equation*}
$$

The case $l=2$ in (1.4) requires special attention in our analysis. Consider the weighted Rayleigh quotient

$$
Q_{a, c}(v):=\frac{\int_{\Omega}|x|^{-2 a}|\nabla v|^{2} \mathrm{~d} x}{\int_{\Omega}|x|^{-2(a+1)+c} v^{2} \mathrm{~d} x}, v \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right), v \neq 0,
$$

where $a \in(-\infty,(N-2) / 2)$ and $c \geq 0$ and set

$$
\begin{equation*}
S(\Omega, a, c):=\inf \left\{Q_{a, c}(v): v \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right), v \neq 0\right\} \tag{1.5}
\end{equation*}
$$

If $c>0$, then $S(\Omega, a, c)$ is equal to the first eigenvalue of the following problem

$$
\begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)=\lambda|x|^{-2(a+1)+c} u & \text { in } \Omega  \tag{1.6}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

and $S(\Omega, a, c)$ is attained for any first eigenfunction of (1.6) (see [11]).
If $c=0$, then $S\left(\mathbb{R}^{N}, a, 0\right)=((N-2-2 a) / 2)^{2}$, but the infimum in (1.5) is not attained (see [3]). It is easy to see that this also implies that $S(\Omega, a, 0)=((N-2-2 a) / 2)^{2}$, and that $S(\Omega, a, 0)$ is not attained. We are now in a position to formulate our main result.

Theorem 1.1. Let $\Omega$ be a $C^{1}$-domain, and assume that either $0<a<(N-2) / 2$ and $c \geq 1$, or $a=0$ and $c>1$. Furthermore, suppose that $f$ satisfies $\left(f_{0}\right), \ldots,\left(f_{4}\right)$. Then problem (1.1) has a positive and a negative solution in $W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$ provided that

$$
\begin{equation*}
\frac{L_{1}}{S(\Omega, a, c)}+\frac{L_{2}}{\sqrt{S(\Omega, a, 2(c-1))}}<1 . \tag{1.7}
\end{equation*}
$$

Our paper is organized as follows. In Section 2 we obtain regularity properties for the solutions of problem (1.2). The proof of Theorem 1.1 is given in Section 3.

## 2. A regularity result

In this section we prove boundedness and smoothness for solutions of problem (1.2).
Theorem 2.1. Let $a \in(-\infty,(N-2) / 2), c>0, M>0, \beta:=2(a+1)-c, 1<q<$ $\min \{(N+2) /(N-2) ;(N-2(a+1)+2 c) /(N-2(a+1))\}$, and let $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}, a$ Caratheodory function such that

$$
\begin{equation*}
|g(x, t)| \leq M\left(1+|t|^{q}\right) \quad \forall(x, t) \in \Omega \times \mathbb{R} . \tag{2.8}
\end{equation*}
$$

Furthermore, let $u \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$ satisfy weakly

$$
\begin{equation*}
-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)=|x|^{-\beta} g(x, u) \quad \text { in } \Omega \tag{2.9}
\end{equation*}
$$

Then there is a constant $C>0$, depending only on $N, \Omega, a$, $c$ and $q$, such that

$$
\begin{equation*}
|u(x)| \leq M C \quad \text { in } \Omega . \tag{2.10}
\end{equation*}
$$

Moreover, there is a number $\alpha \in(0,1]$ such that $u \in C_{\mathrm{loc}}^{0, \alpha}(\Omega)$. Finally, if $\partial \Omega \in C^{0,1}$ then $u \in C^{0, \alpha}(\bar{\Omega})$.

Proof. We introduce new coordinates

$$
x=|y|^{k-1} y, x \in \mathbb{R}^{N}, \quad \text { where } k=\frac{N-2}{N-2(a+1)},
$$

and set $D:=\{y: x \in \Omega\}, v(y):=u(x), h(y, t):=g(x, t), \forall(x, t) \in \Omega \times \mathbb{R}$. It is then easy to see that $v \in W_{0}^{1,2}(D)$, and $v$ satisfies weakly

$$
\begin{equation*}
-\frac{\partial}{\partial y_{i}} a_{i}(y, \nabla v)=k^{2}|y|^{-\gamma} h(y, v) \quad \text { in } D \tag{2.11}
\end{equation*}
$$

where

$$
a_{i}(y, \xi)=k^{2} \xi_{i}+\left(1-k^{2}\right) \frac{y_{i} y_{j} \xi_{j}}{|y|^{2}} \quad \forall(y, \xi) \in D \times \mathbb{R}^{N}
$$

and $\gamma=2-c(N-2) /(N-2(a+1))$. Notice that $k>0$,

$$
\begin{gather*}
\xi_{i} a_{i}(y, \xi) \geq\left\{\begin{array}{ll}
|\xi|^{2} & \text { if } k \geq 1 \\
k^{2}|\xi|^{2} & \text { if } k<1
\end{array}\right. \text { and }  \tag{2.12}\\
\sqrt{\sum_{i=1}^{N} a_{i}^{2}(x, \xi)} \leq \begin{cases}|\xi| & \text { if } k<1 \\
k^{2}|\xi| & \text { if } k \geq 1\end{cases} \tag{2.13}
\end{gather*}
$$

Now we write

$$
d(y):=\frac{|y|^{-\gamma} h(y, v(y))}{1+|v(y)|}, \forall y \in D
$$

Since $v \in L^{2 N /(N-2)}(\Omega)$ by the Sobolev Embedding Theorem, and since $q<1+2 c /(N-$ $2(a+1)$ ), we find using Hölder's inequality and (2.8),

$$
\begin{aligned}
\int_{D}|d|^{N / 2} \mathrm{~d} y \leq & c_{2} \int_{D}|y|^{-\gamma N / 2}\left(1+|v|^{(q-1) N / 2}\right) \\
\leq & c_{2}\left(\int_{D}|y|^{-\frac{2 \gamma N}{4-(N-2)(q-1)}}\right)^{\frac{4-(N-2)(q-1)}{4}} \\
& \times\left(c_{3}+\left(\int_{D}|v|^{2 N /(N-2)}\right)^{(N-2)(q-1) / 4}\right) \\
< & +\infty
\end{aligned}
$$

where $c_{2}, c_{3}$ are some positive constants. In other words, we have that

$$
-\left(\partial / \partial y_{i}\right) a_{i}(y, \nabla v)=d(y)(1+|v|) \quad \text { in } D
$$

where $d \in L^{N / 2}(D)$. We can now apply Lemma B3 of [10], p. 244 ff ., to obtain that $v \in L^{r}(D)$ for every $r \geq 1$. (Notice that the above mentioned Lemma B3 has been formulated only for the Laplace operator, but its proof carries over without difficulty to the general case, due to the properties (2.12) and (2.13).) Hence we have that $|y|^{-\gamma} g(y, v(y)) \in L^{\rho}(D)$ for some $\rho>N / 2$. The assertions then follow from [9].

Next we consider the problem

$$
\begin{align*}
& u \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right),  \tag{2.14}\\
& -\operatorname{div}\left(|x|^{-2 a} \nabla u\right)=|x|^{-2 a-2+c} f(x) \quad \text { in } \Omega,
\end{align*}
$$

where $c \geq 1$ and $f \in L^{\infty}(\Omega)$. Notice first that if $c>0$, then a result of [5], Theorem 1.1, tells us that $u$ is bounded and $u \in C^{0, \alpha}\left(\Omega^{\prime}\right)$ for some $\alpha \in(0,1)$ and for every $\Omega^{\prime} \subset \subset \Omega$. Our proof is
based on a blow-up argument as used by Gidas and Spruck (see [6]), and requires the following Liouville-type result:

Theorem 2.2. Let $a \in(-\infty,(N-2) / 2)$ and

$$
\begin{equation*}
m_{1}=-\frac{N-2}{2}+a+\sqrt{\left(\frac{N-2}{2}-a\right)^{2}+N-1} \tag{2.15}
\end{equation*}
$$

Then, if $u \in W_{\text {loc }}^{1,2}\left(\mathbb{R}^{N},|x|^{-2 a}\right)$ satisfies

$$
\begin{align*}
& -\operatorname{div}\left(|x|^{-2 a} \nabla u\right)=0 \quad \text { and }  \tag{2.16}\\
& |u(x)| \leq C\left(1+|x|^{m_{1}-\varepsilon}\right) \quad \text { on } \mathbb{R}^{N}, \tag{2.17}
\end{align*}
$$

for some $C>0$, and $\varepsilon \in\left(0, m_{1}\right)$, it follows that $u$ is constant on $\mathbb{R}^{N}$.
Proof. Let $(r, \theta)$ denote $N$-dimensional polar coordinates, $\left(r=|x|, \theta \in \mathcal{S}^{N-1}\right)$, and let $\left\{v_{n}\right\}$ be the sequence of orthonormal eigenfunctions for the Laplace-Beltrami operator on $\mathcal{S}^{N-1}$, that is,

$$
\begin{align*}
& -\Delta_{\theta} v_{k}=\lambda_{k} v_{k} \quad \text { on } \mathcal{S}^{N-1}, k=0,1,2, \ldots  \tag{2.18}\\
& \int_{\mathcal{S}^{N-1}} v_{i} v_{j} \mathrm{~d} \theta=\delta_{i j}, \quad i, j=0,1,2, \ldots, \text { and }  \tag{2.19}\\
& \lambda_{0} \leq \lambda_{1} \leq \lambda_{2} \leq \cdots \tag{2.20}
\end{align*}
$$

Notice that $\lambda_{0}=0, v_{0}=$ const. $\neq 0, \lambda_{1}=\cdots=\lambda_{N}=N-1, v_{k}=C x_{k} /|x|, k=1, \ldots, N$, for some $C>0$, and the eigenvalues $\lambda\left(=\lambda_{k}\right)$ can be calculated from the relation

$$
\lambda=n^{2}+n(N-2), \quad n=0,1,2, \ldots .
$$

Let $R>0$, and let $b_{k}(R), k=0,1, \ldots$, (unique!) numbers such that

$$
\begin{equation*}
u(R, \theta)=\sum_{k=0}^{+\infty} b_{k}(R) v_{k}(\theta), \quad \forall \theta \in \mathcal{S}^{N-1} \tag{2.21}
\end{equation*}
$$

Then we have the following representation of $u$ (see [1], proof of Theorem 4.4),

$$
\begin{align*}
& u(r, \theta)=\sum_{k=0}^{+\infty} b_{k}(R) r^{m_{k}} v_{k}(\theta), \quad \forall r \in[0, R], \forall \theta \in \mathcal{S}^{N-1},  \tag{2.22}\\
& \text { where } \quad m_{k}=-\frac{N-2}{2}+a+\sqrt{\left(\frac{N-2}{2}-a\right)^{2}+\lambda_{k}} . \tag{2.23}
\end{align*}
$$

Since $R>0$ is arbitrary, we have that

$$
\begin{equation*}
b_{k}(R)=c_{k} R^{m_{k}}, \tag{2.24}
\end{equation*}
$$

for some numbers $c_{k} \in \mathbb{R}, k=0,1,2, \ldots$ Using Parseval's identity on $\partial B_{R}$ and assumption (2.17), we then find that

$$
\begin{equation*}
C\left(1+R^{2 m_{1}-2 \varepsilon}\right) \geq \int_{\mathcal{S}^{N-1}} u^{2}(R, \theta) \mathrm{d} \theta=\sum_{k=0}^{+\infty} c_{k}^{2} R^{2 m_{k}} \quad \forall R>0 \tag{2.25}
\end{equation*}
$$

for some $C>0$. Passing to the limit $R \rightarrow+\infty$, this gives $c_{k}=0$ for $k \geq 1$. Hence $u$ is constant on $\mathbb{R}^{N}$.

Lemma 2.1. Let $a \in(-\infty,(N-2) / 2), c>0, f \in L^{\infty}(\Omega)$, and let $u$ be a solution of (2.14). Then for every $\delta>0$ satisfying $\delta \leq c$ and $\delta<m_{1}$, there is a number $c_{1}>0$ depending only on $\delta, c, a, N$ and $\Omega$ such that

$$
\begin{equation*}
|u(x)-u(0)| \leq c_{1} M|x|^{\delta} \quad \forall x \in \Omega, \tag{2.26}
\end{equation*}
$$

where $M:=\|f\|_{L^{\infty}(\Omega)}$.
Proof. First assume that $M=1$. Suppose that (2.26) is wrong. Then there is a number $\delta>0$ with $\delta \leq c$ and $\delta<m_{1}$ and a sequence $\left\{x_{n}\right\} \subset \Omega \backslash\{0\}$ with $x_{n} \rightarrow 0$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|u\left(x_{n}\right)-u(0)\right|\left|x_{n}\right|^{-\delta}=+\infty \tag{2.27}
\end{equation*}
$$

Define rotations $\rho_{n}$ of the coordinate system about the origin such that $\rho_{n} x_{n}=\left(\varepsilon_{n}, 0, \ldots, 0\right)$ $=: y_{n},\left(\varepsilon_{n}>0\right)$, and let $\Omega_{n}:=\rho_{n} \Omega, f_{n}(x):=f\left(\rho_{n} x\right), u_{n}(x):=u\left(\rho_{n} x\right), n=1,2, \ldots$. We may assume w.l.o.g. that $\left\{\varepsilon_{n}\right\}$ is decreasing and

$$
\begin{equation*}
\left|u_{n}(x)-u_{n}(0)\right||x|^{-\delta} \leq\left|u_{n}\left(y_{n}\right)-u_{n}(0)\right| \varepsilon_{n}^{-\delta} \quad \forall x \in \Omega_{n} \text { with }|x| \geq \varepsilon_{n} \tag{2.28}
\end{equation*}
$$

Setting $D_{n}:=\left\{\left(1 / \varepsilon_{n}\right) x: x \in \Omega_{n}\right\}, g_{n}(x):=f_{n}\left(\varepsilon_{n} x\right)$, and

$$
v_{n}(x):=\frac{u_{n}\left(\varepsilon_{n} x\right)-u_{n}(0)}{u_{n}\left(y_{n}\right)-u_{n}(0)},
$$

we find $v_{n}(0)=0, v_{n}(e)=1$, where $e$ is the unit vector $(1,0, \ldots, 0)$,

$$
\begin{equation*}
\left|v_{n}(x)\right| \leq|x|^{\delta} \quad \text { in } D_{n} \backslash B_{1}, \tag{2.29}
\end{equation*}
$$

$v_{n} \in W_{0}^{1,2}\left(D_{n},|x|^{-2 a}\right)$, and

$$
\begin{equation*}
-\operatorname{div}\left(|x|^{-2 a} \nabla v_{n}\right)=\frac{|x|^{-2 a-2+c} g_{n}(x) \varepsilon_{n}^{\delta}}{u_{n}\left(\varepsilon_{n} e\right)-u_{n}(0)}=: h_{n}(x) \quad \text { in } D_{n} . \tag{2.30}
\end{equation*}
$$

By (2.27) we have that

$$
\lim _{n \rightarrow \infty} \frac{\varepsilon_{n}^{\delta}}{u_{n}\left(\varepsilon_{n} e\right)-u_{n}(0)}=0
$$

so that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} h_{n}(x)=0 \quad \text { uniformly in any compact subset of } \mathbb{R}^{N} . \tag{2.31}
\end{equation*}
$$

Furthermore, using elliptic estimates separately in $B_{1}$ and in $D_{n} \backslash B_{1}$, we find - see [5] that the $v_{n}$ s are uniformly bounded and $v_{n} \in C^{0, \alpha}\left(D^{\prime}\right)$ for some $\alpha \in(0,1)$, for every $D^{\prime} \subset \subset D_{n}$. Hence, in view of (2.29)-(2.31), there is a subsequence $\left\{v_{n^{\prime}}\right\}$ and a function $v \in W_{\text {loc }}^{1,2}\left(\mathbb{R}^{N},|x|^{-2 a}\right) \cap C^{0, \alpha}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{align*}
& v_{n}^{\prime} \longrightarrow v \quad \text { in } W^{1,2}\left(B_{R},|x|^{-2 a}\right) \quad \text { and in } C^{0, \alpha}\left(B_{R}\right), \forall R>0,  \tag{2.32}\\
& \operatorname{div}\left(|x|^{-2 a} \nabla v\right)=0 \quad \text { on } \mathbb{R}^{N},  \tag{2.33}\\
& |v(x)| \leq|x|^{\delta} \quad \text { for }|x| \geq 1, \quad \text { and }  \tag{2.34}\\
& v(0)=0, \quad v(e)=1 . \tag{2.35}
\end{align*}
$$

Using the previous theorem, conditions (2.33) and (2.34) imply that $v$ must be constant, contradicting (2.35).

In the general case, the result follows from the above analysis, replacing $u$ by $M^{-1} u$.

We now prove the main results of this section.
Theorem 2.3. Let $0<a<(N-2) / 2, c>1, f \in L^{\infty}(\Omega)$, and let $u$ be a solution of (2.14). Then $u \in C^{1, \beta}(\Omega)$ for every $\Omega^{\prime} \subset \subset \Omega$, and for every $\beta \in(0,1)$ with $\beta \leq c-1$ and $\beta<m_{1}-1$. Moreover, for every such $\beta$, and $\Omega^{\prime}$, there is a constant $c_{2}$ depending only on $c, \beta$, and $\Omega^{\prime}$ such that

$$
\begin{equation*}
\|u\|_{C^{1, \beta}\left(\Omega^{\prime}\right)} \leq c_{2} M \tag{2.36}
\end{equation*}
$$

where $M:=\|f\|_{L^{\infty}(\Omega)}$. Finally, if $\Omega$ is a $C^{1, \beta}$-domain, then $u \in C^{1, \beta}(\bar{\Omega})$ and (2.36) holds with $\Omega^{\prime}$ replaced by $\bar{\Omega}$.

Proof. As in the proof of Lemma 2.1, we may assume that $M=1$. First observe that standard regularity theory tells us (see, e.g., [7]) that

$$
\begin{equation*}
u \in C^{1, \alpha}\left(\Omega^{\prime} \backslash \overline{B_{\varepsilon}}\right) \quad \text { for every } \Omega^{\prime} \subset \subset(\Omega \backslash\{0\}) \text { and } \forall \alpha \in(0,1) \tag{2.37}
\end{equation*}
$$

Let $\delta \in(1, c]$ with $\delta<m_{1}$, and $\varepsilon_{0}>0$ such that $B_{4 \varepsilon_{0}} \subset \Omega$, and $\varepsilon \in\left(0, \varepsilon_{0}\right)$. Setting $u_{\varepsilon}(x):=\varepsilon^{-\delta}(u(\varepsilon x)-u(0)), f_{\varepsilon}(x):=f(\varepsilon x)$, and $\Omega_{\varepsilon}=\{(1 / \varepsilon) x: x \in \Omega\}$, we have that $u_{\varepsilon} \in W_{0}^{1,2}\left(\Omega_{\varepsilon},|x|^{-2 a}\right)$, and

$$
\begin{equation*}
-\operatorname{div}\left(|x|^{-2 a} \nabla u_{\varepsilon}\right)=|x|^{-2 a-2+c} f_{\varepsilon}(x) \varepsilon^{c-\delta} \quad \text { in } \Omega_{\varepsilon} \tag{2.38}
\end{equation*}
$$

By the previous lemma, the $u_{\varepsilon} \mathrm{s}$ are uniformly bounded. Hence, using elliptic estimates in $B_{4} \backslash \overline{B_{1 / 2}}$, we obtain from (2.38) that for every $\alpha \in(0,1)$ there is a constant $c_{2}(\alpha)$, independent of $\varepsilon$ such that

$$
\left|\nabla u_{\varepsilon}(x)-\nabla u_{\varepsilon}(y)\right| \leq c_{2}(\alpha)|x-y|^{\alpha} \quad \text { in } B_{2} \backslash \overline{B_{1}}
$$

which implies

$$
|\nabla u(x)-\nabla u(y)| \leq c_{2}(\alpha)|x-y|^{\alpha} \varepsilon^{\delta-1-\alpha} \quad \text { in } B_{2 \varepsilon} \backslash \overline{B_{\varepsilon}}
$$

Choosing $\alpha \leq \delta-1$, this shows that

$$
\begin{equation*}
|\nabla u(x)-\nabla u(y)| \leq c_{2}(\alpha)|x-y|^{\alpha} \quad \text { in } B_{2 \varepsilon} \backslash \overline{B_{\varepsilon}} \tag{2.39}
\end{equation*}
$$

By the previous lemma and by (2.37) we have that $u \in C_{\text {loc }}^{1}(\Omega)$ and $\nabla u(0)=0$. Together with (2.37), this proves (2.36).

Finally, if $\Omega$ is a $C^{1, \beta}$-domain, then one has

$$
\begin{equation*}
u \in C^{1, \beta}\left(\bar{\Omega} \backslash B_{\varepsilon}\right) \quad \forall \varepsilon>0 \tag{2.40}
\end{equation*}
$$

This implies $u \in C^{1, \beta}(\bar{\Omega})$, by the above considerations.
A slight modification of the above proof in the case $c=1$ leads to the following:
Theorem 2.4. Let $0<a<(N-2) / 2, c=1, f \in L^{\infty}(\Omega)$, and let $u$ be a solution of (2.14). Then $u \in C^{0,1}\left(\Omega^{\prime}\right)$ for every $\Omega^{\prime} \subset \subset \Omega$. Moreover, there is a constant $d_{2}$ depending only on a and $\Omega^{\prime}$ such that

$$
\begin{equation*}
\|\nabla u\|_{L^{\infty}\left(\Omega^{\prime}\right)} \leq d_{2} M \tag{2.41}
\end{equation*}
$$

where $M$ is as in Theorem 2.3. Finally, if $\Omega$ is a $C^{1}$-domain, then $u \in C^{0,1}(\bar{\Omega})$ and (2.41) holds with $\Omega^{\prime}$ replaced by $\Omega$.

Proof. We proceed similarly as in the previous proof. Notice first that $u$ satisfies (2.26) with $\delta=1$, and that (2.37). Moreover, if $\Omega$ is a $C^{1}$-domain, then one has

$$
\begin{equation*}
u \in C^{0,1}\left(\bar{\Omega} \backslash B_{\varepsilon}\right) \quad \forall \varepsilon>0 . \tag{2.42}
\end{equation*}
$$

Choosing $\varepsilon_{0}$ as before and $\varepsilon \in\left(0, \varepsilon_{0}\right)$, we set $u_{\varepsilon}(x):=(u(\varepsilon x)-u(0)) / \varepsilon$. Then we have that

$$
\begin{equation*}
-\operatorname{div}\left(|x|^{-2 a} \nabla u_{\varepsilon}\right)=|x|^{-2 a-1} f_{\varepsilon}(x) \quad \text { in } \Omega_{\varepsilon} \tag{2.43}
\end{equation*}
$$

Using elliptic estimates in $B_{4} \backslash \overline{B_{1 / 2}}$, we see from (2.43) that there is a constant $c_{3}$ independent of $\varepsilon$, such that

$$
\left|\nabla u_{\varepsilon}(x)\right| \leq c_{3} \quad \text { in } B_{2} \backslash \overline{B_{1}} .
$$

This implies

$$
|\nabla u(x)| \leq c_{3} \quad \text { in } B_{2 \varepsilon} \backslash \overline{B_{\varepsilon}} .
$$

Now the assertion follows from the continuity of $u$ and from (2.26) with $\delta=1$ and (2.42).
Remarks. (1) Let us briefly report about the well-known Laplacian case, $a=0$. Notice that we cannot argue as in the proof of Theorem 2.3 , since $m_{1}=1$.

Assume that $c \in(1,2)$. Since $|x|^{-2 a-2+c} f(x) \in L^{p}(\Omega)$ for every $p>N /(2-c)$, we have that $W_{\text {loc }}^{2, p}(\Omega)$ for these $p$. By the Embedding Theorem this implies that $u \in C^{1, \beta}\left(\Omega^{\prime}\right)$ for every $\Omega^{\prime} \subset \subset \Omega$, and $\beta \in(0, c-1)$. Moreover, if $\Omega$ is a $C^{1, \beta}$-domain then $u \in C^{1, \beta}(\bar{\Omega})$.
(2) We wish to demonstrate that the restrictions on the parameters $a$ and $c$ in the above Theorems 2.3 and 2.4 are optimal.

Choose $R_{0}>0$ such that $B_{R_{0}} \subset \subset \Omega$, and let $a \in(-\infty,(N-2) / 2)$, and $c_{i}>0$, $i=1,2,3$, with $c_{3}=m_{1}$, where $m_{1}$ is given by (2.15). Setting $u_{1}(x)=|x|^{c_{1}}, u_{2}(x)=$ $x_{1}|x|^{m_{1}-1}$, and $u_{3}(x)=x_{1}|x|^{m_{1}-1} \log |x|$ in $B_{R_{0}}$, we have that

$$
\begin{equation*}
-\operatorname{div}\left(|x|^{-2 a} \nabla u_{i}\right)=|x|^{-2 a-2+c_{i}} f_{i}(x) \quad \text { in } B_{R_{0}}, \quad i=1,2,3, \tag{2.44}
\end{equation*}
$$

where $f_{1}(x)=-c_{1}\left(N+c_{1}-2-2 a\right), f_{2}(x) \equiv 0$, and

$$
f_{3}(x)=-2 x_{1}|x|^{-1} \sqrt{((N-2-2 a) / 2)^{2}+N-1}
$$

Clearly we may continue $u_{i}$ to a function in $C^{2}(\bar{\Omega} \backslash\{0\})$ with compact support in $\Omega$, and such that $u_{i}$ is a solution of problem (2.14) with right-hand side $|x|^{-2 a-2+c_{i}} f_{i}(x)$, where $f_{i} \in L^{\infty}(\Omega), i=1,2,3$. The examples show that an estimate (2.26) with $\delta \geq m_{1}$ or with $\delta>c$ does not hold in general. In particular, the first example, $u_{1}$, shows that one cannot expect a solution of (2.14) to be Lipschitz continuous if $c<1$. Moreover, if $a<0$ then we have that $m_{1}<1$, so that $u_{2}$ provides an example of a solution of (2.14) that is not Lipschitz continuous. Finally, a counter example for Lipschitz continuity in the case $a=0$ and $c=1$ is given by $u_{3}$.

## 3. Truncation argument

From now on, we assume that $\Omega, a$ and $c$ are as in Theorem 1.1. In order to obtain a solution of (1.2) we first consider a truncated problem. Fix some number $R>0$. Then let

$$
\begin{aligned}
& f_{R}(x, t, \xi)=f\left(x, t, \xi \varphi_{R}(\xi)\right), \quad \text { and } \\
& F_{R}(x, t, \xi)=\int_{0}^{t} f_{R}(x, \tau, \xi) \mathrm{d} \tau \quad \forall(x, t, \xi) \in \bar{\Omega} \times \mathbb{R} \times \mathbb{R}^{N},
\end{aligned}
$$

where $\varphi_{R} \in C^{1}\left(\mathbb{R}^{N}\right)$ and satisfies the following conditions

$$
\begin{cases}\left|\varphi_{R}(\xi)\right| \leq 1 & \forall \xi \in \mathbb{R}^{N}  \tag{3.45}\\ \varphi_{R}(\xi)=1 & \forall|\xi| \leq R \\ \varphi_{R}(\xi)=0 & \forall|\xi| \geq R+1\end{cases}
$$

Furthermore, for any fixed $w \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$ we define a functional $I_{w}^{R}: W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right) \rightarrow$ $\mathbb{R}$ by

$$
I_{w}^{R}(v)=\frac{1}{2} \int_{\Omega}|x|^{-2 a}|\nabla v|^{2}-\int_{\Omega}|x|^{-2(a+1)+c} F_{R}(x, v, \nabla w) .
$$

The critical points $u_{w}^{R}$ of $I_{w}^{R}$ are weak solutions of the semi-linear elliptic problem

$$
\begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u_{w}^{R}\right)=|x|^{-2(a+1)+c} f_{R}\left(x, u_{w}^{R}, \nabla w\right) & \text { in } \Omega \\ u_{w}^{R}=0 & \text { on } \partial \Omega .\end{cases}
$$

Our aim is to show that the functional $I_{w}^{R}$ has a structure of Mountain Pass type for any $w \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$. Indeed one can state the following two lemmata.

Lemma 3.1. For every $R>0$ there exist positive numbers $\rho<1$ and $\alpha$ such that

$$
\begin{array}{ll}
I_{w}^{R}(v) \geq \alpha & \forall w \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right) \quad \text { and } \\
& \forall v \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right) \quad \text { satisfying }\|v\|=\rho . \tag{3.46}
\end{array}
$$

Lemma 3.2. There exists some $\bar{v} \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$ with $\bar{v} \geq 0,\|\bar{v}\|>1$ such that

$$
\begin{equation*}
I_{w}^{R}(\bar{v})<0 \quad \forall R>0 \text { and } \forall w \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right) . \tag{3.47}
\end{equation*}
$$

Proof of Lemma 3.1. It follows from $\left(f_{1}\right)$ and $\left(f_{2}\right)$ that there is a positive constant $k_{\varepsilon}$ that depends only on $\varepsilon$, such that

$$
\left|F_{R}(x, t, \xi)\right| \leq \frac{\varepsilon t^{2}}{2}+k_{\varepsilon}(R+2)^{r}|t|^{p+1}
$$

In view of (1.4) we have that

$$
\begin{align*}
\int_{\Omega}|x|^{-2(a+1)+c} F_{R}(x, v, \nabla w) \leq & \frac{\varepsilon}{2} \int_{\Omega}|x|^{-2(a+1)+c} v^{2} \\
& +k_{\varepsilon}(R+2)^{r} \int_{\Omega}|x|^{-2(a+1)+c}|v|^{p+1}  \tag{3.48}\\
\leq & C\left(\frac{\varepsilon}{2}+k_{\varepsilon}(R+2)^{r}\|v\|^{p-1}\right)\|v\|^{2}
\end{align*}
$$

for some constant $C>0$. Now, choosing

$$
\|v\|<\left(\frac{\varepsilon}{2 k_{\varepsilon}(R+2)^{r}}\right)^{\frac{1}{p-1}}
$$

in the above inequality, one gets

$$
\int_{\Omega}|x|^{-2(a+1)+c} F_{R}(x, v, \nabla w) \leq C \varepsilon\|v\|^{2},
$$

so that (3.46) easily follows by taking $\varepsilon<(2 C)^{-1}, \rho<\min \left\{1 ;\left(4 k_{\varepsilon}(R+2)^{r} C\right)^{-1 /(p-1)}\right\}$ and $\alpha=\left(\frac{1}{2}-C \varepsilon\right) \rho^{2}$.

Proof of Lemma 3.2. We fix some function $v_{0} \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$, with $v_{0} \geq 0, v_{0} \neq 0$. By (1.3) one gets, for any $t>0$,

$$
I_{w}^{R}\left(t v_{0}\right) \leq \frac{t^{2}}{2} \int_{\Omega}|x|^{-2 a}\left|\nabla v_{0}\right|^{2}-a_{2} \int_{\Omega}|x|^{-2(a+1)+c} t^{\theta}|v|^{\theta}+\widetilde{a_{3}},
$$

where $\tilde{a_{3}}=a_{3} \int_{\Omega}|x|^{-2(a+1)+c}$. Then we choose $\bar{v}=\bar{t} v_{0}$ with $\bar{t}$ sufficiently large such that $\|\bar{v}\|>1$ and $I_{w}^{R}(\bar{v})<0$ for all $R>0$.

Proposition 3.1. Let $\left(f_{0}\right), \ldots,\left(f_{3}\right)$ be satisfied and let $w \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$ and $\bar{v}$ be given by Lemma 3.2. Then, for every $R>0$, there exists some $v=v(w, R)$ such that

$$
\begin{align*}
& D\left(I_{w}^{R}\right)(v)=0 \quad \text { and } \\
& I_{w}^{R}(v)=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} I_{w}^{R} \tag{3.49}
\end{align*}
$$

where

$$
\begin{equation*}
\Gamma=\left\{\gamma \in C^{0}\left([0,1] ; W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)\right): \gamma(0)=0, \gamma(1)=\bar{v}\right\} . \tag{3.50}
\end{equation*}
$$

Proof. We have that $I_{w}^{R}(0)=0$. Furthermore, the functional $I_{w}^{R}$ satisfies the (PS)-condition in view of $\left(f_{0}\right), \ldots,\left(f_{3}\right)$. Then the existence of an element $v$ such that (3.49) and (3.50) hold is an immediate consequence of the Lemmatas 3.1 and 3.2 and of the Mountain Pass Theorem due to Ambrosetti and Rabinowitz (see [2]).

Next, we will obtain a positive and a negative solution of (1.1). To this end, we fix an arbitrary element $u_{0} \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$ and $R>0$, and we consider the following iterative scheme:

Given $n \in \mathbb{N}$, fix an element $v=u_{n}^{R}$ satisfying (3.49) and (3.50) with

$$
\begin{equation*}
w=u_{n-1}^{R} . \tag{3.51}
\end{equation*}
$$

Notice that the elements $u_{n}^{R}$ above are not unique in general. Now we obtain a uniform estimate from above for the $W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$-norms of $u_{n}^{R}$. This will finally allow us to get rid of the dependence on $R$, and to pass to the following iteration scheme:

$$
(P)_{n} \quad \begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u_{n}\right)=|x|^{-2(a+1)+c} f\left(x, u_{n}, \nabla u_{n-1}\right) & \text { in } \Omega \\ u_{n}=0 & \text { on } \partial \Omega .\end{cases}
$$

## Lemma 3.3. There exists a positive constant $c_{1}$ such that

$$
\begin{equation*}
\left\|u_{n}^{R}\right\| \leq c_{1} \tag{3.52}
\end{equation*}
$$

for every $n \in \mathbb{N}$ and $R>0$.
Proof. Using the definition of $u_{n}^{R}$ and choosing the path in $\Gamma$ given by the line segment joining 0 and $\bar{v}$, one gets from (1.3)

$$
I_{u_{n-1}^{R}}^{R}\left(u_{n}^{R}\right) \leq \sup _{t \geq 0}\left\{\frac{t^{2}}{2} \int_{\Omega}|x|^{-2 a}|\nabla \bar{v}|^{2}-a_{2} t^{\theta} \int_{\Omega}|x|^{-(a+1) p+c}|\bar{v}|^{\theta}+\widetilde{a_{3}}\right\}
$$

where $\widetilde{a_{3}}$ is defined in the proof of Lemma 3.2. Since $\theta>2$, the function

$$
\mathbb{R}_{+} \ni t \mapsto \frac{t^{2}}{2} \int_{\Omega}|x|^{-2 a}|\nabla \bar{v}|^{2}-a_{2} t^{\theta} \int_{\Omega}|x|^{-(a+1) p+c}|\bar{v}|^{\theta}+\widetilde{a_{3}}
$$

attains a positive maximum. Hence

$$
\begin{equation*}
I_{u_{n-1}^{R}}^{R}\left(u_{n}^{R}\right) \leq \text { const } \quad \forall n \in \mathbb{N} \text { and } \forall R>0 . \tag{3.53}
\end{equation*}
$$

Now (3.53), $\left(f_{3}\right)$, the fact that $\left|\varphi_{R}\right| \leq 1$, and the criticality of $u_{n}^{R}$ for $I_{u_{n-1}^{R}}^{R}$ imply

$$
\begin{aligned}
\frac{1}{2}\left\|u_{n}^{R}\right\|^{2} & \leq \text { const }+\frac{1}{\theta} \int_{\Omega}|x|^{-(a+1) p+c} f_{R}\left(x, u_{n}^{R}, \nabla u_{n-1}^{R}\right) u_{n}^{R} \\
& =\text { const }+\frac{1}{\theta}\left\|u_{n}^{R}\right\|^{2}
\end{aligned}
$$

and (3.52) follows in view of $\theta>2$.
Using the results of Section 2, we now obtain uniform estimates for the $L^{\infty}$-norms of $\left\{u_{n}^{R}\right\}$ and $\left\{\nabla u_{n}^{R}\right\}$, by assuming additionally that

$$
\begin{equation*}
u_{0}^{R} \in C^{0,1}(\bar{\Omega}) \quad \text { for every } R>0 . \tag{3.54}
\end{equation*}
$$

Lemma 3.4. Assume (3.54). Then, for every $n \in \mathbb{N}$ and $R>0, u_{n}^{R} \in C^{0,1}(\bar{\Omega})$.
Proof. We have that $u_{1}^{R}$ is the weak solution of

$$
\begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u_{1}^{R}\right)=f_{R}\left(x, u_{1}^{R}, \nabla u_{0}^{R}\right) & \text { in } \Omega \\ u_{1}^{R}=0 & \text { on } \partial \Omega\end{cases}
$$

Since

$$
\left|f_{R}\left(x, u_{1}^{R}, \nabla u_{0}^{R}\right)\right| \leq M\left(1+\left|u_{1}^{R}\right|^{p}\right)(2+R)^{r},
$$

that is, $\left\|f_{R}\left(x, u_{1}^{R}, \nabla u_{0}^{R}\right)\right\|_{L^{\infty}(\Omega)} \leq \tilde{M}(2+R)^{r}$, we may apply Theorem 2.1. Hence $u_{1}^{R} \in$ $C^{0, \alpha}(\bar{\Omega})$. In view of Theorems 2.3 and 2.4 and the remark at the end of Section 2, this means that $u_{1}^{R}$ is Lipschitz continuous on $\Omega$, for any $R>0$. Our result now follows by induction.

Lemma 3.5. Assume (3.54). Then there exist $\mu_{0}>0$ and $\mu_{1}>0$ such that

$$
\begin{align*}
& \left\|u_{n}^{R}\right\|_{L^{\infty}(\Omega)} \leq k_{0}=\mu_{0}(R+2)^{r},  \tag{3.55}\\
& \left\|\nabla u_{n}^{R}\right\|_{L^{\infty}(\Omega)} \leq k_{1}=\mu_{1}(R+2)^{r} \quad \forall R>0 \text { and } \forall n \in \mathbb{N} . \tag{3.56}
\end{align*}
$$

Proof. Recall that any Lipschitz function is a.e. differentiable with bounded gradient. Then, arguing as in Lemma 3.4, the condition $\left(f_{2}\right)$ and the definition of $f_{R}$ yield the estimates (3.55) and (3.56).

Lemma 3.6. Assume (3.54). Then there exists some $\bar{R}>0$, such that

$$
\begin{align*}
& \left\|u_{n}^{\bar{R}}\right\|_{L^{\infty}(\Omega)} \leq k_{0}=\mu_{0}(\bar{R}+2)^{r} \leq \bar{R},  \tag{3.57}\\
& \left\|\nabla u_{n}^{\bar{R}}\right\|_{L^{\infty}(\Omega)} \leq k_{1}=\mu_{1}(\bar{R}+2)^{r} \leq \bar{R} . \tag{3.58}
\end{align*}
$$

Proof. (3.57) and (3.58) are an obvious consequence of (3.55) and (3.56) and the fact that $r \in(0,1)$.

Lemma 3.7. Assume (3.54). Then $u_{n}:=u_{n}^{\bar{R}}$ is a solution of $(P)_{n}$ and the following estimates hold, for any $n \in \mathbb{N}$,

$$
\begin{align*}
& \left\|u_{n}\right\| \leq c_{1},  \tag{3.59}\\
& \left\|u_{n}\right\|_{L^{\infty}(\Omega)} \leq k_{0}=\mu_{0}(\bar{R}+2)^{r}  \tag{3.60}\\
& \left\|\nabla u_{n}\right\|_{L^{\infty}(\Omega)} \leq k_{1}=\mu_{1}(\bar{R}+2)^{r} \tag{3.61}
\end{align*}
$$

Proof. The fact that $u_{n}$ solves $(P)_{n}$, is a consequence of the definition of $f_{R}$ and the assumptions (3.45) and (3.57) with $R=\bar{R}$. Moreover, (3.52), (3.57) and (3.58), respectively, imply (3.59)-(3.61) with $R=\bar{R}$.

The function $u_{n}$ given in Lemma 3.7 is a nontrivial solution of $(P)_{n}$. More precisely, there holds

Lemma 3.8. For any $n \in \mathbb{N}$, there exists a positive constant $c_{2}$ such that

$$
\begin{equation*}
\left\|u_{n}\right\| \geq c_{2} \tag{3.62}
\end{equation*}
$$

Proof. For any $v \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$ we have that

$$
\int_{\Omega}|x|^{-2 a} \nabla u_{n} \nabla v=\int_{\Omega}|x|^{-(a+1) p+c} f\left(x, u_{n}, \nabla u_{n-1}\right) .
$$

Setting $v=u_{n}$ in the relation above, we obtain that

$$
\int_{\Omega}|x|^{-2 a}\left|\nabla u_{n}\right|^{2}=\int_{\Omega}|x|^{-(a+1) p+c} f\left(x, u_{n}, u_{n-1}\right) u_{n} .
$$

Hence $\left(f_{1}\right)$ and $\left(f_{2}\right)$ imply that, for any $\delta>0$, there exists a number $c(\delta)>0$ such that

$$
\begin{aligned}
\int_{\Omega}|x|^{-2 a}\left|\nabla u_{n}\right|^{2} & \leq \delta \int_{\Omega}|x|^{-(a+1) p+c}\left|u_{n}\right|^{2}+c(\delta) \int_{\Omega}|x|^{-(a+1) p+c}\left|u_{n}\right|^{p+1} \\
& \leq C\left(\delta\left\|u_{n}\right\|^{2}+c(\delta)\left\|u_{n}\right\|^{p+1}\right)
\end{aligned}
$$

for any $n \in \mathbb{N}$ and for some constant $C>0$. Now (3.62) follows, by choosing $\delta C<1$.
Lemma 3.9. Let

$$
\begin{aligned}
& \overline{k_{0}}:=\min \left\{k_{0}>0:(3.60) \text { holds }\right\} \\
& \overline{k_{1}}:=\min \left\{k_{1}>0:(3.61) \text { holds }\right\},
\end{aligned}
$$

and choose $\rho_{1}=\overline{k_{0}}$ and $\rho_{2}=\overline{k_{1}}$ in $\left(f_{4}\right)$. Then the sequence $\left\{u_{n}\right\}$ converges strongly in $W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$.
Proof. By the criticality of $u_{n+1}$ and $u_{n}$, one has, for every $n \in \mathbb{N}$,

$$
\begin{align*}
& \int_{\Omega}|x|^{-2 a} \nabla u_{n+1}\left(\nabla\left(u_{n+1}-u_{n}\right)\right)=\int_{\Omega}|x|^{-2(a+1)+c} f\left(x, u_{n+1}, \nabla u_{n}\right)\left(u_{n+1}-u_{n}\right),  \tag{3.63}\\
& \int_{\Omega}|x|^{-2 a} \nabla u_{n}\left(\nabla\left(u_{n+1}-u_{n}\right)\right)=\int_{\Omega}|x|^{-2(a+1)+c} f\left(x, u_{n}, \nabla u_{n-1}\right)\left(u_{n+1}-u_{n}\right) . \tag{3.64}
\end{align*}
$$

Subtracting (3.64) from (3.63), we obtain that

$$
\begin{aligned}
\left\|u_{n+1}-u_{n}\right\|^{2}= & \int_{\Omega}|x|^{-2(a+1)+c}\left\{\left[f\left(x, u_{n+1}, \nabla u_{n}\right)-f\left(x, u_{n}, \nabla u_{n}\right)\right]\left(u_{n+1}-u_{n}\right)\right. \\
& \left.+\left[f\left(x, u_{n}, \nabla u_{n}\right)-f\left(x, u_{n}, \nabla u_{n-1}\right)\right]\left(u_{n+1}-u_{n}\right)\right\} .
\end{aligned}
$$

Using hypothesis $\left(f_{4}\right)$, this leads to the following estimate,

$$
\begin{align*}
\left\|u_{n+1}-u_{n}\right\|^{2} \leq & L_{1} \int_{\Omega}|x|^{-2(a+1)+c}\left|u_{n+1}-u_{n}\right|^{2} \\
& +L_{2} \int_{\Omega}|x|^{-2(a+1)+c}\left|\nabla\left(u_{n}-u_{n-1}\right)\right|\left|u_{n+1}-u_{n}\right| . \tag{3.65}
\end{align*}
$$

Using Cauchy-Schwarz and singular Poincaré inequalities, and since $c \geq 1$, we have from (3.65),

$$
\begin{aligned}
\left\|u_{n+1}-u_{n}\right\|^{2} \leq & L_{1} S(\Omega, a, c)^{-1}\left\|u_{n+1}-u_{n}\right\|^{2} \\
& +L_{2} S(\Omega, a, 2(c-1))^{-1 / 2}\left\|u_{n+1}-u_{n}\right\|\left\|u_{n}-u_{n-1}\right\| .
\end{aligned}
$$

This means that

$$
\left\|u_{n+1}-u_{n}\right\| \leq \frac{L_{2} S(\Omega, a, 2(c-1))^{-1 / 2}}{1-L_{1} S(\Omega, a, c)^{-1}}\left\|u_{n}-u_{n-1}\right\|=: k\left\|u_{n}-u_{n-1}\right\| .
$$

By our assumptions, we have $k<1$. Hence the sequence $\left\{u_{n}\right\}$ converges in $W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$ to some function $u \in W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$. Furthermore, since $\left\|u_{n}\right\| \geq c_{2}$ by Lemma 3.8, it follows that $u \neq 0$. In this way we obtain a nontrivial solution of (1.1).

Lemma 3.10. Problem $(P)_{n}$ has a positive solution $u_{n}^{+}$and a negative solution $u_{n}^{-}$. Moreover, the sequences $\left\{u_{n}^{+}\right\}$and $\left\{u_{n}^{-}\right\}$converge strongly in $W_{0}^{1,2}\left(\Omega,|x|^{-2 a}\right)$.

Proof. We consider only the case of the positive solution. The argument leading to a negative solution is analogous. We replace the function $f(x, t, \xi)$ in (1.1) by the function

$$
f^{+}(x, t, \xi)= \begin{cases}0 & \text { if } f(x, t, \xi)<0 \\ f(x, t, \xi) & \text { if } f(x, t, \xi) \geq 0\end{cases}
$$

Of course, $f^{+}$satisfies $\left(f_{3}\right)$ only for $t \geq 0$. But this is of no importance if we choose $v_{0}>0$ in the proof of Lemma 3.2. Indeed, proceeding analogously as before, we obtain a solution of the problem

$$
\begin{cases}-\operatorname{div}\left(|x|^{-2 a} \nabla u_{n}\right)=f^{+}\left(x, u_{n}^{+}, \nabla u_{n-1}^{+}\right) & \text {in } \Omega, \\ u_{n}^{+}=0 & \text { on } \partial \Omega .\end{cases}
$$

Multiplying the differential equation by the negative part of $u_{n}$ and integrating by parts, we conclude that $u_{n}$ is positive, that is, $u_{n}^{+}=u_{n}$.

Proof of Theorem 1.1. The proof is a direct consequence of the Lemmatas 3.9 and 3.10.
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