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ABSTRACT: Electronic structure aspects related to the semiconducting properties
of monomers and polymers of phthalocyanoiron with bidentate bridging ligands,
PcFe–L2 and —[PcFe(L)]n, have been investigated from density functional calculations
[L = pyrazine, triazine, tetrazine, pyridine, 4,4′-bipyridine, bipyridyacetylene, and
bis(4-pyridyl)bencene]. The following relevant results have been obtained: (a) an energy
analysis in terms of electrostatic interaction, Pauli repulsion, and occupied/virtual orbital
interactions show that the Pauli repulsion is the origin that the axial ligands (L) prefer be
located toward the aza positions of the macrocycle, and (b) the intrinsic semiconducting
properties depend of the frontier band. The valence band is composed largely by the
transition metal dxy orbital. The conduction band is composed of a mixture between the
metallomacrocycle and bridged ligand orbitals for systems formed by pyrazine,
bipyridine, and bipyridyacetylene. However, this composition is different when the
ligands are triazine and tetrazine, which show a band composed of π∗ orbitals. These
systems are predicted to show the higher conductivity within the series, in agreement with
experimental results. c
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Introduction

B ridged quasi-one-dimensional metallomacro-
cycle complexes linked by linear bridging

ligand (L) —[MacM(L)]n have been rather re-
cently synthesized [1 – 14]. They have been classi-
fied as “shish-kebab polymers.” Macrocycles of the
phathalocyanine (Pc) type, tetrabenzoporphyrine
(TBP), 1,2- and 2,3-naphthalocyanine (1,2- and
2,3-Nc), and others have been used. Fe, Ru,
Os, Co, and other metals were taken as central
metals. The bridging ligands (L) are linear π-
electron-containing organic molecules bonded to
the metal atom. For example, pyrazine (pyz), tri-
azine (tri), tetrazine (tz), 4,4′-bipyridine (bpy), bi-
pyridyacetylene (bpyac), p-diisocynobenzene (dib),
tetrachlrodiisocyanobenzene (Cl4dib), diisocyano-
biphenyl (dibph), etc., have been used.

Metallophthalocyanines have been mainly inves-
tigated as part of efforts to construct new types of
low-dimensional compounds [15 – 27]. The central
metal (M) and the bridging ligand can be changed
systematically. The stacking is achieved biaxially
connecting the central transition metal with the
bidentate bridging ligands (L).

The physical properties displayed by these sys-
tems have attracted much attention [28, 29]. This
type of polymers shows a high technological inter-
est due to their comparatively high thermal stability
and their good semiconducting properties [30 – 34].
Furthermore, the bridged transition metal com-
pounds are of special interest because they re ones
few stable polymers that exhibit intrinsic conduc-
tivities, without external oxidative doping. One of
the factors responsible of the electrical conductiv-
ity in these complexes is the band gap, which may
be approximated as the energy difference between
the lowest unoccupied molecular orbital (LUMO)
and highest occupied molecular orbital (HOMO).
The experimental values of the band gaps are be-
tween 0.1 and 1.5 eV [8 – 14]. Interesting magnetic,
nonlinear optic, and photoconductivity properties
also have been observed in some of these com-
pounds [35 – 37]. In general, the structural variety
of these polymers stimulates a study of the physical
properties and develops new semiconducting mate-
rials.

Theoretical studies of —[MacFe(L)]n, with
L = pyz, C2

−2, CN−, where Mac is a reduced
macrocycle as tetraazaporphyrine (TAP), has been
studied by the tight-binding method based upon
the extended Hückel formalism [38 – 40]. In these

studies, a semiconducting behavior of the systems
such as —[TAPFe(pyz)]n was predicted. The band
gap is mostly determined by the difference between
the LUMO of the bridging ligand and the HOMO
transition metal dxy. However, the use of some
reduced models to describe properties of semicon-
duction for real systems may be somehow different,
since the conduction band is formed between the
bridging ligand and the macrocycle. Furthermore,
intrinsic semiconductor is characterized by a small
band gap and a lower density of highly mobile
intrinsic charge carriers, it is necessary to use a
more real model like the phthalocyaninato dianion.

In this work, the electronic structure of a series
of PcFe(L)2 complexes and —[PcFe(L)]n polymers
are investigated in detail through the density func-
tional approach, with special emphasis on the study
of the metal–bridged ligand interactions. We try to
answer some questions concerning the electronic
properties the complexes, such as: (i) Why is the
plane of the bridged ligand perpendicular to the
phathalocyanine core, passing through the aza posi-
tion of the macrocycle? (ii) Which is the nature and
the magnitude of the band gap HOMO–LUMO?
(iii) What is the relationship between the structural
and electronic features of bridged ligands and their
semiconducting properties? According to previous
results, the LUMO would be formed by the bridging
ligand and HOMO by the transition metal of metal-
lomacrocycle. Therefore, to achieve semiconducting
properties in such systems, the metallomacrocycle
should contain a high-lying HOMO and the bridg-
ing ligand has a low-lying LUMO. The study of
the electronic structure of this family of compounds
may help to rationalize the effects of several factors
in the conducting properties of these materials.

To answer these and others questions, we have
used an energy decomposition scheme (see the dis-
cussion in the following section) that combined with
a fragment formalism, has proved to be a useful tool
in the analysis of PcFe–bridged ligand interactions.
This scheme allows us to separate the steric factors
from the attractive orbital interaction contributions.
Figures 1–3 show the PcFe complex, the polymers,
and the bridged ligands, respectively.

Computational Details and
Geometrical Parameters

We used the Amsterdam Density Functional
[41, 42] (ADF 2.3 version) program package, based
in the LCAO density functional for the complexes
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FIGURE 1. Phthalocyanoiron, PcFe.

and polymers (ADF-band 1.0 version) [43]. Bond-
ing energies were evaluated by the generalized
transition-state method. We have included Becke’s
nonlocal correction [44] to the local HFS exchange
energy [local density approximation (LDA)] as well
as Stoll’s correction [45] for correlation between
electrons of different spins, based on Vosko et al.
parametrization [46] from electron gas data. This
Hamiltonian has demonstrated to give an excel-
lent description of systems with metallomacrocy-
cles [47 – 49].

Moreover, for the calculation on the polymers, we
used the ADF band code at the LDA level of theory
and nonlocal gradient corrections by Becke for the
exchange energy. On a more technical field, all the
calculations were performed with an integration ac-
curacy greater than 10−4 and at 10 k-points in the
reduced Brillouin zone for all the one-dimensional
(1D) cells.

FIGURE 2. Structures of the metallomacrocycle
polymers and their related complexes.

FIGURE 3. Bridged ligands (L): pyz, tri, tz, py, bpy,
bpyac, and bybe.

The molecular orbitals were expanded in an un-
contracted double-ξ Slater-type orbital (STO) basis
set [50] for all atoms with the exception of the transi-
tion metal (Fe) orbitals, for which we used a triple-ξ
basis set. As polarization functions one 4p STO was
used for Fe. The cores (Fe: 1s-2p; C, N = 1s) were
kept frozen [41, 42]. For the polymers, we used a ba-
sis set of numerical atomic orbital (NAOs) obtained
from the STOs for each atom.

In order to analyze the interactions between
FePc and two bridged ligand molecules (L) in the
complexes, we decomposed the bonding energy
into a number of terms, using the scheme of Mo-
rokuma [51]. The binding energy, 1E, is obtained
from the difference between the complex and the
fragments:

1E = EPcFe(L)2 − EPcFe − E(L)2 . (1)

The binding energy can be decomposed in two
terms,

1E = 1E0 +1E0i. (2)
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The first term, 1E0, is called the steric repul-
sion [52, 53], which may be splitted at the same time
in two components: (i) the electrostatic interaction
1Eelstat of the nuclear charges and unmodified elec-
tronic charge density of one fragment with those
of the other fragment. Both fragments are at their
final positions. Usually 1Eelstat is negative, i.e., sta-
bilizing. (ii) The other component is the exchange
repulsion or Pauli repulsion 1EPauli [54, 55]. This
is due to the antisymmetric requirement on the
total wave function. It could be understood in a
one-electron model as arising from the two-ortibal
four-(three-)electron destabilizing interactions be-
tween occupied orbitals on the fragments. The steric
repulsion term 1E0 is usually repulsive at the equi-
librium distance, since the repulsive component
1EPauli dominates in that region.

The second term, 1E0i, comes from the mixing of
virtual orbitals of the fragments with the occupied
orbitals. This is called the electronic interaction en-
ergy [56].

We are also interested in estimating the conduc-
tivity properties of these systems. The Fermi level
(εf ) is a reference state separating the occupied and
unoccupied electronic levels in a solid. This band
gap plays an important role in solid-state physics.
In the context of density functional theory (DFT) the
band gap is the hardness η [57, 58]. This basic quan-
tity is defined as [59]

η =
(
∂2E
∂N2

)
ν

= I − A, (3)

where E is the electronic energy, N the number
of electrons, ν the external potential, I the ioniza-
tion potential, and A the electron affinity. Working
definitions of the quantities I and A are possible
within molecular theory [60, 61]. For instance, by
using Koopmans theorem, the ionization potential
and electron affinity may be approximated as I ∼=
−εHOMO and A ∼= −εLUMO [62], respectively. With
these approximations, the hardness becomes

η ∼= εLUMO − εHOMO, (4)

where εHOMO is the energy of the highest occu-
pied molecular orbital (HOMO) and εLUMO is the
energy of the lowest unoccupied molecular orbital
(LUMO). For solids, η is the half of the band
gap [63]. A bigger η means a large I and a smaller A,
which implies that the system has a smaller ten-
dency to accept electrons and/or a smaller tendency
to give away electrons. Thus, hardness can be seen
as a resistance to charge transfer [60, 61]. From an
experimental point of view, the conductivity (σ )

is proportional to e−Eg/2kT with T being the tem-
perature and Eg the energy band gap. Thus, the
conductivity (σ ) of a semiconductor depends on
the energy required to promote electrons from the
Fermi level across the band gap (Eg) [64, 65]. We
associate the magnitude of η with the property of
semiconductivity in the systems [61].

We have first performed calculations on the FePc
isolated molecule using the experimental geome-
try (X-ray data) [66], with appropriate averaging
of bond angles and bond lengths to maintain the
D4h symmetry. The coordinate system used in the
calculation is shown in Figure 1. The monomers
have been built by linking PcFe (metallomacrocy-
cle) with linear bidentate bridging ligands, metal
over ligand, along the stacking direction (z axis in
our coordinate system). In the Figure 2 is shown
the molecular stack. We have used the bridg-
ing ligands: pyridine (py), pyrazine (pyz), triazine
(tri), tetrazine (tz), 4,4′-bipyridine (byp), bipyridy-
acetylene (byac), and bis(4-pyridyl)bencene (bybe)
(see Fig. 3). The bridged structure shown in Fig-
ure 2 has been confirmed for many compounds
using a variety of physical methods [infrared (IR),
Mössbauer spectroscopy, nuclear magnetic reso-
nance (NMR), thermogravimetry, and scanning
tunneling microscopy] [8 – 14, 67 – 70]. The crystal
structures of very similar compounds TPPFe(Pyz)2

(TPP = tetraphenylporphyrinato), PcCo(py)SCN,
and [DMDCo(pyz)]n (DMG = dimethylglyoxi-
mate) [71 – 73] show that the pyrazine and pyridine
molecules in monomer and chain are all arranged
within a plane perpendicular to the plane of the
macrocycles.

We have used the experimental geometry of PcFe
in the monomers and polymers. Furthermore, we
take the distance Fe–N (bridged ligands) at 2.0 Å,
according to experimental data for similar sys-
tems [71 – 73]. We have optimized the geometry of
the bridged ligands, using the ADF code. The re-
sulting geometries are used in the calculations of
monomers and polymers.

Results and Discussion

PHTHALOCYANOIRON GROUND-STATE
ELECTRONIC STRUCTURE

Before describing the metal–bridged ligand in-
teraction, it is necessary to show the changes that
occur when the Fe2+ is inserted in the phthalocya-
nine macrocycle, Pc2−. We show in Figure 4 the
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FIGURE 4. Energy level scheme for Pc2− (spin
restricted) and PcFe (spin unrestricted).

one-electron levels obtained by the spin unrestricted
calculation for PcFe, together with the levels of
the Pc2−. A D4h symmetry was used. The Pc2− levels
have been rigidly shifted by 5.3 eV to lower energies
in order to bring the 2a1u levels as a reference to eval-
uate the perturbation effects induced the by metal.
The ground state of PcFe is 3Eg. The occupations of
the one-electron levels are indicated in Figure 4. For
a discussion of the trends in the one-electron ener-
gies, it is instructive to look at the composition of
the individual orbitals. In Table I the composition of
the most important orbitals are given in terms of Fe
and Pc orbitals.

The increasing energy level order of the metal
orbitals, dx2−y2 > dxy > dπ(dxz, dyz) > dz2 is in
agreement with Goutermen’s calculation [74 – 77].
The level 2a1u of the Pc2− is found in the frontier
region between dxy and dπ metal orbitals. The elec-
tronic ground-state configuration (dxy)2(dπ)3(dz2)1 is
the same given by Coppen’s charge density deter-
minations, using X-ray data [78, 79], where a double
occupation for dxy is suggested. The same occu-
pation was proposed earlier by Gouterman et al.
The LUMO is 13Aβ

1g The LUMO+1 orbitals, 7eg(π∗),
come from an interaction between dπ of metal and
6eg(π∗) of the Pc2−.

PcFe–L2 COMPLEXES

Orbital Interactions

The introduction of axial ligands modifies the
Phthalocyanoiron (PcFe) ground-state electronic

TABLE I
Percent contribution of Pc and Fe fragments to
selected orbitals (based on Mulliken population
analysis per MO) of phthalocyanoiron, where only the
main contributions to each orbital have been given.

ε (eV) Fe Pc

13aβ1g −4.351 86 (dz2 , 4s) 14 (11a1g)

6eβ1g −4.904 64 (dπ ) 36 (5e1g)

6bβ2g −5.076 84 (dxy) 16 (8b2g, 10b2g)
2aα1u −5.372 0 100 (2a1u)

2aβ1u −5.382 0 100 (2a1u)
9bα2g −5.862 53 (dxy) 47 (8b2g, 10b2g)
6eα1g −6.121 47 (dπ ) 53 (5e1g)
13aα1g −6.918 84 (dz2 ) 16 (11a1g)

configuration described in the previous section.
Experimental evidence confirm a low-spin pseudo-
octahedral Fe(II) environment in PcFe–L2 com-
plexes as well as [PcFe–L]n polymers [80 – 82].
Furthermore, these compounds show an electron
spin resonanse (ESR) silent sign, associated with a
restricted electronic state [82]. We have used this
electronic state to study the PcFe–L2 complexes with
L = py, pyz, tri, tz, bpy, acpy, and bybe.

We found that in all the studied complexes,
axial ligands prefer to be located toward the aza
nitrogen atoms of PcFe. In Figure 5 is shown the

FIGURE 5. Energy barrier profile for the rotation angle
of pyz in the PcFe–py2 complex.
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TABLE II
Energetic barrier (1Ebarrier kcal/mol) upon variation
of the rotation angle of the axial ligand from 0◦ to 45◦.

Complex 1Ebarrier (kcal/mol)

PcFe–pyz2 −9.655
PcFe–tri2 −9.036
PcFe–tz2 −7.334
PcFe–py2 −9.107
PcFe–bpy2 −8.147
PcFe–acpy2 −8.158
PcFe–bybe2 −8.114

energy barrier that exists when the pyrazine goes
from a position pointing to the pyrrolic nitrogenous
(Np, 0◦) toward the position pointing to the aza
nitrogenous (Na, 45◦) and thereafter going to
the next pyrrolic nitrogen (90◦). In Table II, we
summarize the energy barrier described above
for the set of ligands. This result is in agreement
with the crystalline structures determined for some
ligands [71 – 73]. In the next section, we will try to
find an explanation for this result.

In Figure 6, the ground-state one-electron lev-
els are shown for the series PcFe–L2 with L = py,
pyz, tri, tz, bpy, acpy, and bybe. For some selected
complexes and their molecular orbitals, an atomic
orbital population analysis is given in Table III. The

monomers show different symmetry labels: PcFe–L2

with py, pyz, bpy, acpy, and bybe have a D2h symme-
try. For L = tri and tz, the symmetry became C2v.
For brevity, we will describe the frontier orbital of
monomers PcFe–L2 with L = pyz and tz. This is
due to the fact that the results with pyz are similar
to those obtained for py, bpy, azpy, and bybe. On
the other hand, the result with tz is similar to that
obtained with tri.

As expected for PcFe, the dz2 orbital is highly
destabilized though the σ -interaction with the
HOMO of the bridged ligands. The dz2 orbital re-
mains empty. Furthermore, the π-donation desta-
bilization of the d(π) orbitals (dxz and dyz), even
though not as pronounced as that of the dz2 orbital,
appears to be strong enough to increase the back-
bonding from the metal to the LUMO, which has
a high contribution from the macrocycle ring. This
interaction is expected to decrease the reducing ca-
pability of the metal center.

As mentioned before, the main interest of this
study resides in the electronic properties. Therefore,
we analyzed the highest occupied and the lowest
unoccupied molecular orbitals. In the monomers,
the HOMO is a dxy of transition metal. This orbital is
practically fixed in energy for the set of axial ligands
(see Fig. 6).

With respect to LUMO, when the [PcFe(pyz)2]
monomer is formed, such an orbital arises from
the interaction between one metallomacrocycle π∗

FIGURE 6. Energy level frontier for the PcFe–L2 complexes with L = pyz, tri, tz, py, bpy, bpyac, and bybe. All lower
lying orbitals are also doubly occupied.
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TABLE III
Percentage contribution of individual fragments to selected orbitals (based on Mulliken population analysis
per MO) of PcFe–L2 with L = pyz, tri, tz, bpy, and py.

PcFe–pyz2 ε (eV) −3.81 −4.14 −5.54 (HOMO) −5.69 −5.82 −5.84 −6.71
Orbital symmetry 22b3g 9b2g 17b1g 8b2g 11b3g 5a1u 15b1u
Fe 0.00 4.30 84.0 (dxy) 64.0 (dxz) 71.0 (dyz) 1.00 0.00
Pc 0.00 80.7 16.0 36.0 29.0 99.0 0.00
Pyz 100 15.0 0.00 0.00 0.00 0.00 100

PcFe–Tri2 ε (eV) −4.06 −4.33 −5.45 (HOMO) −5.62 −5.64 −5.84 −6.59
Orbital symmetry 15a2 40b2 52a1 25b1 13a2 14a2 24b1
Fe 7.10 0.00 81.4 (dxy) 68.6 (dxz) 69.0 (dyz) 2.00 0.00
Pc 7.90 0.00 18.6 31.4 31.0 98.0 0.00
Tri 85.0 100 0.00 0.00 0.00 0.00 100

PcFe–Tz2 ε (eV) −4.54 −4.82 −5.45 (HOMO) −5.48 −5.58 −5.84 −6.07
Orbital symmetry 15au2 40b2 52a1 13a2 25b1 14a2 24b1
Fe 13.9 0.00 77.9 (dxy) 68.0 (dyz) 62.4 (dxz) 1.00 0.00
Pc 0.00 0.00 22.1 32.0 37.6 99.0 0.00
Tz 86.1 100 0.00 0.00 0.00 0.00 100

PcFe–Bpy2 ε (eV) −4.11 −4.12 −5.53 (HOMO) −5.69 −5.78 −5.84 −6.77
Orbital symmetry 17b2g 11b3g 34a1g 16b2g 10b3g 7a1u 20b1u
Fe 10.3 8.50 83.9 (dxy) 69.7 (dxz) 62.9 (dyz) 0.00 0.00
Pc 89.7 91.5 16.1 30.3 23.5 100 0.00
Bpy 0.00 0.00 0.00 0.00 8.69 0.00 100

PcFe–Py2 ε (eV) −4.09 −4.10 −5.47 (HOMO) −5.63 −5.71 −5.84 −7.00
Orbital symmetry 9b3g 12b2g 28a1g 11b2g 8b3g 6a1u 14b1u
Fe 11.4 11.1 84.7 (dxy) 70.0 (dxz) 64.9 (dyz) 0.00 0.00
Pc 88.6 88.9 7.71 30.0 24.1 100 2.70
Py 0.00 0.00 0.00 0.00 10.9 0.00 97.3

orbital and pyrazine ligand π∗ orbital. Both have
b2g symmetry. This interaction has no direct ener-
getic consequences, since the bonding combination
is unoccupied (9b2g). The LUMO orbital, 9b2g, shows
the following composition: 85% from the π∗ system
PcFe and 15% from π∗ pyrazine ligand. In contrast,
when the bridged ligand is tetrazine, the LUMO
orbital in [PcFe(tz)2] is 100% formed by π∗ sys-
tem of such a ligand. This is a nonbonding orbital.
However, the HOMO–LUMO gap is considerably
smaller than the system with pyz, when it is used
as a bridging ligand. This description confirms the
best semiconduction properties associated to the
tetrazine as ligand.

We have calculated the hardness of the com-
plexes studied from Eq. (4). The results are summa-
rized in Table IV. The smaller the hardness value,
the better will be the semiconduction. Furthermore,
when the number of nitrogen atoms in the axial
ligand increases (for example, pyz to tz), the semi-
conduction is enhanced. This is due to the fact that

a nitrogen atom is more electronegative than the
—CH group, producing a greater stabilization of
the ligand’s LUMO, and therefore a reduction in the
HOMO–LUMO gap. This is in agreement with the
second-order perturbation theory at electronegativ-
ity level [83].

TABLE IV
Hardness results for PcFe–L2 complexes.a

Complex LUMO HOMO η

PcFe–pyz2 −4.126 −5.542 1.412
PcFe–tri2 −4.325 −5.453 1.128
PcFe–tz2 −4.817 −5.453 0.636
PcFe–py2 −4.101 −5.465 1.364
PcFe–bpy2 −4.117 −5.525 1.408
PcFe–bybe2 −4.113 −5.506 1.394
PcFe–bpyac2 −4.182 −5.537 1.356

a Energies in eV.
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Energy Decomposition

We will try of explain why axial ligands prefer to
be located toward the aza nitrogen atoms of PcFe. To
achieve this, we decompose the bonding energy in
the rotation of the ligand from 0◦ to 45◦ (conforma-
tion more stable) keeping the Fe–N (ligand) distance
fixed at 2 Å. A comparison between the interaction
diagrams for the two possible conformations of the
axial ligands show that these interactions are en-
hanced in the conformation at 0◦, compared to the
conformation at 45◦ (see Fig. 7). It should be noted
that most of these interactions involve orbitals and
have been referred in the discussion of computa-
tional details and geometrical parameters above as
four-electron two-orbital repulsion. The results of
this analysis are shown in Table V. According to
the data reported in the third column of Table V,
a rotation of 45◦ of the axial ligands induces on
the complexes series a decrease of about 3.6% aver-
age in the attractive electrostatic interaction 1Eelstat.
These can be explained since a 45◦ conformation in-
creases the distances between most of the atoms of
the two interacting fragments in such a way that
the stabilizing interactions between the charge den-
sity of one fragment with the nuclei of the other
fragment decreases. Looking at the Pauli repulsion
term, 1EPauli, we notice that this term is reduced by
about 2.6% average, upon variation of the rotation
angle from 0◦ to 45◦. This could be understood in

FIGURE 7. Energy level scheme for PcFe–pyz2 to 0◦
and 45◦ angle of pyz in the metallomacrocycle. All lower
lying orbitals are also doubly occupied.

terms of a decrease of the overlap between most of
the occupied orbitals on the interacting fragments.
The Pauli repulsion term is highly positive in all
the complexes. It should be noted that although the
Pauli repulsion decreases when the axial ligands are
in a conformation of 45◦, it still remains strong.

TABLE V
Contributions (eV) to the bonding energy of PcFe–L2 complexes.

Complex φ 1Eelstat 1EPauli 1E0 1Ei0 1Etotal

PcFe–pyz2 0◦ −12.977 33.075 20.098 −23.038 −2.941
45◦ −12.473 32.254 19.781 −23.145 −3.364

PcFe–tri2 0◦ −11.002 32.329 21.327 −24.110 −2.783
45◦ −10.694 31 .790 21.096 −24.270 −3.175

PcFe–tz2 0◦ −10.534 31.357 20.823 −23.724 −2.901
45◦ −10.280 30.893 20.613 −23.831 −3.220

PcFe–py2 0◦ −12.545 37.360 24.815 −27.189 −2.375
45◦ −12.048 36.443 24.395 −27.164 −2.768

PcFe–bpy2 0◦ −12.411 36.999 24.588 −26.825 −2.240
45◦ −11.904 36.090 24.186 −26.779 −2.593

PcFe–acpy2 0◦ −12.413 36.974 24.561 −26.791 −2.230
45◦ −11.904 36.063 24.159 −26.742 −2.583

PcFe-bybe2 0◦ −12.421 37.027 24.606 −26.884 −2.278
45◦ −11.912 36.116 24.204 −26.833 −2.630
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Both 1EPauli and 1Eelstat change in appositive
directions upon changing the rotation angle, but
1EPauli is larger in absolute terms and has a larger
variation. Thus, when 1EPauli and 1Eelstat are com-
bined into the steric interaction energy (1E0) one
finds that 1E0 is destabilizing (positive), both for
the 0◦ and 45◦ configurations, but is smaller for the
last. As far as the stabilizing orbital interaction term
1E0i is concerned, we first notice that it is little influ-
enced by the variation of axial ligands, and second,
it gives the stabilizing contribution for each confor-
mation, but it is rather insensitive to the change of
the ligand groups.

From Table V, it can be appreciated that the steric
repulsion dominates the attractive occupied/virtual
orbital interaction upon variation of the rotation
angle from 0◦ to 45◦. We have therefore clearly
identified the Pauli repulsion as the origin of the
configuration at 45◦ with respect to the axial ligands
as the more stable conformation.

[PcFe(L)]n POLYMERS

When going from the complex to the infinite
chain, due to the stacked effects of PcFe units, we
would have to expect a smaller band gap. We used
pyz and tz as modes for this study. Table VI shows
such an effect for the systems with pyz and tz in
dimers and polymers, respectively. The band gap is
significantly reduced once the polymer is built.

We are going to describe the frontier band struc-
tures for the —[PcFe(L)]n with L = pyz, tz. There-
after, we will make a generalization of the results
found for the rest of the polymers. Only the high-
est occupied frontier crystal orbitals (CO) and the
two lowest unoccupied CO (LUCO) are shown in

TABLE VI
Summary of resultsa for —[PcFe(pyz)]n (i),
—[PcFe(tz)]n (ii), [PcFe(pyz)2] (iii), and
[PcFe(tz)2] (iv).

ie iie iii iv

HOMOb −5.542 −5.453 −5.542 −5.543
LUMOc −4.902 −5.357 −4.126 −4.817
Gapd 0.640 0.096 1.412 0.636

a Energy in eV.
b Highest occupied molecular orbital.
c Lowest unoccupied molecular orbital.
d Transition energy between the HOMO and the LUMO.
e For polymers i and ii, the corresponding terms are HOCO,
LUCO, and band gap.

the range −7 to −4.3 eV in Figures 8(a) and 8(b).
There are several flat bands that correspond to
well-localized electrons. For simplicity, we continue
using the symmetry of the complexes in the poly-
mers. Among them, we found that the bands fall
in the −5.5- to −6.0-eV range, which is associated
to the highest occupied crystal orbital (HOCO) cor-

FIGURE 8. Band structures for (a) [PcFe–pyz]n and
(b) [PcFe–tz]n.
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TABLE VII
Summary of computational resultsa for the —[PcFe(L)]n polymers.b

Band gap Band gap
Polymer LUCOc HOCOd theoreticale experimental σ

—[PcFe(pyz)]n −4.902 −5.542 0.640 0.80 1× 10−6

—[PcFe(tri)]n −5.053 −5.453 0.399 7× 10−6

—[PcFe(tz)]n −5.357 −5.453 0.096 0.10 1× 10−1

—[PcFe(bpy)]n −4.717 −5.525 0.808 1.44 2× 10−8

—[PcFe(bpyac)]n −4.773 −5.537 0.764 1× 10−7

a Energy in eV.
b Experimental energy gaps and conductivity (σ , S/cm) [8 – 27].
c Lowest unoccupied crystal orbital.
d Highest occupied crystal orbital.
e Transtion energy between the HOCO and the LUCO.

responding to dxy and the π-bands of the Fe atom.
Besides, we have found in this range a band with a
quite dispersed, with 5a1u and 14a2 symmetry cor-
responding to Pc in the systems —[PcFe–pyz]n and
—[PcFe–tz]n, respectively.

A different situation is appreciated in the conduc-
tion band corresponding to the LUCO. Let’s write
out the Bloch functions at the center (k = 0, 0) and
edge (k = π/a, Z) of the Brillouin zone. The LUCO
band for the polymers runs up toward Z vector,
which in turn corresponds to the most antibonding
combination. The composition of this band is very
similar to that shown by the monomer. Thus, the
polymer with pyz shows a composition that is 85%
PcFe and a 15% bridging ligand; while with tz, the
composition is 100% formed by π∗ system of such a
ligand.

In Table VII, we have summarized the re-
sults for all polymers including experimental mea-
sures [8 – 27]. The metallomacrocycle polymers with
bridged ligands showed semiconducting properties
in agreement with the experimental measurements
of energy gap. It is interesting to note that our
predicted band gap, agrees with the experimental
condictivity and with the available estimation of the
band gap.

We have also built the density of states (DOS)
[84, 85] and its projection on the Fe and bridged
ligands. The DOS show the behaviors described in
the band structures for the [PcFe(L)]n (L = pyz, tz)
systems (Fig. 9). The projections of the metal and
bridged ligand orbitals in the density of states
showed mainly a metal character in the valence
band (VB) near the Fermi level, and the ligand

participation in the conduction band (CB). Indepen-
dently of the polymer, both the HOCO and LUCO
bands are very similar to those of the monomeric
units described previously.

FIGURE 9. Density of states for [PcFe–L]n polymers
with the projections Fe, pyz, and tz, which illustrate the
nature of the frontier crystal orbital: (a) [PcFe–pyz]n and
(b) [PcFe–tz]n.
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Conclusions

The analysis of the electronic structures of the
polymers and complexes indicate that: (i) the
HOCO is very flat band, largely composed of
the transition metal orbitals (approximately 85%)
with some contribution of the ring orbitals. (ii) The
LUCO band is composed of a mixture between the
ring and bridged ligand orbitals, as in the case of
the systems formed by pyz, bpy, and bpyac. This
composition is completely different when the ligand
is tri and tz. Such a band is exclusively composed
of the π system of tri and tz. Thus, these systems
showed the highest conductivity of the polymer
studied here.
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