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Abstract

Let �, � be odd increasing homeomorphisms fromR ontoR satisfying�(0) = �(0) = 0, and let
f : [a, b]×R×R → R be a function satisfying Carathéodory’s conditions. Let�i ∈ R, �i ∈ (a, b),
i=1, . . . , m−2,a < �1< �2< · · ·< �m−2<b begiven.Weare interested in the problemof existence
of solutions for them-point boundary value problem:

(�(u′))′ = f (t, u, u′), t ∈ (a, b),

u(a) = 0, �(u′(b)) =
m−2∑
i=1

�i�(u
′(�i ))

in the resonance and non-resonance cases. We say that this problem is atresonanceif the associated
problem

(�(u′))′ = 0, t ∈ (a, b),

u(a) = 0, �(u′(b)) =
m−2∑
i=1

�i�(u
′(�i ))
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has a non-trivial solutions. This is the case if and only if
∑m−2

i=1 �i = 1. Our results use topological

degree methods. Interestingly enough in the non-resonance case, i.e., when
∑m−2

i=1 �i = 1 the sign

of degree for the relevant operator depends on whether
∑m−2

i=1 �i >1 or
∑m−2

i=1 �i <1.

Keywords:p-Laplacian; Boundary value problem; Dirichelet-Neumann; Resonance; Non-resonance; Odd
increasing homeomorphism from R onto R; Deformation lemma; Leray-Schauder degree; Brouwer degree

1. Introduction

In this paper, we consider the boundary value problem:

(�(u′))′ = f (t, u, u′), t ∈ (a, b),

u(a) = 0, �(u′(b)) =
m−2∑
i=1

�i�(u′(�i )), (1.1)

where�, � are odd increasing homeomorphisms fromR ontoR with �(0) = �(0) = 0 and
the functionf : [a, b] × R × R → R is Carath́eodory. Also�i ∈ R, �i ∈ (a, b), for
i = 1,2, . . . , m − 2, are given numbers that satisfya < �1< �2< · · ·< �m−2<b.
We say that (1.1) is atresonance, if the associated multi-point boundary value problem

(�(u′))′ = 0, a < t < b,

u(a) = 0, �(u′(b)) =
m−2∑
i=1

�i�(u′(�i )) (1.2)

has a non-trivial solution.
We are interested here in the problem of existence of solutions for them-point boundary

value problem (1.1) in the resonance and in the non-resonance cases.
The study of multi-point boundary value problems in the case�(u) = �(u) ≡ u was

initiated by Il’in and Moiseev in[14,15]and has been the subject of many papers, see for
example[2,3,7–13,16]. A three-point boundary value problem for the linear operator and
the nonlinear boundary conditions has been dealt in[19].
More recentlymulti-point boundary value problems containing thep-Laplace operator or

the more general operator−(�(u′))′ of problem (1.1), complemented with linear boundary
conditions, have been studied in[1,4,6,17]and elsewhere.
In [5], using topological degree arguments, and[18], using upper and lower solutions,

multi-point boundary value problems containing the operator−(�(u′))′ and the nonlinear
boundary conditions are studied. The problem considered in[5] presents the feature that it
is always at resonance because of the boundary conditions imposed.
Problem (1.1) is of a different nature concerning resonance, since it does not have the

property present in[5]. In this case the problemwill be at resonance if and only if
∑m−2

i=1 �i=
1, havingu(t) = �(t − a) as a non-trivial solution, where� ∈ R is an arbitrary constant.
Our aim in this paper is to obtain existence of solutions for problem (1.1), where the

nonlinear homeomorphisms� and� are in general different, by using topological degree
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arguments. Thus, in Section 2, we first derive a key deformation lemma that applies to
the situation when problem (1.1) is at resonance, no sign restrictions on the numbers�i ,
i = 1, . . . , m − 2, are needed in this lemma. Furthermore, it is important to notice that
conditions (ii) and (iii) of that lemma are the same as if the function� that generates the
differential operator and the function� that appears in the boundary conditions were the
linear functions, i.e., as if�(s) = �(s) = s. This is due to the homotopy we were able to
obtain and it is an answer to the question of finding the simplest conditions on the function
f that ensure the existence of solutions to our problem.
In Section 3 many existence theorems for problem (1.1) are derived from this lemma.

Finally in Section 4 we consider problem (1.1) when it is at non-resonance. The crucial
point here is to prove that the Leray Schauder degree of a certain operator is different from
zero. This is shown to be an explicit consequence of the non-resonance condition, i.e.,∑m−2

i=1 �i = 1. In addition, we obtain the interesting property that the degree of the operator
changes sign when

∑m−2
i=1 �i goes from being less than one to being greater than one.

We shall denote byC[a, b] (resp.C1[a, b]) the classical space of continuous (resp.
continuously differentiable) real-valued functions on the interval[a, b]. The norm inC[a, b]
is denoted by| · |∞. Also, we shall denote byL1(a, b) the space of real-valued (equivalence
classes of) functions whose absolute value is Lebesgue integrable on(a, b). The Brouwer
and Leray–Schauder degree shall be, respectively, denoted by degB and degLS.

2. A deformation lemma for the resonance case

We begin this section by formulating a general deformation lemma for the solvability of
the boundary value problem (1.1) in the resonance case.
Let f ∗ : [a, b] × R × R × [0,1] → R be a given function satisfying Carathéodory’s

conditions, i.e. (i) for all(s, r, �) ∈ R×R× [0,1] the functionf ∗(·, s, r, �) is measurable
on[a, b], (ii) for a.e.t ∈ [a, b] the functionf ∗(t, ·, ·, ·) is continuous onR×R×[0,1], and
(iii) for eachR>0 there exists a Lebesgue integrable function�R : [a, b] → R such that
|f ∗(t, s, r, �)|��R(t) for a.e.t ∈ [a, b] and all(s, r, �) ∈ R×R×[0,1] with |s|�R, and
|t |�R. We suppose thatf (t, s, r) = f ∗(t, s, r, 1) is the given function in problem (1.1).
We, now, introduce an operatorB(u, �) : C1[a, b] × [0,1] → R defined for(u, �) ∈

C1[a, b] × [0,1] by

B(u, �) = �

(
�(u′(b)) −

m−2∑
i=1

�i�(u′(�i ))
)

+ (1− �)

(∫ b

a

f ∗(�, u(�), u′(�), �)d�

−
m−2∑
i=1

�i

∫ �i

a

f ∗(�, u(�), u′(�), �)d�
)
. (2.1)

For� ∈ [0,1] we consider the family of boundary value problems:
(�(u′))′ = �f ∗(t, u, u′, �), t ∈ (a, b),

u(a) = 0, B(u, �) = 0. (2.2)
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Let � ⊂ C1[a, b] be a bounded open set. Let us set for� ∈ R, i�(t) = �(t − a), for
t ∈ [a, b], and

X = {i�|� ∈ R}.
ThenX is one-dimensional subspace ofC1[a, b]. Defining i : R �→ X by i(�) = i� it is
clear thati is an isomorphism fromR ontoX.
Next let us defineF : X → R by

F(i�) =
∫ b

a

f ∗(t,�(t − a),�,0)dt −
m−2∑
i=1

�i

∫ �i

a

f ∗(t,�(t − a),�,0)dt

and setF = F ◦ i. ThenF : R �→ R is continuous, and is given by

F(�) =
∫ b

a

f ∗(t,�(t − a),�,0)dt −
m−2∑
i=1

�i

∫ �i

a

f ∗(t,�(t − a),�,0)dt .

We have the following lemma.

Lemma 2.1. Assume that

(i) for each� ∈ (0,1), the boundary value problem(2.2)has no solutionu ∈ ��,
(ii) equationF(�) = 0 has no solution for any� such thati� ∈ �� ∩ X, and
(iii) the Brouwer degreedegB(F, i−1(� ∩ X),0) = 0.

Then, the boundary value problem(1.1)has at least one solution in�.

Proof. Let us define an operator	∗ : C1[a, b] × [0,1] → C1[a, b] by setting for(u, �) ∈
C1[a, b] × [0,1]

	∗(u, �)(t) =
∫ t

a

�−1
[
�(u′(a)) + �

∫ s

a

f ∗(�, u(�), u′(�), �)d�
]
ds

+ (t − a)B(u, �). (2.3)

Sincef ∗ satisfies Carath́eodory’s conditions, then for(u, �) ∈ C1[a, b]× [0,1]we have
f ∗(·, u(·), u′(·), �) ∈ L1(a, b). Accordingly, the integrand in (2.3) is continuous on[a, b]
and the operator	∗ is well defined. Furthermore, using standard arguments, one can show
that	∗ is a completely continuous operator.
Next, for some� ∈ (0,1], let us suppose thatu is a solution to the boundary value problem

(2.2). Then by integrating the equation in (2.2) and using thatu(a) = 0 andB(u, �) = 0,
we see thatu satisfies

u(t) =
∫ t

a

�−1
[
�(u′(a)) + �

∫ s

a

f ∗(�, u(�), u′(�), �)d�
]
ds

+ (t − a)B(u, �) (2.4)

for all t ∈ [a, b], and thusu satisfies
u = 	∗(u, �). (2.5)
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Conversely, let us suppose that for some� ∈ (0,1],u ∈ C1[a, b], satisfies (2.5), equivalently
(2.4). From Eq. (2.4) we first see that

u(a) = 0

and by differentiating that

u′(t) = �−1
(
�(u′(a)) + �

∫ t

a

f ∗(�, u(�), u′(�), �)d�
)

+B(u, �),

t ∈ [a, b]. (2.6)

Evaluating this equation att = a we see that

B(u, �) = 0

and thususatisfies the boundary conditions in problem (2.2).Also, Eq. (2.6) further implies
that�(u′(t)) is absolutely continuous on[a, b] and

(�(u′(t)))′ = �f ∗(t, u(t), u′(t), �), a.e. in (a, b).

Thus,u is a solution of problem (2.2). In this form, for� ∈ (0,1], we have proved thatu is
a solution of problem (2.2) if and only ifu is a solution of Eq. (2.5), equivalently (2.4).
If, now, there is a functionu ∈ ��which is a solution to problem (1.1), then we are done.

Accordingly, let us assume that the boundary value problem (1.1) has no solution on��.
This correspond to saying that problem (2.2), with� = 1, does not have a solution on��.
This combined with assumption (i) of the lemma implies that

u = 	∗(u, �) for all u ∈ �� and� ∈ (0,1].
We, next, assert thatu = 	∗(u,0) for all u ∈ ��. Indeed, letu ∈ �� be such that
u = 	∗(u,0). Then by (2.4)

u(t) = (u′(a) +B(u,0))(t − a) (2.7)

for all t ∈ [a, b]. Differentiating and evaluating att = a, we find thatB(u,0) = 0. Hence
u(t) = �(t − a) = i�(t), where� = u′(a) implying thati� ∈ �� ∩ X. But, sincei� must
satisfy

0=B(i�,0) =
∫ b

a

f ∗(�,�(� − a),�,0)d� −
m−2∑
i=1

�i

∫ �i

a

f ∗(�,�(� − a),�,0)d�

=F(�),

we obtain a contradiction to assumption (ii) of the lemma. We thus get that

u = 	∗(u, �) for all u ∈ �� and� ∈ [0,1].
Thus degLS(I−	∗(·, �),�,0) iswell defined for all� ∈ [0,1]. By the homotopy invariance
property of Leray–Schauder degree we obtain immediately that

degLS(I − 	∗(·,1),�,0) = degLS(I − 	∗(·,0),�,0)

= degB(I − 	∗(·,0)|X,�0,0). (2.8)
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where�0 = � ∩ X. Now since forv ∈ X

(I − 	∗(·,0))v = −iF (v),

degLS(I − 	∗(·,1),�,0) = degB(−iF (·),�0,0) = −degB(iF (·),�0,0). (2.9)

Since,i−1 ◦ iF (·) ◦ i = F, we obtain by using a standard formula in degree theory that

degB(iF (·),�0,0)) = degB(F, i−1(�0),0)).

Hence, by assumption (iii) of the lemma, it follows that degLS(I − 	∗(·,1),�,0) = 0.
Thus, the mapping	 ≡ 	∗(·,1) : C1[a, b] → C1[a, b] has at least one fixed point in�
and hence the boundary value problem (1.1) has at least one solution in�. This completes
the proof of the lemma. �

3. Some applications of Lemma 2.1

As in the previous sections� and� will denote odd increasing homeomorphisms from
R ontoR satisfying�(0) = �(0) = 0.
In some of our results we shall assume the following condition, for any
>1,� is such

that

lim sup
z→∞

�(
z)
�(z)

<∞. (3.1)

If this is the case, we set

�(a, b) = lim sup
z→∞

�((b − a)z)

�(z)
. (3.2)

Theorem 3.1. Let f : [a, b] × R × R → R in the boundary value problem(1.1) be a
continuous function that satisfies the following conditions:

(i) there exist non-negative functionsd1(t), d2(t), andr(t) in L1(a, b) such that

|f (t, u, v)|�d1(t)�(|u|) + d2(t)�(|v|) + r(t),

for a.e.t ∈ [a, b] and all u, v ∈ R,
(ii) there exist constants��0,B�0,A>0, andv0>0 such that for allv with |v|>v0,

all t ∈ [a, b], and allu ∈ R, one has

|f (t, u, v)|� − ��(|u|) + A�(|v|) − B,

(iii) there exists anR>0 such that for all�, with |�|>R, either

�

[∫ b

a

f (�,�(� − a),�)d� −
m−2∑
i=1

�i

∫ �i

a

f (�,�(� − a),�)d�

]
>0
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or

�

[∫ b

a

f (�,�(� − a),�)d� −
m−2∑
i=1

�i

∫ �i

a

f (�,�(� − a),�)d�

]
<0.

Suppose, further, � satisfies(3.1),that

�(a, b)
(

‖d1‖L1(a,b) + �
A

)
+ ‖d2‖L1(a,b) <1 (3.3)

and that the coefficients�i , i = 1, . . . , m − 2, in the boundary conditions of problem(1.1)
are non-negative with

∑m−2
i=1 �i = 1.

Then, the boundary value problem(1.1)has at least one solutionu ∈ C1[a, b].

Proof. First let�>0 be such that

� := (�(a, b) + �)
(

‖d1‖L1(a,b) + �
A

)
+ ‖d2‖L1(a,b) <1. (3.4)

Next, we see from the definition of�(a, b) that there existsz0>0 such that

�((b − a)z)�(�(a, b) + �)�(z) for z�z0. (3.5)

We consider the family of boundary value problems (2.2) withf ∗(t, u, v, �) = f (t, u, v)

for all (t, u, v, �) ∈ [a, b] ×R×R× [0,1], i.e., we consider the family of boundary value
problems:

(�(u′))′ = �f (t, u, u′), t ∈ (a, b), � ∈ [0,1],
u(a) = 0, B(u, �) = 0. (3.6)

We shall show that the family of boundary value problems (3.6) satisfies the conditions of
Lemma 2.1 to conclude that the boundary value problem (1.1) has at least one solution in
C1[a, b].
Let u ∈ C1[a, b] be a solution to the boundary value problem (3.6) for some� ∈ (0,1).

Suppose firsts0 ∈ [a, b] is such that|u′(s0)|�v0, wherev0 is as in assumption (ii). Then,
by integrating the equation in (3.6) froms0 to t ∈ [a, b], using assumption (i), and the
assumption that� is an odd increasing homeomorphism fromR ontoR with �(0) = 0,
we get

�(|u′(t)|)��(v0) + �(‖u‖∞)‖d1‖L1(a,b) + �(‖u′‖∞)‖d2‖L1(a,b) + ‖r‖L1(a,b)

��(v0) + �((b − a)‖u′‖∞)‖d1‖L1(a,b)

+ �(‖u′‖∞)‖d2‖L1(a,b) + ‖r‖L1(a,b) (3.7)

for all t ∈ [a, b], sinceu(a)=0 implies‖u‖∞ �(b−a)‖u′‖∞. It then follows, using (3.5),
that either‖u′‖∞ �z0 or

�(‖u′‖∞)��(v0) + (�(a, b) + �)�(‖u′‖∞)‖d1‖L1(a,b) + �(‖u′‖∞)‖d2‖L1(a,b)

+ ‖r‖L1(a,b)���(‖u′‖∞)‖ + ‖r‖L1(a,b) + �(v0).
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Thus if s0 ∈ [a, b] is such that|u′(s0)|�v0, then there is a positive constantC1 such that

‖u′‖∞ �C1. (3.8)

Let us, next, suppose that|u′(t)|>v0 for all t ∈ [a, b]. Then, from the boundary condition
B(u, �) = 0, we have that

�

[
�
[
�(u′(a)) + �

∫ b

a

f (�, u(�), u′(�))d�
]

−
m−2∑
i=1

�i�

[
�(u′(a)) + �

∫ �i

a

f (�, u(�), u′(�))d�
]]

+ (1− �)

(∫ b

a

f (�, u(�), u′(�))d�

−
m−2∑
i=1

�i

∫ �i

a

f (�, u(�), u′(�))d�
)

= 0. (3.9)

We observe next that since
∑m−2

i=1 �i = 1, with �i �0, i = 1,2, . . . , m − 2, there must
exist�0, �1 ∈ [a, �m−2] such that

m−2∑
i=1

�i�

[
�(u′(a)) + �

∫ �i

a

f (�, u(�), u′(�))d�
]

= �
[
�(u′(a)) + �

∫ �0

a

f (�, u(�), u′(�))d�
]

(3.10)

and

m−2∑
i=1

�i

∫ �i

a

f (�, u(�), u′(�))d� =
∫ �1

a

f (�, u(�), u′(�))d�. (3.11)

Suppose, now,f (t, u(t), u′(t))>0 for all t ∈ [a, b]. Then, using the fact that� is an
increasing homeomorphism, and Eqs. (3.9)–(3.11), we obtain 0>0, a contradiction. A
similar contradiction is obtained if we assume thatf (t, u(t), u′(t))<0 for all t ∈ [a, b].
Hence, there must exist a�0 ∈ [a, b] such that

f (�0, u(�0), u′(�0)) = 0.

This and assumption (ii) then gives

�(|u′(�0)|)� B

A
+ �

A
�(‖u‖∞). (3.12)
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Next, integrating the equation in (3.6) from�0 to t ∈ [a, b] and using assumption (i) we
obtain that

�(|u′(t)|)��(|u′(�0)|) + �(‖u‖∞)‖d1‖L1(a,b)

+ �(‖u′‖∞)‖d2‖L1(a,b) + ‖r‖L1(a,b)

��(‖u‖∞)

(
‖d1‖L1(a,b) + �

A

)
+ �(‖u′‖∞)‖d2‖L1(a,b) + ‖r‖L1(a,b) + B

A

��((b − a)‖u′‖∞)

(
‖d1‖L1(a,b) + �

A

)
+ �(‖u′‖∞)‖d2‖L1(a,b) + ‖r‖L1(a,b) + B

A
, (3.13)

using, as before, the fact thatu(a)=0 implies‖u‖∞ �(b−a)‖u′‖∞. It now follows, using
(3.5), that either‖u′‖∞ �z0 or

�(‖u′‖∞)�
[
(�(a, b) + �)

(
‖d1‖L1(a,b) + �

A

)
+ ‖d2‖L1(a,b)

]
�(‖u′‖∞)

+ ‖r‖L1(a,b) + B

A
���(‖u′‖∞) + ‖r‖L1(a,b) + B

A
. (3.14)

This inequality combined with (3.8) implies that in all cases there is a positive constantC
such that

‖u′‖∞ �C.

This fact combines in turn with the estimate‖u‖∞ �(b−a)‖u′‖∞ to imply that there exists
anR0>R, whereR is as in assumption (iii) such that boundary value problems (3.6) have
no solution on the boundary of the ballB(0, R̃) ⊂ C1[a, b], for everyR̃�R0.Accordingly,
boundary value problems (3.6) satisfy condition (i) of Lemma 2.1.
Next, from assumption (iii), for all�, |�|>R, we have that

F(�) :=
∫ b

a

f (�,�(� − a),�)d� −
m−2∑
i=1

�i

∫ �i

a

f (�,�(� − a),�)d� (3.15)

is either strictly positive or strictly negative implying that condition (ii) of Lemma 2.1 is
satisfied.
Finally, by assumption (iii) and the continuity of the functionF defined in (3.15), for

any fixedR̃ >R, it follows thatF(R̃)F(−R̃)<0. Hence lettingXbe the one-dimensional
space ofC1[a, b],X = {i� |� ∈ R}, used in Section 2, we have that the Brouwer degree

degB(F, i−1(B(0, R̃) ∩ X),0) = degB(F, (−R̃, R̃),0) = 0,

and condition (iii) of Lemma 2.1 is also satisfied.
Thus from Lemma 2.1 we conclude that the boundary value problem (1.1) has at least

one solutionu such that‖u‖C1[a,b] <R̃. �
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An immediate and simple corollary to this theorem (the proof of which is left to the
reader) is given by the following result.

Example 3.2. Letp>1, q >1, and fori = 1, . . . , m− 2. Let�i �0,�i ∈ (0,1), be given
numbers such that

∑m−2
i=1 �i = 1 and 0< �1< · · ·< �m−2<1.

In addition letB >0,�>0, andA>0, be given numbers, with

�
(
1+ 1

A

)
+ A<1.

Then, the boundary value problem

(�p(u
′))′ = ��p(u) + A�p(u

′) + B, t ∈ (0,1),

u(0) = 0, �q(u
′(1)) =

m−2∑
i=1

�i�q(u
′(�i )), (3.16)

has at least one solutionu ∈ C1[0,1].

We next consider a variant of the last theorem when�=� in problem (1.1). Basically we
change condition (ii) of the last theorem by a new one. This change allows us to consider
functionsf which are Carath́eodory. Furthermore we will impose no restriction on the sign
of �i ∈ R. We consider the problem

(�(u′))′ = f (t, u, u′), t ∈ (a, b),

u(a) = 0, �(u′(b)) =
m−2∑
i=1

�i�(u′(�i )), (3.17)

where fori = 1, . . . , m − 2, �i , �i ∈ (0,1) are given numbers such that
∑m−2

i=1 �i = 1 and
0< �1< · · ·< �m−2<1. The function� denotes an odd increasing homeomorphisms from
R ontoR satisfying�(0) = 0. The functionf is Carath́eodory.

Theorem 3.3. Suppose in problem(3.17)the following conditions are satisfied:

(i) there exist non-negative functionsd1(t), d2(t), andr(t) in L1(a, b) such that

|f (t, u, v)|�d1(t)�(|u|) + d2(t)�(|v|) + r(t),

for a.e.t ∈ [a, b] and all u, v ∈ R,
(ii) there existsd >0 such that for allu ∈ C1[a, b] withmint∈[a,b] |u′(t)|>d∫ b

a

f (�, u(�), u′(�))d� −
m−2∑
i=1

�i

∫ �i

a

f (�, u(�), u′(�))d� = 0. (3.18)

(iii) For everyR>0, there exists|�|>R such thatF(�)F(−�)<0,where

F(�) =
∫ b

a

f (�,�(� − a),�)d� −
m−2∑
i=1

�i

∫ �i

a

f (�,�(� − a),�)d�.



M. García-Huidobro et al.

Then, for �(a, b) as in(3.2),problem(3.17)has at least one solutionu ∈ C1[a, b] provided
�(a, b)‖d1‖L1(a,b) + ‖d2‖L1(a,b) <1. (3.19)

Proof. As in the proof of Theorem 3.1 let�>0 be such that

� := (�(a, b) + �)‖d1‖L1(a,b) + ‖d2‖L1(a,b) <1 (3.20)

so that, using the definition of�(a, b), there exists az0>0 such that

�((b − a)z)�(�(a, b) + �)�(z) for z�z0. (3.21)

We consider the family of boundary value problems (2.2) withf ∗(t, u, v, �) = �f (t, u, v)

and withB(u, �), see (2.1), now given by

B(u, � = �(u′(b)) −
m−2∑
i=1

�i�(u′(�i ))).

Thus we are led to consider the family of boundary value problems

(�(u′))′ = �f (t, u, u′), t ∈ (a, b), � ∈ [0,1],

u(a) = 0, �(u′(b)) =
m−2∑
i=1

�i�(u′(�i )). (3.22)

Let u ∈ C1[a, b] be a solution to problem (3.22) for some� ∈ (0,1). Then, integrating the
equation in (3.22) froma to t , we find that

�(u′(t)) = �(u′(a)) +
∫ t

a

f (�, u(�), u′(�))d�,

which combined with the second boundary condition yields∫ b

a

f (�, u(�), u′(�))d� −
m−2∑
i=1

�i

∫ �i

a

f (�, u(�), u′(�))d� = 0.

Thus, from (ii), it must be that mint∈[a,b] |u′(t)|�d. Accordingly, there existst0 ∈ [a, b]
such that|u′(t0)|�d. Then, integrating the equation in (3.22) fromt0 to t ∈ [a, b], we get

�(u′(t)) = �(u′(t0)) +
∫ t

t0

f (�, u(�), u′(�))d�,

and hence, by using assumption (i), we obtain

�(‖u′‖∞)��(d) + �(‖u‖∞)‖d1‖L1(a,b) + �(‖u′‖∞)‖d2‖L1(a,b) + ‖r‖L1(a,b).

Using now the fact thatu(a) = 0 implies‖u‖∞ �(b − a)‖u′‖∞, the definition of�(a, b),
and (3.20) we see that either‖u′‖∞ �z0 or

�(‖u′‖∞)��(d) + ((�(a, b) + �)‖d1‖L1(a,b) + ‖d2‖L1(a,b))�(‖u′‖∞) + ‖r‖L1(a,b)

��(d) + ��(‖u′‖∞) + +‖r‖L1(a,b).
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This implies that there exists anR0>0 such that

‖u‖C1[a,b] <R0.

Thus for any� ∈ (0,1) problem (3.22) does not have solutions in the boundary of the
ball B(0, R0) ⊂ C1[a, b], implying that condition (i) of Lemma 2.1 is satisfied. Finally,
we see that assumption (iii) of this theorem implies that conditions (ii) and (iii) of Lemma
2.1 are satisfied, and we conclude that problem (3.17) has at least one solutionu such that
‖u‖C1[a,b] �R0. This completes the proof of the theorem.�

Let nextq ∈ L1(a, b) and let us define

q =max

{
1

b − �

∫ b

�
q(s)ds

∣∣ � ∈ [a, �m−2]
}

and

q =min

{
1

b − �

∫ b

�
q(s)ds

∣∣ � ∈ [a, �m−2]
}
.

Our, next, existence theorem concern the multi-point boundary value problem:

(�(u′))′ + f (t, u, u′) = q(t), t ∈ (a, b),

u(a) = 0, �(u′(b)) =
m−2∑
i=1

�i�(u′(�i )). (3.23)

Theorem 3.4. Let q ∈ L1(a, b) and f : [a, b] × R × R → R in the boundary value
problem(3.23)be a continuous function satisfying the following conditions:

(i) there exist non-negative functionsd1, d2, and r inL1(a, b) such that

|f (t, u, v)|�d1(t)�(|u|) + d2(t)�(|v|) + r(t)

for all a.e.t ∈ [a, b] and all u, v ∈ R,
(ii) there existsd >0 such that

f (t, u, v)> q for v�d,

f (t, u, v)< q for v� − d

for t ∈ [a, b] and allu ∈ R.

Suppose, further, that� satisfies(3.1),and

�(a, b)
(

‖d1‖L1(a,b) + �
A

)
+ ‖d2‖L1(a,b) <1. (3.24)

If the coefficients�i , i = 1, . . . , m − 2, in the boundary conditions of problem(1.1) are
non-negative and satisfy

∑m−2
i=1 �i =1, then the boundary value problem(3.23)has at least

one solutionu ∈ C1[a, b].
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Proof. We shall show that the family of multi-point boundary value problems

(�(u′))′ = �(q(t) − f (t, u, u′)), t ∈ (a, b), � ∈ [0,1],
u(a) = 0, B(u, �) = 0. (3.25)

satisfies the conditions (i), (ii), and (iii) of Lemma 2.1.
As in the proof of Theorem 3.1, let�>0 be such that

� = (�(a, b) + �)
(

‖d1‖L1(a,b) + �
A

)
+ ‖d2‖L1(a,b) <1, (3.26)

and letz0>0 be such that

�((b − a)z)�(�(a, b) + �)�(z) for z�z0. (3.27)

Let, now,u(t) be a solution of (3.25) for some� ∈ (0,1). We claim that there exists a
t̃ ∈ [a, b] such that

−d�u′(̃t)�d.

Indeed, we see by integrating the equation in (3.25) on the interval[a, t] and using the
boundary conditions in (3.25) that

�

[
�
[
�(u′(a)) + �

∫ b

a

(q(�) − f (�, u(�), u′(�)))d�
]

−
m−2∑
i=1

�i�

[
�(u′(a)) + �

∫ �i

a

(q(�) − f (�, u(�), u′(�)))d�
]]

+ (1− �)

(∫ b

a

(q(�) − f (�, u(�), u′(�)))d�

−
m−2∑
i=1

�i

∫ �i

a

(q(�) − f (�, u(�), u′(�)))d�
)

= 0. (3.28)

Next, using that
∑m−2

i=1 �i = 1, with �i �0, i = 1, . . . , m − 2, we obtain as in the proof of
Theorem 3.1, that there exist�0, �1 ∈ [a, �m−2] such that

m−2∑
i=1

�i�

[
�(u′(a)) + �

∫ �i

a

(q(�) − f (�, u(�), u′(�)))d�
]

= �
[
�(u′(a)) + �

∫ �0

a

(q(�) − f (�, u(�), u′(�)))d�
]
,

m−2∑
i=1

�i

∫ �i

a

(q(�) − f (�, u(�), u′(�)))d� =
∫ �1

a

(q(�) − f (�, u(�), u′(�)))d�).

(3.29)
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Hence, if we assume thatu′(t)> d for all t ∈ [a, b], we arrive at the contradiction 0<0,
by using the first part of the assumption (ii) of the theorem, the fact that� is an increasing
homeomorphism and Eqs. (3.28) and (3.29).
Similarly, the assumptionu′(t)< − d for all t ∈ [a, b] leads to the contradiction 0>0.

This proves the claim that there exists at̃ ∈ [a, b] such that
−d�u′(̃t)�d.

Since assumption (i) of the theorem implies that

|q(t) − f (t, u, v)|�d1(t)�(|u|) + d2(t)�(|v|) + r̃(t), (3.30)

wherẽr(t)= r(t)+q(t), by integrating the equation in (3.25) from̃t to t ∈ [a, b] and using
estimate (3.30), we obtain

�(‖u′‖∞)��(d) + �(‖u‖∞)‖d1‖L1(a,b) + �(‖u′‖∞)‖d2‖L1(a,b) + ‖̃r‖L1(a,b)

��(d) + �((b − a)‖u′‖∞)‖d1‖L1(a,b)

+ �(‖u′‖∞)‖d2‖L1(a,b) + ‖̃r‖L1(a,b). (3.31)

Hence either‖u′‖∞ �z0 or from (3.27) we obtain

�(‖u′‖∞)��(d) + ((�(a, b) + �)‖d1‖L1(a,b) + ‖d2‖L1(a,b))�(‖u′‖∞)

+ ‖̃r‖L1(a,b)��(d) + �‖u′‖∞ + ‖̃r‖L1(a,b). (3.32)

Combining this inequality with the fact thatu(a) = 0 implies the estimate‖u‖∞ �(b −
a)‖u′‖∞, and (3.32), we obtain that there exists anR0>d, d is as in (ii), such that for
all R̃ >R0 the family of boundary value problems (3.25) has no solution on�B(0, R̃) for
all 0< �<1, whereB(0, R̃) is the ball with center 0 and radius̃R in C1[a, b]. We have
thus proved that the family of boundary value problems (3.25) satisfies condition (i) of
Lemma 2.1.
Next, using again that�i �0, for everyi = 1, . . . , m − 2 and

∑m−2
i=1 �i = 1, we find that

for every� ∈ R, there exists an�� ∈ [a, �m−2] such that

�

{∫ b

a

(f (�,�(� − a),�) − q(�))d� −
m−2∑
i=1

�i

∫ �i

a

(f (�,�(� − a),�) − q(�))d�

}

= �
{∫ b

a

(f (�,�(� − a),�) − q(�))d� −
∫ ��

a

(f (�,�(� − a),�) − q(�))d�
}

= �

{∫ b

��

(f (�,�(� − a),�) − q(�))d�

}
. (3.33)

Assumption (ii) implies that for all� ∈ R, with |�|>d,

�
∫ b

��

(f (�,�(� − a),�) − q(�))d�>0.
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Hence, from (3.33), we obtain that

�

{∫ b

a

(f (�,�(� − a),�) − q(�))d� −
m−2∑
i=1

�i

∫ �i

a

(f (�,�(� − a),�) − q(�))d�

}
>0. (3.34)

Finally, the validity of conditions (ii) and (iii) of Lemma 2.1 can now be obtained from
(3.34) by anargument totally similar to the oneused in proof ofTheorem3.1.This completes
the proof of the theorem.�

Remark 3.5. Theorem3.4 continues to hold if we replace assumption (ii) by the following:
“there existsd >0 such that

f (t, u, v)< q for u�d,

f (t, u, v)> q for u� − d

for a.e.t ∈ [a, b] and allv ∈ R.”

In our next existence theorem we are able to relax sublinear assumptions of the type
used in (i) of Theorem 3.1. Indeed we will allow superlinear behavior of the functionf of
problem (1.1) with respect to the variablev. Furthermore we will not need condition (3.1)
on�.

Theorem 3.6. Let f : [a, b] × R × R → R in the boundary value problem(1.1) be a
continuous function which satisfies the following condition:
there existsM >0 such that for all|v|>M, all u ∈ R, and all t ∈ [a, b], one has

vf (t, u, v)> 0,

If furthermore the coefficients�i , i = 1, . . . , m− 2, in the boundary conditions of problem
(1.1)are non-negative and satisfy

∑m−2
i=1 �i =1, then the boundary value problem(1.1)has

at least one solutionu ∈ C1[a, b].

Proof. We consider the family of boundary value problems (2.2) withf ∗(t, u, v, �) =
f (t, u, v) for all (t, u, v, �) ∈ [a, b] × R × R × [0,1], i.e. we consider the family of
problems:

(�(u′))′ = �f (t, u, u′), t ∈ (a, b), � ∈ [0,1],
u(a) = 0, B(u, �) = 0. (3.35)

We shall show that the family of problems (3.35) satisfies the conditions of Lemma 2.1
to conclude that problem (1.1) has at least one solution inC1[a, b].
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Letu be a solution to problem (3.35) for some� ∈ (0,1). We note first that the boundary
condition

B(u, �) = �

(
�(u′(b)) −

m−2∑
i=1

�i�(u′(�i ))
)

+ (1− �)

(∫ b

a

f (�, u(�), u′(�))d�

−
m−2∑
i=1

�i

∫ �i

a

f (�, u(�), u′(�))d�
)

= 0,

can be written as

�2
(

�(u′(b)) −
m−2∑
i=1

�i�(u′(�i ))
)

+ (1− �)

(
�(u′(b)) −

m−2∑
i=1

�i�(u′(�i ))
)

= 0 (3.36)

and hence(
�(u′(b)) −

m−2∑
i=1

�i�(u′(�i ))
)(

�(u′(b)) −
m−2∑
i=1

�i�(u′(�i ))
)

�0. (3.37)

Then lettingu′(�j )=maxi=1,...,m−2 u
′(�i ) andu′(�k)=mini=1,...,m−2 u

′(�i ), we have that
(3.37) implies that

u′(�k)�u′(b)�u′(�j ). (3.38)

We claim first that|u′(a)|�M, whereM is as in the hypotheses of the theorem. Indeed,
let us suppose thatu′(a)>M. It, then, follows that there exists an�>0 such thatu′(t)>M

for t ∈ [0, �], and hence that
(�(u′(t)))′ = �f (t, u(t), u′(t))>0 for t ∈ [0, �]. (3.39)

This implies thatu′(t) is strictly increasing on[0, �]. Let us define
tM := sup{t ∈ [a, b] | u′ is strictly increasing on[a, t]}.

ClearlytM �� andu′(tM)>M. If we assumetM <b, then it is immediate to see that there
is a �′ >0 such thatu′ is strictly increasing on[tM, tM + �′] and hence on[a, tM + �′]
contradicting the definition oftM . ThustM = b andu′ is strictly increasing on[a, b]. But
this cannot be in light of the last inequality in (3.38) and it must be thatu′(a)�M. Since an
entire similar argument (using this time the first inequality in (3.38)) gives thatu′(a)� −M,
we obtain that|u′(a)|�M.
Next, we claim that|u′(t)|�M for everyt ∈ [a, b]. Indeed, let us now set

tM := max{t ∈ [a, b]| |u′(s)|�M for s ∈ [a, t]},
which implies thattM �a. The proof of the claim consists then in showing thattM = b.
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Suppose thattM <b, then |u′(tM)| = M. If u′(tM) = M, from the definition oftM , it
follows thatu′(t)>M for t neartM and greater thantM , which implies (as above) thatu′
is strictly increasing on(tM, b]. In particular it holds thatM <u′(b) and thus from (3.38),
we find that

M <u′(b)�u′(�j ).

But this implies that�j ∈ (tM, b] and hence thatu′ must be strictly increasing on[�j , b],
which contradicts the last inequality in (3.38). Similarly, ifu(tM) = −M (using the other
part of the inequality (3.38)) we obtain a contradiction. Thus, we must havetM = b and
|u′(t)|�M for everyt ∈ [a, b], i.e.‖u′‖∞ �M.
Next, sinceu(a) = 0 implies‖u‖∞ �(b − a)‖u′‖∞, we see that‖u‖∞ �(b − a)M.

Accordingly, ifR>(b−a+1)M then for� ∈ (0,1) the family of boundary value problems
(3.35) has no solution on the boundary of the ballB(0, R) ⊂ C1[a, b], and condition (i) of
Lemma 2.1 is satisfied.
Finally, since the assumed condition of the theorem implies

�f (t,�(t − a),�)>0 for all |�|>M and allt ∈ [a, b],
we have that conditions (ii) and (iii) of Lemma 2.1 can be shown to hold by an argument
totally similar to the one used in proof of Theorem 3.1. This completes the proof of the
theorem. �

The following example is an immediate and simple corollary to this theorem.

Example 3.7. Let p>1, q >1, and fori = 1, . . . , m − 2, let�i �0, �i ∈ (0,1), be given
numbers such that

∑m−2
i=1 �i = 1 and 0< �1< · · ·< �m−2<1.

Let us consider the problem

(�p(u
′))′ = g(t, u′)(�p(|u|) + 1), t ∈ (a, b)

u(a) = 0, �q(u
′(b)) =

m−2∑
i=1

�i�q(u
′(�i )). (3.40)

whereg : R �→ R is a continuous function such thatvg(t, v)> 0, for all |v|�M >0 and
for all t ∈ [a, b], and whereM is a constant. Then problem (3.40) has at least one solution
u ∈ C1[a, b].

4. Some results for the non-resonance case

In this section we will consider problem (1.1) in the non-resonance case.
Problem (1.1) is in the non-resonance case if problem (1.2) has only the trivial solution.

This holds if and only if the coefficients�i satisfy
∑m−2

i=1 �i = 1. We assume henceforth
the �i ’s satisfy this condition and that the homeomorphism� in problem (1.1) satisfies
condition (3.1). Notice that we do not assume a sign condition on the�i ’s. Also, as before,
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we set

�(a, b) = lim sup
z→∞

�((b − a)z)

�(z)
. (4.1)

In addition, we shall assume that for any 0<
<1 we have

�̃(
) = lim sup
z→∞

(� ◦ �−1)(
z)

(� ◦ �−1)(z)
<1. (4.2)

Let us set


∗ =
min

{ ∑m−2
i=1 �+

i

1+∑m−2
i=1 �−

i

,
1+∑m−2

i=1 �−
i∑m−2

i=1 �+
i

}
if
∑m−2

i=1 �+
i = 0

0 if
∑m−2

i=1 �+
i = 0,

(4.3)

where�+ =max(�,0) and�− =max(−�,0). Note that 0�
∗ <1. The main result of this
section is the following theorem.

Theorem 4.1. Let f : [a, b] × R × R → R be a function satisfying Carathéodory’s
conditions such that the following condition holds: there exist non-negative functionsd1(t),
d2(t), andr(t) in L1(a, b) such that

|f (t, u, v)|�d1(t)�(|u|) + d2(t)�(|v|) + r(t),

for a.e.t ∈ [a, b] and allu, v ∈ R. Suppose, further,

�(a, b)‖d1‖L1(a,b) + ‖d2‖L1(a,b) <1− �̃(
∗), (4.4)

where� is as defined in(4.1),
∗ is as defined in(4.3)and �̃ is as defined in(4.2).
Then, the boundary value problem(1.1)has at least one solutionu ∈ C1[a, b].

We need an a priori estimate in the proof of Theorem 4.1 and present this in the following
lemma.

Lemma 4.2. Letu ∈ C1[a, b], be such that�(u′(t)) is absolutely continuous and satisfies

�(u′(b)) =
m−2∑
i=1

�i�(u′(�i )). (4.5)

If
∑m−2

i=1 �+
i = 0, then for every�>0 with �̃(
∗) + �<1, there is a constantC� >0 such

that

�(‖u′‖∞)� 1

(1− (�̃(
∗) + �))
‖(�(u′))′‖L1(a,b) + C�. (4.6)

If now
∑m−2

i=1 �+
i = 0, thenu′(�0) = 0 for some�0 ∈ [a, b], and

�(‖u′‖∞)�‖(�(u′))′‖L1(a,b). (4.7)
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Proof. If it is the case thatu′(t) is constant fort ∈ [a, b], then from (4.5) and the fact that∑m−2
i=1 �i = 1, it is immediate thatu′ ≡ 0. Clearly in this case both (4.6) and (4.7) are

satisfied.
Suppose next that

∑m−2
i=1 �+

i = 0 which implies
∗ = 0. Then from (4.5) we see that

�(u′(b)) +
m−2∑
i=1

�−
i �(u′(�i )) =

m−2∑
i=1

�+
i �(u′(�i )),

and thus from the definition of
∗ and the intermediate value property for continuous
functions, we find that there exist�1, �2 in [a, b] such that

�(u′(�1)) = 
∗�(u′(�2))

so that

u′(�1) = �−1(
∗�(u′(�2)))

and

�(u′(�1)) = (� ◦ �−1)(
∗�(u′(�2))).

We, next, use the equation

�(u′(t)) = �(u′(�1)) +
∫ t

�1
(�(u′))′(s)ds

= (� ◦ �−1)(
∗�(u′(�2))) +
∫ t

�1
(�(u′))′(s)ds,

to get

�(‖u′‖∞)�(� ◦ �−1)(
∗�(‖u′‖∞)) + ‖(�(u′))′‖L1(a,b). (4.8)

Now, for 
∗ as given in (4.3), let�>0 be such that̃�(
∗) + �<1. It follows from the
definition of �̃(
∗) that there exists a constantC̃� such that forz ∈ R we have

(� ◦ �−1)(
∗|z|)�(�̃(
∗) + �)(� ◦ �−1)(|z|) + C̃�.

We thus get from (4.8) that

�(‖u′‖∞)�(�̃(
∗) + �)(� ◦ �−1)(�(‖u′‖∞)) + ‖(�(u′))′‖L1(a,b) + C̃�.

Hence, we obtain the estimate

�(‖u′‖∞)� 1

(1− (�̃(
∗) + �))
‖(�(u′))′‖L1(a,b) + C�,

where we have set̃C�/(1− (�̃(
∗) + �)) = C�. If
∑m−2

i=1 �+
i = 0, then from (4.5)

�(u′(b)) +
m−2∑
i=1

�−
i �(u′(�i )) = 0,
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which implies the existence of�0 ∈ [a, b] such thatu′(�0) = 0. Hence we now have

�(u′(t)) =
∫ t

�0
(�(u′))′(s)ds,

from which it is immediate to see that (4.7) holds. This completes the proof of the
lemma. �

Proof of Theorem 4.1.We consider the family of boundary value problems:

(�(u′))′ = �f (t, u, u′), t ∈ (a, b), � ∈ [0,1],

u(a) = 0, �(u′(b)) =
m−2∑
i=1

�i�(u′(�i )). (4.9)

Also, we define an operator	∗ : C1[a, b] × [0,1] → C1[a, b] by setting for(u, �) ∈
C1[a, b] × [0,1]

	∗(u, �)(t) =
∫ t

a

�−1
[
�(u′(a)) + �

∫ s

a

f (�, u(�), u′(�))d�
]
ds

+ (t − a)

(
�(u′(b)) −

m−2∑
i=1

�i�(u′(�i ))
)
. (4.10)

Following standard arguments, it can be proved that	∗ is a completely continuous operator.
Furthermore reasoning in the same way as in the proof of Lemma 2.1 it can be proved that
u is a solution to the family of boundary value problems (4.9) if and only ifu is a fixed
point for the operator	∗(·, �), i.e.,u satisfies

u = 	∗(u, �). (4.11)

We will show next that there is a constantR>0 independent of� ∈ [0,1] such that ifu
satisfies (4.11) for some� ∈ [0,1] then‖u‖C1[a,b] <R.We note first that ifu satisfies

u = 	∗(u,0), (4.12)

then it must be thatu=0. Indeed from the definition of	∗ or from problem (4.9), it follows
thatu(t)=�(t−a)with �=u′(a)=u′(t), for all t ∈ [a, b]. Then from the second boundary
condition in (4.9), and taking into account that

∑m−2
i=1 �i = 1, we find that� = 0, implying

thatu(t) = 0 for all t ∈ [a, b].
In the rest of the argument we will assume that� ∈ (0,1]. Also we will suppose that∑m−2
i=1 �+

i = 0 and hence 0<
∗ since the proof for the case
∗ = 0 is simpler.
Let us choose�>0 such that̃�(
∗) + �<1 and

(�(a, b) + �)‖d1‖L1(a,b) + ‖d2‖L1(a,b) <1− (�̃(
∗) + �), (4.13)

which can be done in view of the assumption (4.4). It then follows from the definition of
�(a, b) that there exist a positive constantC1

� such that for allz ∈ R, we have

(�((b − a)|z|)�(�(a, b) + �)(�(|z|) + C1
� . (4.14)
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Letu be a solution of boundary value problems (4.9) for some� ∈ [0,1]. Thenu ∈ C1[a, b]
with �(u′(t)) absolutely continuous on[a, b] and satisfies

�(u′(b)) =
m−2∑
i=1

�i�(u′(�i )).

Hence from Lemma 4.2, we have the estimate

�(‖u′‖∞)� 1

(1− (�̃(
∗) + �))
‖(�(u′))′‖L1(a,b) + C2

� , (4.15)

whereC2
� is a positive constant. Now from our assumptions on the functionf, the definitions

of �(a, b), �̃(
∗), the choice of�, C1
� , C

2
� and (4.15), we find that

‖(�(u′))′‖L1(a,b))��(‖u‖∞)‖d1‖L1(a,b) + �(‖u′‖∞)‖d2‖L1(a,b) + ‖r‖L1(a,b)

��((b − a)‖u′‖∞)‖d1‖L1(a,b) + �(‖u′‖∞)‖d2‖L1(a,b)

+ ‖r‖L1(a,b)

�[(�(a, b) + �)‖d1‖L1(a,b) + ‖d2‖L1(a,b)]�(‖u′‖∞)

+ ‖r‖L1(a,b) + C1
� ‖d1‖L1(a,b)

�
(�(a, b) + �)‖d1‖L1(a,b) + ‖d2‖L1(a,b)

(1− (�̃(
∗) + �))
× ‖(�(u′))′‖L1(a,b) + C�, (4.16)

where

C� = ‖r‖L1(a,b) + C1
� ‖d1‖L1(a,b) + C2

� [(�(a, b) + �)‖d1‖L1(a,b) + ‖d2‖L1(a,b)].
It, now, follows from (4.13) that there exists a constantR0>0, independent of� ∈ (0,1]
such that ifu is a solution of the family of boundary value problems (4.10) then

‖(�(u′))′‖L1(a,b))�R0.

This, combined with (4.15), and the fact thatu(a) = 0 implies that‖u‖∞ �(b − a)‖u′‖∞,
yield that there exist a constantR>0 such that

‖u‖C1[a,b] <R.

This in turn implies that degLS(I − 	∗(·, �), B(0, R), 0) is well defined for all� ∈ [0,1],
whereB(0, R) is the ball with center 0 and radiusR in C1[a, b].
In what follows we will use the notation of Section 2. ThusX will denote the one-

dimensional subspace ofC1[a, b] given byX = {i� |� ∈ R}, i�(t) = (t − a)� and i :
R �→ X is the isomorphism fromR ontoX given byi(�) = i�. Let us define the function
G : R �→ R by

G(�) =
(
m−2∑
i=1

�i − 1

)
�(�), (4.17)
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and note that forv ∈ X, v(t) = �(t − a) for some� ∈ R. Now, since

(I − 	∗(·,0))(v) = iG(�),

it is easy to see that

G = i−1 ◦ (I − 	∗(·,0))|X ◦ i,

and hence, by the homotopy invariance property of Leray–Schauder degree, it follows that

degLS(I − 	∗(·,1), B(0, R), 0) = degLS(I − 	∗(·,0), B(0, R), 0)

degB(I − 	∗(·,0)|X,X ∩ B(0, R), 0) = degB(G, (−R,R),0).

Thus taking into account (4.17), we obtain the interesting formulas for the degree:

degLS(I − 	∗(·,1), B(0, R), 0) =
{
1 if

∑m−2
i=1 �i >1,

−1 if
∑m−2

i=1 �i <1.

Hence if
∑m−2

i=1 �i = 1 we have that degLS(I − 	∗(·,1), B(0, R), 0) = 0 and there is a
u ∈ B(0, R) that satisfies

u = 	∗(·,1),

equivalentlyu is a solution to the boundary value problem (4.1). This completes the proof
of the theorem. �

We have the following simple application of this theorem.

Example 4.3. Let p>1, q >1 and�i ∈ (0,1), i = 1, . . . , m − 2, be given numbers such
that and 0< �1< �2< · · ·< �m−2<1. Let� : R �→ R be given by

�(s) = |s|p−2s log(1+ |s|).

Then� is an odd increasing homeomorphism ofR ontoR, with �(0) = 0. If

2A + 3
2 B + (
∗)(p−1)/(q−1) <1,

then the boundary value problem

(�(u′))′ = At−1/2�(u) + Bt−1/3�(u′) + r(t), t ∈ (0,1)

u(0) = 0, �q(u
′(1)) =

m−2∑
i=1

�i�q(u
′(�i )), (4.18)

where
∑m−2

i=1 �i = 1, has a solutionu ∈ C1[0,1]. Recall that�q(s) = |s|q−2s.
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