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Abstract

Dynamic data mining is increasingly attracting attention from the respective research community. On the
other hand, users of installed data mining systems are also interested in the related techniques and will be even
more since most of these installations will need to be updated in the future. For each data mining technique
used, we need di1erent methodologies for dynamic data mining. In this paper, we present a methodology for
dynamic data mining based on fuzzy clustering. Using the implementation of the proposed system we show
its bene4ts in two application areas: customer segmentation and tra6c management.
c
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1. Introduction

Data mining is part of an iterative process called KDD—knowledge discovery in databases [9].
This process consists basically of steps that are performed before doing data mining (such as:
selection, pre-processing, transformation of data [8]), the actual data mining part, and subsequent
steps (such as: interpretation, evaluation of results). Clustering techniques are used for data mining if
the task is to group similar objects (e.g. bank customers) into the same classes (segments) whereas
objects of di1erent classes show di1erent characteristics.

Once a data mining system has been installed and is being used in daily operation, its user has
to be concerned about the system’s future performance because the extracted knowledge is based on
past behavior of the analyzed objects.
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If future behavior is very similar to past behavior (e.g. if bank customer do not change their
preferences over time) using the initial data mining system could be justi4ed. If, however, behavior
changes over time, the continued use of the initial system could lead to non-acceptable results and—
as a consequence—to non-acceptable decisions based on these results. Here is where dynamic data
mining comes in, a new research area that is concerned about any combination of traditional data
mining with dynamic aspects.

It becomes apparent, though, that “something” has to be done if a user wants to keep applying
his=her data mining system in a changing environment. Basically, there are three strategies:

1. The user neglects changes in the environment and keeps on applying the initial system without
any updating.

2. Every certain period—which depends on the particular application—a new system is developed
using all the available data.

3. Based on the initial system and “new data” an update of the classi4er is performed.

Strategy 1 has the advantage of being “computationally cheap” because no update of the data
mining system is performed. Furthermore, it does not require changes in subsequent processes,
such as, e.g. design of marketing campaigns for customer segments. Its disadvantage is that current
tendencies could not be detected.

Following strategy 2, the user has always a system “up-to-date” due to the use of current data.
Disadvantages of this strategy are the computational costs of creating each time from scratch the
respective system.

In this paper, we propose a methodology following strategy 3 where we 4rst identify the need
for a system’s update by applying it to new data and second perform the update by using e6-
ciently the previous system. This approach has two advantages: it is computationally more e6cient
than “learning from scratch” and—may be more important—identifying explicitly the changes of the
system could provide further insights into the changes of the respective environment. Our method-
ology is application-independent and based on parameters, which the user can adjust according to
the respective application.

Section 2 gives an overview on recent developments of dynamic data mining where di1erent
approaches and tendencies are discussed. Section 3 presents a methodology for dynamic data mining
based on fuzzy clustering for the particular case of changing classes and class structures. Section 4
shows each step of the new methodology in detail using a simulated data set. Section 5 presents
results applying the proposed methodology for dynamic customer segmentation as well as for dynamic
tra6c state identi4cation. Section 6 concludes the presented work and provides future perspectives.

2. Recent developments of dynamic data mining

Within the area of data mining various methods have been developed in order to 4nd useful
information in a set of data. Among the most important ones are decision trees, neural networks,
association rules, and clustering methods [9].

For each of the above-mentioned data mining methods, updating has di1erent aspects and some
updating approaches have been proposed, as we will see next.
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Fig. 1. Taxonomy of dynamic data mining for clustering.

• Decision trees: Various techniques for incremental learning and tree restructuring (see e.g. [22])
as well as the identi4cation of concept drift (see e.g. [5]), have been proposed in the literature.

• Neural networks: Updating is often used in the sense of re-learning or improving the net’s per-
formance by learning with new examples presented to the network.

• Association rules: Raghavan et al. have developed systems for dynamic data mining for association
rules; see e.g. [20].

• Clustering: Below, we describe in more detail approaches for dynamic data mining using clustering
techniques that can be found in literature.

Recent developments of clustering systems using dynamic elements are concerned about modeling
the clustering process dynamically, i.e. adaptations of the algorithm are performed while applying it
to a static set of data.

CHAMELEON is such a system, which uses hierarchical clustering where the merging decision
on each hierarchy dynamically adapts to the current cluster characteristics [11].

Other than in hierarchical clustering, objective function-based clustering methods, such as, e.g.
c-means and fuzzy c-means, need to specify the number of clusters (here: c) before running the
respective algorithm. The determination of an appropriate number of clusters has been subject of
several investigations (see e.g. [4,24]). “Dynamic partitional clustering using evolution strategies”
is an approach where the “cluster number is optimized during run time” [16] using evolutionary
algorithms.

The clustering methods mentioned before are using dynamic elements during their application to
a static set of data. Next, we will present data mining methods, which can be applied to a dynamic
set of data. Fig. 1 provides a taxonomy of various situations where we are faced with “dynamic
data” in the case of clustering.

In several situations, the current feature values are not su6cient in order to explain the underlying
phenomenon. In such cases, we may be interested in the development of these values such that
features become trajectories. This is the case for example in medicine, where patients’ conditions
depend not only on the current values of, e.g. blood pressure but also on their development during the
relevant past. Another example could be machine monitoring, where a machine’s condition depends
on the development of its temperature [21]. In these cases, we are dealing with dynamic objects,
i.e. feature values are trajectories instead of real values.

In order to be able to cluster such dynamic objects, we need a distance measure between two
vectors where each component is a trajectory (function) instead of a real number. Functional fuzzy
c-means [10] is a fuzzy clustering algorithm that has been developed for such purposes where the sim-
ilarity between two trajectories is determined using membership functions. Alternatives for determin-
ing the similarity between two functions are Wavelets (see e.g. [1]) and Time Warping (see e.g. [13]).

Another approach where trajectories of feature values are clustered is Matryoshka [17], which
is based on a hidden Markov model (HMM) for temporal data clustering. Given as input objects
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described by temporal data (trajectories), it determines the optimal number of classes where each
class is characterized as an HMM and an assignment of objects to classes.

This area of data mining research where objects are described by dynamic data (trajectories) is
called temporal data mining [2] and belongs to the more general 4eld of dynamic data mining, where
also classes of objects can be dynamic.

3. Dynamic data mining using fuzzy clustering

In this section, we present a methodology for dynamic data mining using fuzzy clustering that
assigns static objects to “dynamic classes”, i.e. classes with changing structure over time.

It starts with a given classi4er and a set of new objects, i.e. objects that appeared after the creation
of the current classi4er. The period between the creation of a classi4er and its update is called a
cycle. The length of such a cycle depends on the particular application, e.g. we may want to update
buying behavior of customers in a supermarket once a year whereas a system for dynamic machine
monitoring should be updated every 5 minutes.

Section 3.1 contains the terminology used. In Section 3.2, we present a general view of our
approach before we provide the details of each of its steps in Section 3.3.

3.1. Basic terminology

From the huge number of clustering methods (see e.g. [6]) we focus in our methodology on fuzzy
clustering (see e.g. [25]), since the degree of membership of an object to the classes found provides
a strong tool for the identi4cation of changing class structures. We are working with fuzzy c-means
in order to build an initial classi4er and to update our classi4er in each cycle but the presented
methodology can be extended to any other technique which determines such degrees of membership
(e.g. possibilistic clustering). Details on fuzzy c-means and a general presentation of fuzzy clustering
can be found, e.g. in [4].

We use the following notation:

c number of classes
n number of objects
p number of features describing each object
xj feature vector of object j, j= 1; : : : ; n
vi center of class i, i= 1; : : : ; c
�ij degree of membership of object j to class i, i= 1; : : : ; c, j= 1; : : : ; n
M t (c× n)-matrix in cycle t with �ij at position (i; j), i= 1; : : : ; c, j= 1; : : : ; n

3.2. Global view of the proposed methodology for dynamic data mining using fuzzy clustering

Before we present our methodology for dynamic data mining, it is important to mention the
di1erence between identi4able objects and those we cannot identify. In customer segmentation, e.g.
where each customer has its ID, we have identi4able objects (customers) and we can trace the
development of a particular customer over time. If, on the other hand, we want to study, e.g. the
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buying behavior of customers of a supermarket we cannot identify our objects and therefore we
cannot trace the behavior of a speci4c customer over time.

In this paper, we develop an approach for the case of non-identi4able objects. For the other case
of identi4able objects, we presented updating schemes in [7].

Possible changes of the classi4er’s structure we want to identify in one cycle are:

• creation of new classes,
• elimination of classes,
• movement of classes in the feature space.

Our methodology applies the following 4ve steps in order to detect these changes.
Step I: Identify objects that represent changes. For each of the new objects we want to know if it

can be explained well by the given classi4er or not. With other words, we want to identify objects
that represent possible changes in the classi4er structure because they are not well classi4ed. If there
are many objects that represent such possible changes we proceed with Step II, in the other case we
go immediately to Step III.
Step II: Determine changes of class structure. In Step I, we have identi4ed the objects that could

not be well classi4ed. Now we want to decide if we have to change the classi4er structure (i.e.
create new classes) or if it is su6cient to just move the existing classes.

If “many new objects” are identi4ed in Step I to represent changes, we have to create a new
class, in the other case we just move the existing classes in the feature space.
Step III: Change the class structure. Here we perform the changes according to the results of

Steps I and II (move or create classes).
Step III.1: Move classes. We update the position of the existing class centers having the new

objects and knowing that they do not ask for a structural change. The respective formulas are given
in Section 3.3.
Step III.2: Create classes. If we know that classes have to be created, we 4rst determine an

appropriate class number. Then we apply fuzzy c-means with the new class number to the available
data set.
Step IV: Identify trajectories of classes. We identify trajectories of the classes from the previous

cycles in order to decide if they received new objects. Classes that did not receive new objects
during several cycles have to be eliminated.
Step V: Eliminate unchanged classes. Based on the result of Step IV, we eliminate classes that

did not receive new objects during an “acceptable period”.
Fig. 2 provides a global view of the proposed methodology.

3.3. Detailed description of a cycle of the proposed methodology

During a cycle m new objects have appeared. Let k = n+ 1; : : : ; n+m be the index of the m new
objects.
Step I: Identify objects that represent changes. Goal of this step is to identify those objects that

are not well classi4ed by the given classi4er. For this reason, we need the distances between each
pair of the currently existing class centers. This pair wise distance is

d(vi; vj) ∀i �= j; i; j ∈ {1; : : : ; c}:
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Fig. 2. Global view of methodology for dynamic data mining considering changing class structures.

Additionally, we need the distance between the new object k and the center vi from the current class
structure. This distance is

d̂ik = d̂(xk ; vi); i ∈ {1; : : : ; c}; k ∈ {n+ 1; : : : ; n+ m}:
Finally, we apply the given classi4er to the m new objects and obtain

�̂ik = membership of new object k to class i; i ∈ {1; : : : ; c} k ∈ {n+ 1; : : : ; n+ m}:
Based on this preliminary work, we identify objects that represent changes of the given classi4er.
In this step, we just want to know if it is adequate to create a new class or if class movement
is su6cient. Therefore, we want to identify objects that are “not classi4ed well by the existing
classi4er” and “far away from the current classes”. We apply the following two conditions in order
to detect such objects.
Condition 1: |�̂ik − 1=c|6� ∀k ∈ {n+ 1; : : : ; n+ m} ∀i∈ {1; : : : ; c}.
Given a value �¿ 0, Condition 1 determines those objects that have a membership value close

to the inverse of the class number. A new object k that has all its membership values close to 1=c
cannot be classi4ed satisfactorily.

In order to determine the parameter � we propose one of the following strategies:

• It can be determined context-dependent if the respective knowledge exists.
• If we know the correct class of some objects in a given cycle, we can determine � dynamically

depending on the rate of correct classi4cation of objects. For example, if the rate of correct
classi4cation is high in one cycle, � should be closer to 0 in the following cycle in order to
generate less changes of the classi4er structure.

Condition 2: d̂ik¿ 1
2 min{d(vi; vj)} ∀k ∈ {n+ 1; : : : ; n+ m} ∀i �= j∈ {1; : : : ; c}.



F. Crespo, R. Weber

Condition 2 determines if a new object k is “far away from the current classes”. We assume this
to be the case, if its distance to each class i is larger than the minimal distance between two classes
i and j.

Based on these two conditions we de4ne

1IC(xk) =
{

1 xk ful4lls Conditions 1 and 2;
0 else:

With other words: 1IC(xk) has value 1 if and only if object k cannot be classi4ed well by the current
classi4er.

If
∑n+m

k=n+1 1IC(xk) = 0, we proceed with Step III.1, else we go to Step II.
Step II: Determine changes of class structure. Given that at least one object represents a possible

change of the classi4er structure we now want to check if we need a new class or if moving the
existing classes is su6cient. To do this we apply the following criterion:

∑n+m
k=n+1 1IC(xk)

m
¿ � with a parameter �; 0 6 �6 1:

If the relation between new objects that represent a possible change and the total number of new
objects (m) is above a prede4ned threshold � we create new classes (III.2). In the other case, we
just move the existing classes (III.1).

In order to determine the parameter � we propose one of the following strategies:

• It can be determined context-dependent if the respective knowledge exists.
• If we know the correct class of the objects in a given cycle, we can determine � as the rate

of correct classi4cation of objects. This way we have an adaptive parameter setting for � in the
following cycle, i.e. if many objects are classi4ed correctly in one cycle it needs more new objects
that represent a possible change in order to create a new class in the following cycle.

Step III: Change the class structure. Depending on the result of Step II, we want to create new
classes or just move the existing ones.
Step III.1: Move classes. There are basically two options for class movement:

• Applying the underlying clustering algorithm (in our case: fuzzy c-means) with previous and new
objects (without changing the number of classes).

• Determining “class centers” representing the new objects and combining them with the previous
class centers.

The second option of moving classes combines the centers of the existing classes with centers
representing the new objects belonging to the same class, respectively. For this reason, we de4ne
the indicator function of a new object k for class i

1Ci(xk) =
{

1 object k is assigned to class i;
0 else:

Throughout this paper we assign an object to a class if it has its highest membership value to
this class. For each class i, we determine the class centers representing only the new objects of
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this class by

v∗i =

∑n+m
k=n+1(1 − 1IC(xk))(�̂ik)

mxk∑n+m
k=n+1(1 − 1IC(xk))(�̂ik)m

; 1 6 i 6 c:

Combining these “centers of the new objects” with the previous centers we determine the new class
center by

v̂i = (1 − �i)vi + �iv∗i ;
where the weight �i indicates the proportion of new objects assigned to class i

�i =

∑n+m
k=n+1(1Ci(xk) · (1 − 1IC(xk)) · �̂ik)∑n

j=1(1Ci(xj) · �ij) +
∑n+m

k=n+1(1Ci(xk) · (1 − 1IC(xk)) · �̂ik)
:

Step III.2: Create classes. If Step II tells us that we have to create one or more new classes since
many new objects cannot be assigned properly to the existing classes, we 4rst have to determine an
adequate new number of classes (e.g. cnew). For this purpose we apply the concept presented by Li
and Mukaidono [18], which is called structure strength and is based on the idea that “the knowledge
of a part allows us to guess easily the rest of the whole”. The authors de4ne a loss function L(c)
as within-group sum-of-squared-error (WGSS) for a given cluster solution

L(c) =
N∑
k=1

c∑
i=1

uikd2
ik ;

where c is the number of classes, N the number of objects, uik the degree of membership of object
k to class i and dik the distance between object k and class center i.

Based on this loss function the authors determine the number c of classes as follows:

S(c) = structure strength

= �(e1ectiveness of classi4cation) + (1 − �)(accuracy of classi4cation)

= � log(N=c) + (1 − �) log(L(1)=L(c)):

The authors suggest to measure the e1ectiveness by log(N=c), i.e. a classi4cation with less classes is
more e1ective. They propose to measure the accuracy by the term log(L(1)=L(c)), i.e. a classi4cation
with more classes is more accurate. L(1) is the variance of the entire data set and � is the weight
between e1ectiveness and accuracy. The authors suggest �= 0:5 in the case of an unbiased estimation,
i.e. e1ectiveness and accuracy should have the same weight [18].

The value c, which maximizes S(c), is supposed to be an adequate class number.
Having an adequate new number of classes (e.g. cnew) for all objects we continue with iterations

by our basic clustering algorithm (here: fuzzy c-means) in order to determine the best cnew classes
representing all objects.
Step IV: Identify trajectories. Having performed necessary movements and=or creations of classes

we have to check if there are classes that should be eliminated. As preparation for the elimination
step (Step V), we identify the development of classes during previous cycles. To reach this we have
to identify trajectories of classes, a non-trivial task since we are dealing with non-identi4able objects
(see Section 3.2), and we need a counter cti for each class i in cycle t.
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We have the following two cases for each class i in cycle t:

• Class i has been created in cycle t − 1. In this case we set its counter cti = 1.
• Class i is the result of moving a certain class j in cycle t − 1.

In this case we set: cti = c
t−1
j + 1.

Step V: Eliminate unchanged classes. The idea of eliminating a class can be stated in the
following way: “A class has to be eliminated if it did not receive new objects for a long period.”
It has to be de4ned what “long period” means.

In Step IV, we identi4ed for each class i in cycle t its counter (cti), i.e. the number of cycles it has
been active. We de4ne a maximum number of cycles a class could stay active without receiving new
objects (here: T cycles). If a class does not receive new objects for T cycles, it will be eliminated.
In the proposed methodology, we work with the same threshold value of T cycles for all classes.

In order to determine the parameter T we propose one of the following strategies:

• It can be determined context-dependent if the respective knowledge exists.
• We can determine T applying in each cycle the concept of structure strength presented in

Step III.2 and introduced by Li and Mukaidono [18], in order to determine an adequate num-
ber of classes.

It should be mentioned that eliminating a class does not mean to forget completely this class.
If we eliminate a class from the current class structure, the respective information will be kept in
a separate memory. If in a later cycle in Step III.2 (create classes) a new class is generated that
is very similar to a previously eliminated one, we get additional information from the periodically
entering data. This way we can detect “cycles” in our data structure, if e.g. a class is eliminated
and newly created with certain periodicity (e.g. seasonal customer behavior).

4. Application of the proposed methodology to simulated data

We have implemented the proposed methodology in MatlabJ in order to demonstrate its e1ec-
tiveness in di1erent applications. In this section, we apply it to a simulated data set, so that we can
show each of its steps (movement of class centers, eliminating classes, creating classes).

4.1. Description of data set used and initial solution

We generated 500 objects for each of the four classes we used as initial solution. Each object is
described by two features whose values are normally distributed with the following mean values:
(0; 15), (8; 35), (15; 0), and (15; 20), respectively. Fig. 3 shows the initial data set graphically.

We applied fuzzy c-means with c= 4 classes and m= 2 as fuzzi4er. Table 1 presents the respective
cluster solution.

4.2. Detailed application of proposed methodology

We chose the following parameters:

• Step I: in order to identify objects that represent changes we use �= 0:05;
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Fig. 3. Initial data set of simulated data.

Table 1
Initial cluster solution of simulated data set

Class Variables Number of objects

X 1 X 2

1 14.98 0.23 500
2 0.19 15.03 500
3 8.01 35.01 500
4 15.05 20.08 500

Total 2000

• Step II: with �= 0:2 we create a new class if the number of objects representing changes (result
from Step I) is larger than 20% of the total number of new objects;

• in Step V, we eliminate a class if it did not receive new objects for T = 2 periods.

In the 4rst cycle, 600 new objects arrive as shown in Fig. 4.
According to conditions 1 and 2 of Step I, no new object represents changes of the classi4er

structure. We go immediately to Step III and move the centers of classes 1, 3, and 4 who received
200 new objects each. Results are shown in Table 2. The last three columns of this table contain
binary variables indicating if the respective change has been performed.

In the second cycle 500 new objects arrive. The entire set of objects is shown in Fig. 5.
Applying our methodology in cycle 2 we get Table 3.
Since 200 out of 500 new objects (40%) represent changes, we created a new class (class 5).

Additionally, centers of classes 1, 3, and 4 have been moved. In Step V, we eliminated class 2 in
cycle 2 because it did not receive new objects during T = 2 cycles.



F. Crespo, R. Weber

Fig. 4. Complete data set including new objects from cycle 1.

Table 2
Result after 4rst cycle

Class Variables Number of Class Class Class
X 1 X 2 objects moved created eliminated

1 15.55 1.65 700 1 0 0
2 0.19 15.03 500 0 0 0
3 8.70 35.54 700 1 0 0
4 15.72 20.36 700 1 0 0

Total 2600

In the third cycle, 600 new objects arrive leading to the data set as shown in Fig. 6 (objects
belonging to the previously eliminated class 2 are not shown).

Applying our methodology in the third cycle we get the result as shown in Table 4.
Analyzing explicitly the performed changes, e.g. elimination of class 2 and creation of class 5

could provide further insights into the behavior of the observed system.

5. Application of the proposed methodology to real data

In this section, we show the versatility of the proposed methodology, presenting two applications:
one for dynamic customer segmentation and one for tra6c management.
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Fig. 5. Complete data set including new objects from cycle 2.

Table 3
Result after second cycle

Class Variables Number of Class Class Class
X 1 X 2 objects moved created eliminated

1 15.83 2.03 800 1 0 0
2 — — 0 0 0 1
3 8.86 35.24 800 1 0 0
4 16.05 20.39 800 1 0 0
5 39.98 29.96 200 0 1 0

Total 2600

5.1. Dynamic customer segmentation

Customer segmentation is an important requirement for improved customer relationship manage-
ment (CRM). Data mining systems have been developed successfully for customer segmentation, e.g.
[23]. These systems are, however, static in the sense that they do not detect changes of customer
behavior. Here we show the potential of dynamic data mining for advanced customer segmentation
using the data set from the CoIL challenge 2000.

The task in CoIL challenge 2000 required to determine pro4les of potential customers for a certain
product. For more details on the CoIL challenge, the reader is referred to www.dcs.napier.ac.uk/coil/.
Description of the data set and initial segmentation: The original data set contains 5822 cus-

tomers, each one described by 86 features. Previous studies have revealed the following 4ve features
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Fig. 6. Data set including new objects from cycle 3.

Table 4
Cluster solution in cycle 3

Class Variables Number of Class Class Class
X 1 X 2 objects moved created eliminated

1 16.16 2.44 900 1 0 0
2 — — 0 0 0 0
3 9.09 35.00 900 1 0 0
4 16.15 20.33 900 1 0 0
5 40.16 30.16 500 1 0 0

Total 3200

providing a good identi4cation of customers [12]:

F1: PPERSAUT: Contribution car policies.
F2: PBRAND: Contribution 4re policies.
F3: APERSAUT: Number of car policies.
F4: MINKGEM: Average income.
F5: MOSHOOFD: Customer main type.

Applying fuzzy c-means with c= 4 classes we obtained a solution represented in Table 5.
Application of our methodology: In order to apply our methodology to the given static data set,

we simulated dynamic behavior in the following way. Based on the 4-class solution, shown above
we selected data from 2 of the four classes in order to determine an initial solution (Table 6). Then
we add in each cycle a subset of the remaining data and apply our methodology using the following
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Table 5
Class centers for solution with c= 4 classes

Class F1 F2 F3 F4 F5 Number of objects

1 0.00 1.72 0.00 3.47 7.98 1608
2 5.80 2.04 1.10 4.30 2.62 1288
3 5.82 1.94 1.10 3.48 7.98 1689
4 0.00 1.62 0.00 4.18 2.77 1237

Total 5822

Table 6
Class centers of initial solution

Class F1 F2 F3 F4 F5 Number of objects

1 0.02 1.69 0.00 3.41 7.88 524
2 0.05 1.68 0.01 4.22 2.66 476

Total 1000

Table 7
Class centers of solution in cycle 1

Class F1 F2 F3 F4 F5 Number of Changes
objects

Situation: creation of a new class and movement of classes
1 0.01 1.66 0.00 3.45 7.89 1018 Movement
2 0.03 1.62 0.00 4.18 2.62 832 Movement
3 5.76 2.01 1.10 4.24 2.66 1000 Creation

Total 2850

parameters:

• Initial solution: c= 2 classes, fuzzi4er m= 2.
• Step I: in order to identify objects that represent changes we use �= 0:05.
• With �= 0:2, we create a new class if the number of objects representing changes is larger than

20% of the total number of new objects.
• In Step V, we eliminate a class if it did not receive new objects for T = 2 periods.

In the 4rst cycle a class has been created and in cycle 3 the same class has been eliminated while
the other classes have been moved in the feature space (Tables 7–9).

Each cycle of the proposed methodology provides information on the changes that occurred in the
respective universe (here: customer base). This enables an analyst to draw conclusions on changing
customer behavior, which could be important for appropriate marketing decisions.
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Table 8
Class centers of solution in cycle 2

Class F1 F2 F3 F4 F5 Number of Changes
objects

Situation: movement of classes
1 0.01 1.66 0.00 3.45 7.92 1216 Movement
2 0.03 1.62 0.00 4.18 2.62 832 —
3 5.76 2.01 1.10 4.24 2.66 1000 —

Total 3048

Table 9
Class centers of solution in cycle 3

Class F1 F2 F3 F4 F5 Number of Changes
objects

Situation: movement of classes and elimination of class 3
1 0.01 1.66 0.00 3.44 7.90 1633 Movement
2 0.03 1.60 0.01 4.19 2.62 1057 Movement
3 0 Elimination

Total 2690

5.2. Tra:c state identi;cation by dynamic data mining

Due to increased tra6c in many cities and on major highways it has become necessary to apply
transport telematics techniques in order to improve the management of tra6c systems as well as to
introduce new services for car drivers into the market.

Tra6c control centers (TCC) are potential end-users for such improved tra6c management
systems. Several TCCs already apply successfully knowledge-based systems [19] and data mining
for tra6c state determination [14] as well as tra6c data analysis [15].

The systems mentioned above are, however, static in the sense that they do not identify changes
in tra6c states. This is where we propose the use of dynamic data mining.

We used tra6c data, which has been collected between June 21, 1999 and October 30, 2000 from
a German highway [3]. We analyzed the tra6c behavior of the 66 Mondays in this period. According
to experts in tra6c management, Mondays typically show a di1erent pattern compared to other days.
The following 4gure illustrates the number of vehicles (car density) passing one particular sensor.
The x-axis represents time (0–24 h) and the y-axis represents number of vehicles per hour.

Raw data are collected in intervals of 5 min. Applying Fourier-transform to the original time
series and representing it using the 4rst seven coe6cients of the Fourier-transform has led to the
approximation shown as smooth line in Fig. 7 [3].

We also had sensor data regarding the speed of the vehicles in the same format, i.e. each 5 min
a measurement. These time series have also been processed using Fourier-transform. We used the
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Fig. 7. Raw data and approximation (smooth line) for car density.

resulting 14 features (Fourier coe6cients) in order to describe the objects (tra6c state for a particular
day at a particular sensor) we worked with.

From the initial data set, we used the 4rst 33 Mondays in order to determine the initial solution
with three tra6c states. Then we updated this solution each month, i.e. adding four new objects
(four new Mondays) in each cycle leading to eight cycles. We used the following parameters in the
proposed methodology as described in Section 3:
Step I: (detect changes): �= 0:05.
Step II: (create classes): �= 0:25.
Step V: (eliminate classes): T = 4 cycles.
Fig. 8 shows the approximations corresponding to the class centers of the initial structure and

after eight cycles (8 months). During the 4rst seven cycles the number of classes did not change,
class centers just moved slightly. The unity of the y-axis is 100 cars/h.

As can be seen, one class has been eliminated in cycle 8. Revising the objects available and
consulting the experts this change could be con4rmed for the last period analyzed (October 2000).

6. Conclusions and future perspectives

We presented a methodology for dynamic data mining based on fuzzy clustering, which allows
updates of the underlying classi4er. We used fuzzy c-means but any other fuzzy or possibilistic
clustering technique can be used as well. Changes that we have studied are movement, creation, and
elimination of classes and any of their combination.

We applied our methodology for dynamic customer segmentation and dynamic tra6c state identi4-
cation using real-world data. The results provide updated class structures and—even more important—
potential insights a user gets by analyzing changes in his=her application domain.
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Fig. 8. Initial representation of class centers (left) and representation of class centers after eight cycles (right).

More work is necessary in order to understand better the potentials and limitations of dynamic
data mining using clustering techniques.

The parameters of our methodology need further investigation. For the moment we assume to
have these parameters as input, which can most probably be determined by an experienced user in a
given application domain. An automatic adaptation of these parameters by employing an appropriate
learning technique would be an interesting additional feature. Applying the proposed methodology
in order to solve di1erent problems would also give further information regarding future research.
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