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#### Abstract

We consider the boundary value problem: $\Delta u-a u+\varepsilon^{2} \mathrm{e}^{u}=0, \quad u>0$ in $\Omega, \quad \frac{\partial u}{\partial v}=0$ on $\partial \Omega$, which is equivalent to the stationary Keller-Segel system from chemotaxis. Here $\Omega \subset \mathbb{R}^{2}$ is a smooth and bounded domain. We show that given any two non-negative integers $k, l$ with $k+l \geqslant 1$, for $\varepsilon$ sufficiently small, there exists a solution $u_{\varepsilon}$ for which $\varepsilon^{2} \mathrm{e}^{u_{\varepsilon}}$ develops asymptotically $k$ interior Dirac deltas with weight $8 \pi$ and $l$ boundary deltas with weight $4 \pi$. Location of blow-up points is characterized explicitly in terms of Green's function of the Neumann problem.


## 1. Introduction

Chemotaxis is one of the simplest mechanisms for aggregation of biological species. The term refers to a situation where organisms, for instance bacteria, move towards high concentrations of a chemical which they secrete. A basic model in chemotaxis was introduced by Keller and Segel [27]. They considered an advection-diffusion system consisting of two coupled parabolic equations for the concentration of the considered species and that of the chemical released, represented, respectively, by positive quantities $v(x, t)$ and $u(x, t)$ defined on a bounded, smooth domain $\Omega$ in $\mathbb{R}^{N}$ under no-flux boundary conditions. The system reads as follows:

$$
\begin{align*}
& v_{t}=\Delta v-\nabla(v \nabla u), \\
& \tau u_{t}=\Delta u-u+v,  \tag{1}\\
& u, v>0 \text { in } \Omega, \quad \frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=0 \text { on } \partial \Omega .
\end{align*}
$$

Here $\tau$ is a positive constant. After the seminal works by Nanjudiah [32] and Childress and Percus [8], many contributions have been made to the understanding of different analytical aspects of this system and its variations. We refer the reader for instance to $[3,4,7,9,15,17$, $22-26,30-44]$. It is well known that if space dimension is $N=2$ then classical solutions may blow up in finite time. The structure of this phenomenon has been widely treated in the literature for the two-dimensional case. It is known that the blow-up for the quantity $v$ (whose mass is clearly preserved in time) takes place as a finite sum of Dirac measures at points with masses greater than or equal to $8 \pi$ or $4 \pi$, respectively, depending on whether they are located inside the domain or at the boundary. This phenomenon, commonly referred to as 'chemotactic collapse', has become fairly well understood. Asymptotic local profiles, forms of stability of blow-up and dynamics post blow-up, have also been analysed. Relatively less is known about steady states of the problem, namely solutions of the elliptic system:

$$
\begin{align*}
& \Delta v-\nabla(v \nabla u)=0 \text { in } \Omega, \\
& \Delta u-u+v=0 \text { in } \Omega,  \tag{2}\\
& u, v>0 \text { in } \Omega, \quad \frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=0 \text { on } \partial \Omega .
\end{align*}
$$

Steady states are of basic importance for the understanding of the global dynamics of the system since, as pointed out in [33], a Lyapunov functional for (1) is present, (see [21, 39]). This problem was first studied by Schaaf [36] in the one-dimensional case. Biler [3] established the existence of non-trivial solutions of (2) in higher dimensions in the radially symmetric case. In the general two-dimensional domain case, Wang and Wei [44], independently of Senba and Suzuki [37], proved the following result: given any positive number $\lambda$ with $\lambda \in\left(0,(1 /|\Omega|)+\lambda_{1}\right) \backslash\{4 \pi m\}_{m=1, \ldots .}$ (where $\lambda_{1}$ is the first positive eigenvalue of $-\Delta$ with Neumann boundary condition), there exists a non-constant solution to (2) with $\int_{\Omega} v=\lambda|\Omega|$.

The purpose of this paper is to construct non-trivial solutions to (2) with masses in the $v$ coordinate close to $4 \pi m$ for each given $m \geqslant 1$. More precisely, if $2 k+l=m$, we are able to find solutions which exhibit in the limit $l$ Dirac measures on the boundary and $k$ inside the domain, with respective weights $4 \pi$ and $8 \pi$. Our main result reads as follows.

Theorem 1.1. Given non-negative integers $k, l$ with $k+l \geqslant 1$, there exists a family of nonconstant solutions $\left(u_{\varepsilon}, v_{\varepsilon}\right), \varepsilon>0$ to problem (2) such that

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega} v_{\varepsilon}=4 \pi(2 k+l)
$$

More precisely, up to subsequences, there exist $k$ points $\xi_{1}, \ldots, \xi_{k} \in \Omega$ and l points $\xi_{k+1}, \ldots, \xi_{k+l} \in \partial \Omega$ such that as $\varepsilon \rightarrow 0$,

$$
v_{\varepsilon} \rightharpoonup \sum_{i=1}^{k} 8 \pi \delta_{\xi_{i}}+\sum_{i=1}^{l} 4 \pi \delta_{\xi_{k+i}}
$$

This limiting phenomenon for steady states is a form of chemotactic collapse which would be interesting to relate with that present in finite time blow-up. Stability of these solutions opens as a basic question for a better understanding of global dynamics of (1). Hints toward a global phase portrait in a simplified radially symmetric model have been found in [4]; in particular connections between blow-up and steady state solutions are conjectured.

As we will state in theorem 1.2 below, much more accurate information on these solutions is available; in particular location of points $\xi_{i}$ is explicitly described in terms of Green's function of the domain.

A basic feature of problem (2) is that it can be reduced to a scalar equation as follows. It is easy to check that solutions of (2) satisfy the relation

$$
\int_{\Omega} v|\nabla(\log v-u)|^{2}=0
$$

so that $v=\varepsilon^{2} \mathrm{e}^{u}$ for some positive constant, $\varepsilon$. Thus system (2) is equivalent to the boundary value problem

$$
\begin{equation*}
\Delta u-u+\varepsilon^{2} \mathrm{e}^{u}=0, \quad u>0 \text { in } \Omega, \quad \frac{\partial u}{\partial v}=0 \text { on } \partial \Omega . \tag{3}
\end{equation*}
$$

In what follows, we assume that $N=2$ and look for non-trivial solutions of this problem when $\varepsilon>0$ is a small number.

In $[37,40]$, Senba and Suzuki characterized the asymptotic behaviour of families of solutions to (3) with uniformly bounded mass as $\varepsilon \rightarrow 0$. For $y \in \bar{\Omega}$ we denote by $G(x, y)$ Green's function of the problem

$$
\begin{equation*}
\Delta_{x} G-G+\delta_{y}=0 \text { in } \Omega, \quad \frac{\partial G}{\partial v_{x}}=0 \text { on } \partial \Omega . \tag{4}
\end{equation*}
$$

The regular part of $G(x, y)$ is defined depending on whether $y$ lies in the domain or on its boundary as

$$
H(x, y)= \begin{cases}G(x, y)+\frac{1}{2 \pi} \log |x-y|, & \text { if } y \in \Omega  \tag{5}\\ G(x, y)+\frac{1}{\pi} \log |x-y|, & \text { if } y \in \partial \Omega\end{cases}
$$

In this way, $H(\cdot, y)$ is of class $C^{1, \alpha}$ in $\bar{\Omega}$. In [37] and [40], the following fact was established: if $u_{\varepsilon}$ is a family of solutions to problem (3) such that

$$
\lim _{\varepsilon^{2} \rightarrow 0} \varepsilon^{2} \int_{\Omega} \mathrm{e}^{u_{\varepsilon}}=\lambda_{0}>0
$$

then there exist non-negative integers $k, l m \geqslant 1$ for which $\lambda_{0}=4 \pi(2 k+l)$. Moreover, up to subsequences, there exist points $\xi_{i}, i=1, \ldots, m$ with $\xi_{i} \in \Omega$ for $i \leqslant k$ and $\xi_{i} \in \partial \Omega$ for $k<i \leqslant m$ for which

$$
u_{\varepsilon}(x) \rightarrow \sum_{i=1}^{k} 8 \pi G\left(x, \xi_{j}\right)+\sum_{i=k+1}^{m} 4 \pi G\left(x, \xi_{i}\right),
$$

uniformly on compact subsets of $\bar{\Omega} \backslash\left\{\xi_{1}, \ldots, \xi_{m}\right\}$. Moreover, the $m$-tuple $\left(\xi_{1}, \ldots, \xi_{m}\right)$ is a critical point of the functional,

$$
\begin{equation*}
\varphi_{m}\left(x_{1}, \ldots, x_{m}\right)=\sum_{i=1}^{m} c_{i}^{2} H\left(x_{i}, x_{i}\right)+\sum_{i \neq j} c_{i} c_{j} G\left(x_{i}, x_{j}\right) \tag{6}
\end{equation*}
$$

where $c_{i}=8 \pi$ for $i=1, \ldots, k$ where $c_{i}=4 \pi$ for $i=k+1, \ldots, m$, defined on $\Omega^{k} \times(\partial \Omega)^{l}$ where with no ambiguity we set $\varphi_{m}\left(x_{1}, \ldots, x_{m}\right)=+\infty$ if $x_{i}=x_{j}$ for some $i \neq j$.

Our main result then establishes the reciprocal of this property: let $k, l$ be any non-negative integers such that $k+l \geqslant 1$. Then for any $\varepsilon$ sufficiently small, problem (3) admits a solution $u_{\varepsilon}$ satisfying the above properties. In order to make this statement more precise, let us denote

$$
\begin{equation*}
U_{\mu, a}=\log \frac{8 \mu^{2}}{\left(\mu^{2}+|x-a|^{2}\right)^{2}}, \quad \mu>0, \quad a \in \mathbb{R}^{2} \tag{7}
\end{equation*}
$$

It is well known that these functions correspond to all solutions to the problem

$$
\begin{equation*}
\Delta u+\mathrm{e}^{u}=\text { in } \mathbb{R}^{2}, \quad \int_{\mathbb{R}^{2}} \mathrm{e}^{u}<+\infty \tag{8}
\end{equation*}
$$

Our main result can be specified as follows.

Theorem 1.2. Let $k, l$ be non-negative integers with $k+l \geqslant 1$. Then for all sufficiently small $\varepsilon$ there is a solution, $u_{\varepsilon}$, to problem (4) with the following properties:
(1) $u_{\varepsilon}$ has exactly $k+l$ local maximum points $\xi_{i}^{\varepsilon}, i=1, \ldots, k+l$ such that $\xi_{i}^{\varepsilon} \in \Omega$, for $i \leqslant k$ and $\xi_{i}^{\varepsilon} \in \partial \Omega$ for $k+1 \leqslant i \leqslant k+l$. Furthermore

$$
\lim _{\varepsilon \rightarrow 0} \varphi_{m}\left(\xi_{1}^{\varepsilon}, \ldots, \xi_{m}^{\varepsilon}\right)=\min _{\Omega^{k} \times(\partial \Omega)^{1}} \varphi_{m}
$$

(2) There are constants $\mu_{j}>0$ such that

$$
u_{\varepsilon}(x)=\sum_{j=1}^{m} U_{\varepsilon \mu_{j}, \xi_{j}^{\varepsilon}}(x)+O(1)
$$

(3) $\varepsilon^{2} \int_{\Omega} \mathrm{e}^{u_{\varepsilon}} \rightarrow 4 \pi(2 k+l)$ as $\varepsilon \rightarrow 0$.

The existence of a global minimum for the function $\varphi_{m}$ in $\Omega^{k} \times(\partial \Omega)^{l}$ follows from properties of the Green's function; see the proof of lemma 7.1. In reality, associated with each topologically non-trivial for $\varphi_{m}$, a bubbling solution at a corresponding critical point exists, (see section 8).

It is important to remark about the analogy existing between our results and those known for the Liouville-type equation:

$$
\begin{align*}
& \Delta u+\varepsilon^{2} \mathrm{e}^{u}=0 \quad \text { in } \Omega, \\
& u=0 \quad \text { on } \partial \Omega . \tag{9}
\end{align*}
$$

Asymptotic behaviour of solutions of (9) for which $\varepsilon^{2} \int_{\Omega} \mathrm{e}^{u}$ remains uniformly bounded is well understood after the works $[5,28,29]: \varepsilon^{2} \mathrm{e}^{u}$ approaches a superposition of Dirac deltas in the interior of $\Omega$. Construction of solutions with this behaviour has been achieved in $[1,11,16]$. Related constructions for problems involving nonlinear, exponential boundary conditions, for which boundary concentration appears, have been performed in [12] and [13]. A special feature of the problem treated in this paper is the presence of mixed boundary-interior bubbling solutions. A similar phenomenon had only been observed in [19], for a different Neumann singularly perturbed problem. To capture such solutions, we use the so-called 'localized energy method'-a combination of the Lyapunov-Schmidt reduction method and variational techniques. Namely, we first use the Lyapunov-Schmidt reduction method to convert the problem into a finite dimensional one, for a suitable asymptotic reduced energy, related with $\varphi_{m}$. Such a scheme has been used in many works; see for instance [2, 10, 11, 14, 16, 18-20,35] and references therein. Our approach shares elements with those in [11]; however, a different, more delicate functional setting has to be introduced. In what remains of this paper we shall prove theorem 1.2.

## 2. Ansatz for the solution

Given $\xi_{j} \in \bar{\Omega}, \mu_{j}>0$ we define

$$
u_{j}(x)=\log \frac{8 \mu_{j}^{2}}{\left(\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}\right)^{2}} .
$$

The choice of $\xi_{j}$ and $\mu_{j}$ will be made later on.
The ansatz is

$$
\begin{equation*}
U(x)=\sum_{j=1}^{m}\left(u_{j}(x)+H_{j}^{\varepsilon}(x)\right), \tag{10}
\end{equation*}
$$

where $H_{j}^{\varepsilon}$ is a correction term defined as the solution of

$$
\begin{align*}
& -\Delta H_{j}^{\varepsilon}+H_{j}^{\varepsilon}=-u_{j} \quad \text { in } \Omega \\
& \frac{\partial H_{j}^{\varepsilon}}{\partial v}=-\frac{\partial u_{j}}{\partial v} \quad \text { on } \partial \Omega \tag{11}
\end{align*}
$$

Lemma 2.1. For any $0<\alpha<1$,

$$
\begin{equation*}
H_{j}^{\varepsilon}(x)=c_{j} H\left(x, \xi_{j}\right)-\log 8 \mu_{j}^{2}+O\left(\varepsilon^{\alpha}\right) \tag{12}
\end{equation*}
$$

uniformly in $\bar{\Omega}$, where $H$ is the regular part of Green's function defined in (5).
We will give the proof of this lemma at the end of the section.
It will be convenient to work with the scaling of $u$ given by

$$
v(y)=u(\varepsilon y)+4 \log \varepsilon .
$$

If $u$ is a solution of (3) then $v$ satisfies

$$
\begin{align*}
& -\Delta v+\varepsilon^{2}(v-4 \log \varepsilon)=\mathrm{e}^{v} \quad \text { in } \Omega_{\varepsilon}, \\
& \frac{\partial v}{\partial v}=0 \quad \text { on } \partial \Omega_{\varepsilon}, \tag{13}
\end{align*}
$$

where $\Omega_{\varepsilon}=\Omega / \varepsilon$. With this scaling $u_{j}$ becomes

$$
v_{j}(y)=\log \frac{8 \mu_{j}}{\left(\mu_{j}^{2}+\left|y-\xi_{j}^{\prime}\right|^{2}\right)^{2}}
$$

where $\xi_{j}^{\prime}=\xi_{j} / \varepsilon$ and where we will write $\nu$ for the exterior normal unit vector to $\partial \Omega$ and $\partial \Omega_{\varepsilon}$.
Note that $u_{j}+H_{j}^{\varepsilon}$ satisfies

$$
\begin{align*}
& -\Delta\left(u_{j}+H_{j}\right)+\varepsilon^{2}\left(u_{j}+H_{j}\right)=\mathrm{e}^{v_{j}} \\
& \frac{\partial\left(u_{j}+H_{j}\right)}{\partial v}=0 \quad \text { on } \partial \Omega_{\varepsilon} . \tag{14}
\end{align*}
$$

We will seek a solution $v$ of (13) of the form

$$
v=V+\phi
$$

where

$$
\begin{equation*}
V(y)=U(\varepsilon y)+4 \log \varepsilon \tag{15}
\end{equation*}
$$

and $U$ is defined by (10). Problem (13) can be stated so as to find $\phi$ a solution to

$$
\begin{array}{ll}
-\Delta \phi+\varepsilon^{2} \phi=\mathrm{e}^{V} \phi+N(\phi)+R & \text { in } \Omega_{\varepsilon}, \\
\frac{\partial \phi}{\partial v}=0 & \text { on } \partial \Omega_{\varepsilon}, \tag{16}
\end{array}
$$

where the 'nonlinear term' is

$$
\begin{equation*}
N(\phi)=\mathrm{e}^{V}\left(\mathrm{e}^{\phi}-1-\phi\right) \tag{17}
\end{equation*}
$$

and the 'error term' is given by

$$
\begin{equation*}
R=\Delta V-\varepsilon^{2}(V-4 \log \varepsilon)+\mathrm{e}^{V} \tag{18}
\end{equation*}
$$

At this point it is convenient to make a choice of the parameters $\mu_{j}$, the objective being to make the error term small. We claim that if

$$
\begin{equation*}
\log 8 \mu_{j}^{2}=c_{j} H\left(\xi_{j}, \xi_{j}\right)+\sum_{i \neq j} c_{i} G\left(\xi_{i}, \xi_{j}\right) \tag{19}
\end{equation*}
$$

then we achieve the following behaviour for $R$ : for any $0<\alpha<1$ there exists $C$ independent of $\varepsilon$ such that

$$
\begin{equation*}
|R(y)| \leqslant C \varepsilon^{\alpha} \sum_{j=1}^{m} \frac{1}{1+\left|y-\xi_{j}^{\prime}\right|^{3}} \quad \forall y \in \Omega_{\varepsilon} \tag{20}
\end{equation*}
$$

and for $W=\mathrm{e}^{V}$

$$
\begin{equation*}
W(y)=\sum_{j=1}^{m} \frac{8 \mu_{j}^{2}}{\left(\mu_{j}^{2}+\left|y-\xi_{j}\right|^{2}\right)^{2}}\left(1+\theta_{\varepsilon}(y)\right), \quad \forall y \in \Omega_{\varepsilon} \tag{21}
\end{equation*}
$$

with $\theta_{\varepsilon}$ satisfying the following estimate:

$$
\left|\theta_{\varepsilon}(y)\right| \leqslant C \varepsilon^{\alpha}+C \varepsilon \sum_{j=1}^{m}\left|y-\xi_{j}^{\prime}\right| \quad \forall y \in \Omega_{\varepsilon}
$$

## Proof of (21).

$$
\begin{aligned}
W(y) & =\varepsilon^{4} \exp \left(\sum_{i=1}^{m} u_{j}(\varepsilon y)+H_{i}^{\varepsilon}(\varepsilon y)\right) \\
& =\exp \left(\sum_{i=1}^{m}\left(\log \frac{8 \mu_{i}^{2}}{\left(\mu_{i}^{2}+\left|y-\xi_{i}^{\prime}\right|^{2}\right)^{2}}+H_{i}^{\varepsilon}(\varepsilon y)\right)\right) .
\end{aligned}
$$

Let us fix a small constant $\delta>0$ and consider this expression for $\left|y-\xi_{j}^{\prime}\right|<\delta / \varepsilon$ :
$W(y)=\frac{8 \mu_{j}^{2}}{\left(\mu_{j}^{2}+\left|y-\xi_{j}^{\prime}\right|^{2}\right)^{2}} \exp \left(H_{j}^{\varepsilon}(\varepsilon y)+\sum_{i \neq j}^{m}\left[\log \frac{8 \mu_{i}^{2}}{\left(\varepsilon^{2} \mu_{i}^{2}+\varepsilon^{2}\left|y-\xi_{i}^{\prime}\right|^{2}\right)^{2}}+H_{i}^{\varepsilon}(\varepsilon y)\right]\right)$.
Using (12) and the fact that $H$ is $C^{1}\left(\partial \Omega^{2}\right)$ we have

$$
\begin{aligned}
H_{i}^{\varepsilon}(\varepsilon y) & =c_{i} H\left(\varepsilon y, \xi_{i}\right)-\log \left(8 \mu_{i}^{2}\right)+O\left(\varepsilon^{\alpha}\right) \quad \forall y \in \Omega_{\varepsilon} \\
& =c_{i} H\left(\xi_{j}, \xi_{i}\right)-\log \left(8 \mu_{i}^{2}\right)+O\left(\varepsilon^{\alpha}\right)+O\left(\varepsilon\left|y-\xi_{j}^{\prime}\right|\right) \quad \forall y \in \Omega_{\varepsilon}
\end{aligned}
$$

Hence for $\left|y-\xi_{j}^{\prime}\right|<\delta / \varepsilon$,

$$
\begin{aligned}
H_{j}^{\varepsilon}(\varepsilon y)+\sum_{i \neq k}^{m}( & \left.\log \frac{8 \mu_{i}^{2}}{\left(\varepsilon^{2} \mu_{i}^{2}+\varepsilon^{2}\left|y-\xi_{i}^{\prime}\right|^{2}\right)^{2}}+H_{i}^{\varepsilon}(\varepsilon y)\right) \\
= & c_{j} H\left(\xi_{j}, \xi_{j}\right)-\log \left(8 \mu_{j}^{2}\right)+\sum_{i \neq j}^{m}\left(\log \frac{8 \mu_{i}^{2}}{\left|\xi_{j}-\xi_{i}\right|^{4}}+c_{i} H\left(\xi_{j}, \xi_{i}\right)-\log \left(8 \mu_{i}^{2}\right)\right) \\
& +O\left(\varepsilon^{\alpha}\right)+O\left(\varepsilon\left|y-\xi_{j}^{\prime}\right|\right) . \\
= & c_{j} H\left(\xi_{j}, \xi_{j}\right)-\log \left(8 \mu_{j}^{2}\right)+\sum_{i \neq j}^{m} c_{i} G\left(\xi_{j}, \xi_{i}\right)+O\left(\varepsilon^{\alpha}\right)+O\left(\varepsilon\left|y-\xi_{j}^{\prime}\right|\right) \\
= & O\left(\varepsilon^{\alpha}\right)+O\left(\varepsilon\left|y-\xi_{j}^{\prime}\right|\right)
\end{aligned}
$$

by the choice of $\mu_{j}(\operatorname{cf}(19))$. Therefore
$W(y)=\frac{8 \mu_{j}^{2}}{\left(\mu_{j}^{2}+\left|y-\xi_{j}^{\prime}\right|^{2}\right)^{2}}\left(1+O\left(\varepsilon^{\alpha}\right)+O\left(\varepsilon\left|y-\xi_{j}^{\prime}\right|\right)\right) \quad \forall\left|y-\xi_{j}^{\prime}\right|<\frac{\delta}{\varepsilon}$.
If $\left|y-\xi_{j}^{\prime}\right|>\delta / \varepsilon$ for all $j=1, \ldots, m$ we have $W=O\left(\varepsilon^{4}\right)$, and this together with (22) implies (21).

Proof of (20). We defined $R=\Delta V-\varepsilon^{2}(V-4 \log \varepsilon)+\mathrm{e}^{V}$ with $V$ given by (15).
By our definition and (14),

$$
R=\varepsilon^{4} \mathrm{e}^{\sum_{j=1}^{m}\left(u_{j}+H_{j}\right)}-\sum_{j=1}^{m} \mathrm{e}^{v_{j}} .
$$

For $\left|y-\xi_{j}^{\prime}\right|<\delta / \varepsilon$, we have according to (22)

$$
\begin{aligned}
R & =\mathrm{e}^{v_{j}}\left(1+O\left(\varepsilon^{\alpha}\right)+O\left(\varepsilon\left|y-\xi_{j}^{\prime}\right|\right)\right)-\mathrm{e}^{v_{j}}+O\left(\varepsilon^{4}\right) \\
& =O\left(\mathrm{e}^{v_{j}}\left(\varepsilon^{\alpha}+\varepsilon\left|y-\xi_{j}^{\prime}\right|\right)\right)+O\left(\varepsilon^{4}\right)
\end{aligned}
$$

which proves (20).

Proof of lemma 2.1. The boundary condition satisfied by $H_{j}^{\varepsilon}$ is

$$
\begin{equation*}
\frac{\partial H_{j}^{\varepsilon}}{\partial v}=-\frac{\partial u_{j}}{\partial v}=4 \frac{\left(x-\xi_{j}\right) \cdot v(x)}{\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}} \tag{23}
\end{equation*}
$$

Thus for $\xi_{j} \in \Omega, j=1, \ldots, k$, we have

$$
\begin{equation*}
\frac{\partial H_{j}^{\varepsilon}}{\partial v}=4 \frac{\left(x-\xi_{j}\right) \cdot v(x)}{\left|x-\xi_{j}\right|^{2}}+O\left(\varepsilon^{2}\right) \quad \text { on } \partial \Omega \tag{24}
\end{equation*}
$$

For $\xi_{j} \in \partial \Omega, j=k+1, \ldots, k+l$, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\partial H_{j}^{\varepsilon}}{\partial v}(x)=4 \frac{\left(x-\xi_{j}\right) \cdot v(x)}{\left|x-\xi_{j}\right|^{2}} \quad \forall x \neq \xi_{j} \tag{25}
\end{equation*}
$$

The regular part of Green's function, $H\left(x, \xi_{j}\right)$, satisfies

$$
\begin{aligned}
& -\Delta_{x} H\left(x, \xi_{j}\right)+H\left(x, \xi_{j}\right)=-\frac{4}{c_{j}} \log \frac{1}{\left|x-\xi_{j}\right|} \quad x \in \Omega, \\
& \frac{\partial H}{\partial v_{x}}\left(x, \xi_{j}\right)=\frac{4}{c_{j}} \frac{\left(x-\xi_{j}\right) \cdot v(x)}{\left|x-\xi_{j}\right|^{2}} \quad x \in \partial \Omega .
\end{aligned}
$$

For the difference $z_{\varepsilon}(x)=H_{j}^{\varepsilon}(x)+\log 8 \mu_{j}^{2}-c_{j} H\left(x, \xi_{j}\right)$ we have

$$
\begin{aligned}
& -\Delta z_{\varepsilon}+z_{\varepsilon}=-\log \frac{1}{\left(\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}\right)^{2}}+\log \frac{1}{\left|x-\xi_{j}\right|^{4}} \quad \text { in } \Omega \\
& \frac{\partial z_{\varepsilon}}{\partial v}=\frac{\partial H_{j}^{\varepsilon}}{\partial v}-4 \frac{(x-y) \cdot v(x)}{|x-y|^{2}} \quad \text { on } \partial \Omega
\end{aligned}
$$

We claim that for any $p>1$ there exists $C>0$ such that

$$
\begin{equation*}
\left\|\frac{\partial H_{j}^{\varepsilon}}{\partial v}-4 \frac{\left(x-\xi_{j}\right) \cdot v(x)}{\left|x-\xi_{j}\right|^{2}}\right\|_{L^{p}(\partial \Omega)} \leqslant C \varepsilon^{1 / p} \tag{26}
\end{equation*}
$$

For this it will be convenient to observe first that for $\xi_{j} \in \partial \Omega$

$$
\begin{equation*}
\left|\left(x-\xi_{j}\right) \cdot v(x)\right| \leqslant C\left|x-\xi_{j}\right|^{2} \quad \forall x \in \partial \Omega, \tag{27}
\end{equation*}
$$

which can be proved, for example, assuming that $\xi_{j}=0$ and that near the origin $\partial \Omega$ is the graph of a function $G:(-a, a) \rightarrow \mathbb{R}$ with $G(0)=G^{\prime}(0)=0$. Now

$$
\begin{equation*}
\frac{\partial H_{j}^{\varepsilon}}{\partial v}-4 \frac{\left(x-\xi_{j}\right) \cdot v(x)}{\left|x-\xi_{j}\right|^{2}}=\varepsilon^{2} \mu_{j}^{2} \frac{\left(x-\xi_{j}\right) \cdot v(x)}{\left|x-\xi_{j}\right|^{2}\left(\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}\right)} . \tag{28}
\end{equation*}
$$

By (27)

$$
\begin{equation*}
\left|\frac{\partial H_{j}^{\varepsilon}}{\partial v}-4 \frac{\left(x-\xi_{j}\right) \cdot v(x)}{\left|x-\xi_{j}\right|^{2}}\right| \leqslant C \frac{\varepsilon^{2}}{\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}} . \tag{29}
\end{equation*}
$$

Fix $\rho>0$ small. Then

$$
\begin{equation*}
\left|\frac{\partial H_{j}^{\varepsilon}}{\partial v}-4 \frac{\left(x-\xi_{j}\right) \cdot v(x)}{\left|x-\xi_{j}\right|^{2}}\right| \leqslant C \varepsilon^{2} \quad \forall\left|x-\xi_{j}\right| \geqslant \rho, \quad x \in \partial \Omega \tag{30}
\end{equation*}
$$

Now let $p>1$. Changing variables $x-\xi_{j}=\varepsilon y$ we have

$$
\begin{aligned}
& \int_{B_{\rho}\left(\xi_{j}\right) \cap \partial \Omega}\left|\frac{\varepsilon^{2}}{\left(\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}\right)}\right|^{p} \mathrm{~d} x=C \varepsilon \int_{B_{\rho / \varepsilon}(0) \cap \Omega_{\varepsilon}}\left|\frac{1}{\mu_{j}^{2}+|y|^{2}}\right|^{p} \mathrm{~d} y \\
& \leqslant C \varepsilon \int_{0}^{\rho / \varepsilon} \frac{1}{\left(1+s^{2}\right)^{p}} \mathrm{~d} s \\
& \leqslant C \varepsilon
\end{aligned}
$$

Combining this with (29) and (30) we conclude that (26) holds.
For $p>1$ let us now estimate

$$
\left\|\log \frac{1}{\left|x-\xi_{j}\right|^{2}}-\log \frac{1}{\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}}\right\|_{L^{p}(\Omega)}^{p}=\int_{B_{10 \varepsilon \mu_{j}}\left(\xi_{j}\right) \cap \Omega} \ldots+\int_{\Omega \backslash B_{10 \varepsilon \mu_{j}\left(\xi_{j}\right)}} \ldots=I_{1}+I_{2} .
$$

For $I_{1}$ observe that

$$
\int_{B_{10 \varepsilon \mu_{j}}\left(\xi_{j}\right) \cap \Omega}\left|\log \frac{1}{\left|x-\xi_{j}\right|^{2}}\right|^{p} \mathrm{~d} x \leqslant C \int_{0}^{C \varepsilon}|\log r|^{p} r \mathrm{~d} r \leqslant C \varepsilon^{2}(\log 1 / \varepsilon)^{p} .
$$

The same bound is true for the integral of $\left|\log \left(1 / \varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}\right)\right|^{p}$ in $B_{10 \varepsilon \mu_{j}}\left(\xi_{j}\right) \cap \Omega$. Hence

$$
\left|I_{1}\right| \leqslant C \varepsilon^{2}\left(\log \frac{1}{\varepsilon}\right)^{p}
$$

Let us estimate $I_{2}$ as follows:

$$
\left|\log \frac{1}{\left|x-\xi_{j}\right|^{2}}-\log \frac{1}{\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}}\right| \leqslant \frac{C \varepsilon}{\left|x-\xi_{j}\right|}
$$

Take $1<p<2$ and integrate

$$
\left|I_{2}\right| \leqslant C \varepsilon^{p} \int_{10 \mu \varepsilon}^{D} r^{1-p} \mathrm{~d} r \leqslant C \varepsilon^{p}
$$

where $D$ is the diameter of $\Omega$. In conclusion, for any $1<p<2$, we have

$$
\left\|\log \frac{1}{\left|x-\xi_{j}\right|^{2}}-\log \frac{1}{\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}}\right\|_{L^{p}(\Omega)} \leqslant C \varepsilon
$$

By $L^{p}$ theory

$$
\left\|z_{\varepsilon}\right\|_{W^{1+s, p}(\Omega)} \leqslant C\left(\left\|\frac{\partial z_{\varepsilon}}{\partial \nu}\right\|_{L^{p}(\partial \Omega)}+\left\|\Delta z_{\varepsilon}\right\|_{L^{p}(\Omega)}\right) \leqslant C \varepsilon^{1 / p}
$$

for any $0<s<1 / p$. By Morrey embedding we obtain

$$
\left\|z_{\varepsilon}\right\|_{C^{\gamma}(\bar{\Omega})} \leqslant C \varepsilon^{1 / p}
$$

for any $0<\gamma<(1 / 2)+(1 / p)$. This proves the result (with $\alpha=1 / p$ ).

Remark. The convergence (25) is not uniform in general because $\left(\partial H_{j}^{\varepsilon} / \partial \nu\right)\left(\xi_{j}\right)=0$ while the function $x \mapsto 2\left(\left(x-\xi_{j}\right) \cdot v(x) /\left|x-\xi_{j}\right|^{2}\right)$ can be extended continuously to $\xi_{j}$ with a value equal to the curvature of $\partial \Omega$ at $\xi_{j}$.

## 3. Solvability of a linear equation

The main result of this section is the solvability of the following linear problem: given $h$ find $\phi, c_{11}, \ldots, c_{m J_{m}}$ such that

$$
\begin{align*}
& -\Delta \phi+\varepsilon^{2} \phi=W \phi+h+\sum_{j=1}^{m} \sum_{i=1, J_{j}} c_{i j} \chi_{j} Z_{i j} \quad \text { in } \Omega_{\varepsilon}, \\
& \frac{\partial \phi}{\partial v}=0 \quad \text { on } \partial \Omega_{\varepsilon},  \tag{31}\\
& \int_{\Omega_{\varepsilon}} \chi_{j} Z_{i j} \phi=0 \quad \forall j=1, \ldots, m, i=1, J_{j},
\end{align*}
$$

where $m=k+l, W$ is a function that satisfies (21), $h \in L^{\infty}\left(\Omega_{\varepsilon}\right)$ and $Z_{i j}, \chi_{j}$ are defined as follows: $J_{j}=2$ if $j=1, \ldots, k$ and $J_{j}=1$ if $j=k+1, \ldots, k+l$.

Let $z_{i j}$ be

$$
z_{0 j}=\frac{1}{\mu_{j}}-2 \frac{\mu_{j}}{\mu_{j}^{2}+y^{2}}, \quad z_{i j}=\frac{y_{i}}{\mu_{j}^{2}+y^{2}}
$$

It is well known that any solution to

$$
\begin{equation*}
\Delta \phi+\mathrm{e}^{v_{j}} \phi=0,|\phi| \leqslant C(1+|y|)^{\sigma} \tag{32}
\end{equation*}
$$

is a linear combination of $z_{i j}, i=0,1,2$. (See lemma 2.1 of [6].)
Next we choose a large but fixed number $R_{0}$ and non-negative smooth function $\chi: \mathbb{R} \rightarrow \mathbb{R}$ so that $\chi(r)=1$ for $r \leqslant R_{0}$ and $\chi(r)=0$ for $r \geqslant R_{0}+1,0 \leqslant \chi \leqslant 1$.

For $j=1, \ldots, k$ (corresponding to interior bubble case), we define
$\chi_{j}(y)=\chi\left(\left|y-\xi_{j}^{\prime}\right|\right), \quad Z_{i j}(y)=z_{i j}(y), \quad i=0,1,2, \quad j=1, \ldots, k$.
For $j=k+1, \ldots, k+l$ (corresponding to boundary bubble case), we have to strengthen the boundary first. More precisely, at the boundary point $\xi_{j} \in \partial \Omega$, we assume that $\xi_{j}=0$ and the unit outward normal at $\xi_{j}$ is $-\mathbf{e}_{2}=(0,-1)$. Let $G\left(x_{1}\right)$ be the defining function for the boundary $\partial \Omega$ in a neighbourhood $B_{\rho}\left(\xi_{j}\right)$ of $\xi_{j}$, that is, $\Omega \cap B_{\rho}\left(\xi_{j}\right)=\left\{\left(x_{1}, x_{2}\right) \mid x_{2}>\right.$ $\left.G\left(x_{1}\right),\left(x_{1}, x_{2}\right) \in B_{\rho}\left(\xi_{j}\right)\right\}$. Then, let $F_{j}: B_{\rho}\left(\xi_{j}\right) \cap N \rightarrow \mathbb{R}^{2}$ be defined by
$F_{j}=\left(F_{j, 1}, F_{j, 2}\right), \quad$ where $F_{j, 1}=x_{1}+\frac{x_{2}-G\left(x_{1}\right)}{1+\left|G^{\prime}\left(x_{1}\right)\right|^{2}} G^{\prime}\left(x_{1}\right), \quad F_{j, 2}=x_{2}-G\left(x_{1}\right)$.

Then we set

$$
\begin{equation*}
F_{j}^{\varepsilon}(y)=\frac{1}{\varepsilon} F_{j}(\varepsilon y) . \tag{35}
\end{equation*}
$$

Note that $F_{j}$ preserves the Neumann boundary condition. Define

$$
\begin{equation*}
\chi_{j}(y)=\chi\left(\left|F_{j}^{\varepsilon}(y)\right|\right), Z_{i j}(y)=z_{i j}\left(F_{j}^{\varepsilon}(y)\right) \quad i=0,1 \quad j=k+1, \ldots, k+l . \tag{36}
\end{equation*}
$$

It is important to note that

$$
\begin{equation*}
\Delta Z_{0 j}+\mathrm{e}^{v_{j}} Z_{0 j}=O\left(\varepsilon\left(1+\left|y-\xi_{j}^{\prime}\right|\right)^{-3}\right) \tag{37}
\end{equation*}
$$

since

$$
\nabla z_{0 j}=O\left(\frac{1}{\left(1+\left|y-\xi_{j}^{\prime}\right|\right)^{3}}\right)
$$

All the above functions depend on $\varepsilon$ but we omit this dependence in the notation. Furthermore, now all $Z_{i j}$ satisfy the Neumann boundary condition (since $F_{j}$ preserves the Neumann boundary condition).

Equation (31) will be solved for $h \in L^{\infty}\left(\Omega_{\varepsilon}\right)$ but we will be able to estimate the size of the solution in terms of the following norm:
$\|h\|_{\infty}=\sup _{y \in \Omega_{\epsilon}}|h(y)|, \quad\|h\|_{*}=\sup _{y \in \Omega_{\varepsilon}} \frac{|h(y)|}{\varepsilon^{2}+\sum_{j=1}^{m}\left(1+\left|y-\xi_{j}^{\prime}\right|\right)^{-2-\sigma}}$,
where we fix $0<\sigma<1$ although the precise choice will be made later on.
Proposition 3.1. Let $d>0$ and $m$ a positive integer. Then there exist $\varepsilon_{0}>0, C$ such that for any $0<\varepsilon<\varepsilon_{0}$, any family of points $\left(\xi_{1}, \ldots, \xi_{m}\right) \in \mathcal{M}_{\delta}$ and any $h \in L^{\infty}\left(\Omega_{\varepsilon}\right)$ there is a unique solution $\phi \in L^{\infty}\left(\Omega_{\varepsilon}\right), c_{i j} \in \mathbb{R}$ to (31). Moreover

$$
\|\phi\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C \log \frac{1}{\varepsilon}\|h\|_{*} .
$$

We begin by stating an a priori estimate for solutions of (31) satisfying orthogonality conditions with respect to $Z_{i j}, i=0,1, J_{j}, j=1, \ldots, m$.
Lemma 3.2. There are $R_{0}>0$ and $\varepsilon_{0}>0$ so that for $0<\varepsilon<\varepsilon_{0}$ and any solution $\phi$ of (31) with orthogonality conditions

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} Z_{i j} \chi_{j} \phi=0 \quad \forall i=0, \ldots, J_{j} \quad \forall j=1, \ldots, m \tag{39}
\end{equation*}
$$

we have

$$
\|\phi\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C\|h\|_{*},
$$

where $C$ is independent of $\varepsilon$.
For the proof of this lemma we need to construct a suitable barrier.
Lemma 3.3. For $\varepsilon>0$ small enough there exist $R_{1}>0$ and

$$
\psi: \Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right) \rightarrow \mathbb{R}
$$

smooth and positive so that

$$
\begin{aligned}
& -\Delta \psi+\varepsilon^{2} \psi-W \psi \geqslant \sum_{j=1}^{m} \frac{1}{\left|y-\xi_{j}^{\prime}\right|^{2+\sigma}}+\varepsilon^{2} \quad \text { in } \Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right), \\
& \frac{\partial \psi}{\partial \nu} \geqslant 0 \quad \text { on } \partial \Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right), \\
& \psi>0 \quad \text { in } \Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right), \\
& \psi \geqslant 1 \quad \text { on } \Omega_{\varepsilon} \cap\left(\bigcup_{j=1}^{m} \partial B_{R_{1}}\left(\xi_{j}^{\prime}\right)\right) .
\end{aligned}
$$

The constants $R_{1}>0, c>0$ can be chosen independently of $\varepsilon$ and $\psi$ is bounded uniformly:

$$
0<\psi \leqslant C \quad \text { in } \Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right)
$$

Proof of lemma 3.2. We take $R_{0}=2 R_{1}, R_{1}$ being the constant of lemma 3.3. Thanks to the barrier $\psi$ of that lemma we deduce that the following maximum principle holds in $\Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right)$ : if $\phi \in C^{2}\left(\Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right)\right)$ satisfies

$$
\begin{aligned}
& -\Delta \phi+\varepsilon^{2} \phi \geqslant W \phi \quad \text { in } \Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right), \\
& \frac{\partial \phi}{\partial \nu}=0 \quad \text { on } \partial \Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right), \\
& \phi \geqslant 0 \quad \text { on } \Omega_{\varepsilon} \cap\left(\bigcup_{j=1}^{m} \partial B_{R_{1}}\left(\xi_{j}^{\prime}\right)\right),
\end{aligned}
$$

then $\phi \geqslant 0$ in $\Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right)$.
Let $h$ be bounded and $\phi$ a solution to (31) satisfying (39). Following [11] we first claim that $\|\phi\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)}$ can be controlled in terms of $\|h\|_{*}$ and the following inner norm of $\phi$ :

$$
\|\phi\|_{i}=\sup _{\Omega_{\varepsilon} \cap\left(\bigcup_{j=1}^{\prime \prime} B_{R_{1}}\left(\xi_{j}^{\prime}\right)\right)}|\phi| .
$$

Indeed, set

$$
\tilde{\phi}=C_{1} \psi\left(\|\phi\|_{i}+\|f\|_{*}\right),
$$

with $C_{1}$ a constant independent of $\varepsilon$. By the above maximum principle we have $\phi \leqslant \tilde{\phi}$ and $-\phi \leqslant \tilde{\phi}$ in $\Omega_{\varepsilon} \backslash \bigcup_{j=1}^{m} B_{R_{1}}\left(\xi_{j}^{\prime}\right)$. Since $\psi$ is uniformly bounded we deduce

$$
\begin{equation*}
\|\phi\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C\left(\|\phi\|_{i}+\|f\|_{*}\right), \tag{40}
\end{equation*}
$$

for some constant $C$ independent of $\phi$ and $\varepsilon$.
We prove the lemma by contradiction. Assume that there exists a sequence $\varepsilon_{n} \rightarrow 0$, points $\left(\xi_{1}^{n}, \ldots, \xi_{m}^{n}\right) \in \mathcal{M}_{\delta}$ and functions $\phi_{n}, f_{n}$ and $h_{n}$ with $\left\|\phi_{n}\right\|_{L^{\infty}\left(\Omega_{\varepsilon_{n}}\right)}=1$ and $\left\|h_{n}\right\|_{*} \rightarrow 0$ so that for each $n \phi_{n}$ solves (31) and satisfies (39). By (40) we see that $\left\|\phi_{n}\right\|_{i}$ stays away from zero. For one of the indices, say $j$, we can assume that $\sup _{B_{R_{1}}\left(\xi_{j}^{\prime}\right)}\left|\phi_{n}\right| \geqslant c>0$ for all $n$. Consider $\hat{\phi}_{n}(z)=\phi_{n}\left(z-\xi_{j}^{\prime}\right)$ and let us translate and rotate $\Omega_{\varepsilon_{n}}$ so that $\Omega_{\varepsilon_{n}}$ approaches the upper half-plane $\mathbb{R}_{+}^{2}$ and $\xi_{j}^{\prime}=0$. Then by elliptic estimates $\hat{\phi}_{n}$ converges uniformly on compact sets to a non-trivial solution of

$$
\Delta \phi+\mathrm{e}^{v_{j}} \phi=0,|\phi| \leqslant C .
$$

Thus $\hat{\phi}$ is a linear combination of $z_{i j}, i=0, \ldots, J_{j}$. On the other hand we can take the limit in the orthogonality relations (39), observing that limits of the functions $Z_{i j}$ are just rotations and translations of $z_{i j}$, and we find $\int_{\mathbb{R}_{+}^{2}} \chi \hat{\phi} z_{i j}=0$ for $i=0, J_{j}$. This contradicts the fact that $\hat{\phi} \not \equiv 0$.

## Proof of lemma 3.3.

We take

$$
\begin{equation*}
\psi_{1 j}(r)=1-\frac{1}{r^{\sigma}} \quad \text { where } r=\left|y-\xi_{j}^{\prime}\right| \tag{41}
\end{equation*}
$$

Then

$$
-\Delta \psi_{1 j}=\sigma^{2} \frac{1}{r^{2+\sigma}}
$$

If $\xi_{j}^{\prime} \in \Omega_{\varepsilon}$ then we have

$$
\frac{\partial \psi_{1 j}}{\partial \nu_{\varepsilon}}=O\left(\varepsilon^{1+\sigma}\right) \quad \text { on } \partial \Omega_{\varepsilon}
$$

If $\xi_{j}^{\prime} \in \Omega_{\varepsilon}$ and $\left|y-\xi_{j}^{\prime}\right|>R$, we have

$$
\frac{\partial \psi_{1 j}}{\partial \nu_{\varepsilon}}=\sigma \frac{\left\langle y-\xi_{j}^{\prime}, \nu_{\varepsilon}\right\rangle}{r^{2+\sigma}}
$$

As before, we write $\partial \Omega_{\varepsilon}$ near $\xi_{j}^{\prime}$ as the graph $\left\{\left(y_{1}, y_{2}\right): y_{2}=(1 / \varepsilon) G\left(\varepsilon y_{1}\right)\right\}$ with $G(0)=0$ and $G^{\prime}(0)=0$. Then

$$
\begin{aligned}
\frac{\partial \psi_{1 j}}{\partial v} & =\frac{\sigma}{r^{2+\sigma}} \frac{1}{\sqrt{G^{\prime}\left(\varepsilon y_{1}\right)^{2}+1}}\left(-y_{1} G^{\prime}\left(\varepsilon y_{1}\right), \frac{1}{\varepsilon} G\left(\varepsilon\left(y_{1}\right)\right)\right. \\
& =\frac{\sigma}{r^{2+\sigma}} \frac{1}{\sqrt{O\left(\delta^{2}\right)+1}} O\left(\varepsilon r^{2}\right) \quad \forall R_{1}<r<\delta / \varepsilon \\
& =O\left(\frac{\varepsilon}{r^{\sigma}}\right) \quad \forall R_{1}<r<\delta / \varepsilon
\end{aligned}
$$

Combining together, we see that

$$
\begin{equation*}
\frac{\partial \psi_{1 j}}{\partial \nu_{\varepsilon}}=o(\varepsilon) \quad \text { on } \partial \Omega_{\varepsilon} \tag{42}
\end{equation*}
$$

Now let $\psi_{0}$ be the unique solution of

$$
\Delta \psi_{0}-\varepsilon^{2} \psi_{0}+\varepsilon^{2}=0 \quad \text { in } \Omega_{\varepsilon}, \quad \frac{\partial \psi_{0}}{\partial v_{\varepsilon}}=\varepsilon \quad \text { on } \partial \Omega_{\varepsilon}
$$

Set

$$
\begin{equation*}
\psi=\sum_{j=1}^{m} \psi_{1 j}+C \psi_{0} \tag{43}
\end{equation*}
$$

Then for $\left|y-\xi_{j}^{\prime}\right|>R, j=1, \ldots, k+l$ where $R$ is large

$$
\begin{equation*}
-\Delta \psi+\varepsilon^{2} \psi-W \psi \geqslant C \varepsilon^{2}+\sigma^{2} \sum_{j=1}^{m} \frac{1}{\left|y-\xi_{j}^{\prime}\right|^{2+\sigma}}-C W \geqslant \frac{\sigma^{2}}{2} \sum_{j=1}^{m} \frac{1}{\left|y-\xi_{j}^{\prime}\right|^{2+\sigma}}+\varepsilon^{2} \tag{44}
\end{equation*}
$$

since

$$
W \leqslant \sum_{j=1}^{m} \frac{1}{1+\left|y-\xi_{j}^{\prime}\right|^{4}}
$$

On $\partial \Omega_{\varepsilon}$,

$$
\frac{\partial \psi}{\partial \nu_{\varepsilon}} \geqslant \frac{\varepsilon}{2} .
$$

It is easy to see that $\left(4 / \sigma^{2}\right) \psi$ satisfies all the properties of the lemma.
We will establish next an a priori estimate for solutions to problem (31) that satisfy orthogonality conditions with respect to $Z_{i j}, i=1, J_{j}$ only.

Lemma 3.4. For $\varepsilon$ sufficiently small, if $\phi$ solves

$$
\begin{equation*}
-\Delta \phi+\varepsilon^{2} \phi+W \phi=h \quad \text { in } \Omega_{\varepsilon}, \quad \frac{\partial \phi}{\partial v}=0 \quad \text { on } \partial \Omega_{\varepsilon} \tag{45}
\end{equation*}
$$

and satisfies

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} Z_{i j} \chi_{j} \phi=0 \quad \forall j=1, \ldots, m, \quad i=1, J_{j} \tag{46}
\end{equation*}
$$

then

$$
\begin{equation*}
\|\phi\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C \log \frac{1}{\varepsilon}\|h\|_{*}, \tag{47}
\end{equation*}
$$

where $C$ is independent of $\varepsilon$.
Proof. Let $\phi$ satisfy (45) and (46). We will modify $\phi$ to satisfy all orthogonality relations in (39) and for this purpose we consider modifications with compact support of the functions $Z_{0 j}$. Let $R>R_{0}+1$ be large and fixed.

Let

$$
\begin{equation*}
a_{0 j}=\frac{1}{\mu_{j}\left(\left(4 / c_{j}\right) \log (1 / \varepsilon R)+H\left(\xi_{j}, \xi_{j}\right)\right)} . \tag{48}
\end{equation*}
$$

Set

$$
\begin{equation*}
\hat{Z}_{0 j}(y)=Z_{0 j}(y)-\frac{1}{\mu_{j}}+a_{0 j} G\left(\xi_{j}, \varepsilon y\right) \tag{49}
\end{equation*}
$$

Note that by our definition, $\hat{Z}_{0, j}$ satisfies the Neumann boundary condition.
Let $\eta$ be radial smooth cut-off function on $\mathbb{R}^{2}$ so that
$0 \leqslant \eta \leqslant 1, \quad|\nabla \eta| \leqslant C$ in $\mathbb{R}^{2}, \quad \eta \equiv 1$ in $B_{R}(0)$ and $\eta \equiv 0$ in $\mathbb{R}^{2} \backslash B_{R+1}(0)$.
Set
$\eta_{j}(y)=\eta\left(\left|y-\xi_{j}^{\prime}\right|\right) \quad$ for $j=1, \ldots, k, \quad \eta_{j}(y)=\eta\left(F_{j}^{\varepsilon}(y)\right) \quad$ for $j=k+1, \ldots, k+l$.

Now define

$$
\begin{equation*}
\tilde{Z}_{0 j}=\eta_{j} Z_{0 j}+\left(1-\eta_{j}\right) \hat{Z}_{0 j} . \tag{51}
\end{equation*}
$$

Given $\phi$ satisfying (45) and (46) let

$$
\tilde{\phi}=\phi+\sum_{j=1}^{m} d_{j} \tilde{Z}_{0 j}, \quad \text { where } d_{j}=-\frac{\int_{\Omega_{\varepsilon}} Z_{0 j} \chi_{j} \phi}{\int_{\Omega_{\varepsilon}} Z_{0 j}^{2} \chi_{j}} .
$$

Estimate (47) is a direct consequence of the following claim.
Claim.

$$
\begin{equation*}
\left|d_{j}\right| \leqslant C \log \frac{1}{\varepsilon}\|h\|_{*} \quad \forall j=1, \ldots, m . \tag{52}
\end{equation*}
$$

We start proving this by observing, using the notation $L=-\Delta+\varepsilon^{2}-W$, that

$$
\begin{equation*}
L(\tilde{\phi})=h+\sum_{j=1}^{m} d_{j} L\left(\tilde{Z}_{0 j}\right) \quad \text { in } \Omega_{\varepsilon} \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \tilde{\phi}}{\partial v}=0 \quad \text { on } \partial \Omega_{\varepsilon} \tag{54}
\end{equation*}
$$

Thus by lemma 3.2 we have

$$
\begin{equation*}
\|\tilde{\phi}\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C \sum_{j=1}^{m}\left|d_{j}\right|\left\|L\left(\tilde{Z}_{0 j}\right)\right\|_{*}+C\|h\|_{*} . \tag{55}
\end{equation*}
$$

Multiplying equation (53) by $\tilde{Z}_{0 k}$, integrating by parts and using (54) we find

$$
\begin{equation*}
\sum_{j=1}^{m} d_{j} \int_{\Omega_{\varepsilon}} L\left(\tilde{Z}_{0 j}\right) \tilde{Z}_{0 k} \leqslant C\|h\|_{*}\left[1+\sum_{j=1}^{m}\left\|L\left(\tilde{Z}_{0 j}\right)\right\|_{*}\right]+C \sum_{j=1}^{m}\left|d_{j}\right|\left\|L\left(\tilde{Z}_{0 j}\right)\right\|_{*}^{2} \tag{56}
\end{equation*}
$$

We now measure the size of $\left\|L\left(\tilde{Z}_{0 j}\right)\right\|_{*}$. To this end, we have for $\left|y-\xi_{j}^{\prime}\right|>R$, according to (37),

$$
\begin{align*}
& L\left(\hat{Z}_{0 j}\right)=-\mathrm{e}^{v_{j}} Z_{0 j}+W \hat{Z}_{0 j}+O\left(\varepsilon\left(1+\left|y-\xi_{j}^{\prime}\right|\right)^{-3}\right)=\mathrm{e}^{v_{j}}\left(a_{0 j} G\left(\xi_{j}, \varepsilon y\right)-\frac{1}{\mu_{j}}\right) \\
&+O\left(\varepsilon\left(1+\left|y-\xi_{j}^{\prime}\right|\right)^{-3}\right) \tag{57}
\end{align*}
$$

Thus

$$
\begin{equation*}
\left\|\left(1-\eta_{j}\right) L\left(\hat{Z}_{0 j}\right)\right\|_{*} \leqslant \frac{C}{\log (1 / \varepsilon)} \tag{58}
\end{equation*}
$$

where the number $C$ depends in principle on the chosen large constant $R$.
So

$$
\begin{array}{rl}
L\left(\tilde{Z}_{0 j}\right)=\eta_{j} L & L\left(Z_{0 j}\right)+\left(1-\eta_{j}\right) L\left(\hat{Z}_{0 j}\right)+2 \nabla \eta_{j} \nabla\left(Z_{0 j}-\hat{Z}_{0 j}\right)+\Delta \eta_{j}\left(Z_{0 j}-\hat{Z}_{0 j}\right) \\
& =O\left(\varepsilon^{2+\alpha}\right)+\left(1-\eta_{j}\right) \mathrm{e}^{v_{j}}\left(a_{0 j} G\left(\xi_{j}, \varepsilon y\right)-\frac{1}{\mu_{j}}\right)+2 \nabla \eta_{j} \nabla\left(Z_{0 j}-\hat{Z}_{0 j}\right) \\
& +\Delta \eta_{j}\left(Z_{0 j}-\hat{Z}_{0 j}\right) \tag{59}
\end{array}
$$

Note that for $r=\left|y-\xi_{j}^{\prime}\right| \in(R, R+1)$, we have

$$
\begin{aligned}
\hat{Z}_{0 j}-Z_{0 j} & =a_{0 j} G\left(\xi_{j}, \varepsilon y\right)-\frac{1}{\mu_{j}} \\
& =a_{0 j}\left(\frac{4}{c_{j}} \log \frac{1}{\varepsilon\left|\xi_{j}^{\prime}-y\right|}+H\left(\xi_{j}, \varepsilon y\right)\right)-\frac{1}{\mu_{j}}
\end{aligned}
$$

Hence we derive that for $r \in(R, R+1)$

$$
\begin{align*}
\hat{Z}_{0 j}-Z_{0 j}= & \frac{C}{\log (1 / \varepsilon)} \log \frac{1}{r}+O\left(\frac{\varepsilon^{\alpha}}{\log (1 / \varepsilon)}\right), \nabla\left(\hat{Z}_{0 j}-Z_{0 j}\right)=-\frac{C}{\log (1 / \varepsilon)} \frac{1}{r} \\
& +O\left(\frac{\varepsilon^{\alpha}}{\log (1 / \varepsilon)}\right) \tag{60}
\end{align*}
$$

From (59) and (60), we conclude that

$$
\begin{equation*}
\left\|L\left(\tilde{Z}_{0 j}\right)\right\|_{*} \leqslant \frac{C}{\log (1 / \varepsilon)} \tag{61}
\end{equation*}
$$

Now we estimate the left-hand side integral of (56). From (59), we see that for $j \neq k$,
$\int_{\Omega_{\varepsilon}} L\left(\tilde{Z}_{0 j}\right) \tilde{Z}_{0 k}=O\left(\varepsilon^{\alpha}\right)+\int_{\Omega_{\varepsilon}} O\left(\frac{1}{\log (1 / \varepsilon)}\left(\left|\eta_{j}^{\prime}\right|+\left|\Delta \eta_{j}\right|\right)\right) \tilde{Z}_{0, k}=O\left(\left(\frac{1}{\log (1 / \varepsilon)}\right)^{2}\right)$.
For $j=k$, we decompose

$$
\int_{\Omega_{\varepsilon}} L\left(\tilde{Z}_{0 k}\right) \tilde{Z}_{0 k}=I+I I+O(\varepsilon)
$$

where

$$
\begin{aligned}
I I & =\int_{\Omega_{\varepsilon}} O\left(\varepsilon^{2+\alpha}\right)+\left(1-\eta_{k}\right) \mathrm{e}^{v_{j}}\left(a_{0 k} G\left(\xi_{k}, \varepsilon y\right)-\frac{1}{\mu_{k}}\right) \tilde{Z}_{0 k} \\
& =O\left(\varepsilon^{\alpha}\right)+O\left(\frac{1}{R} \frac{1}{\log (1 / \varepsilon)}\right)
\end{aligned}
$$

and

$$
I=\int_{\Omega_{\varepsilon}}\left(2 \nabla \eta_{k} \nabla\left(Z_{0 k}-\hat{Z}_{0 k}\right)+\Delta \eta_{k}\left(Z_{0 k}-\hat{Z}_{0 k}\right)\right) \tilde{Z}_{0 k}
$$

Thus integrating by parts we find

$$
I=\int \nabla \eta \nabla\left(Z_{0 k}-\hat{Z}_{0 k}\right) \hat{Z}_{0 k}-\int \nabla \eta_{j}\left(Z_{0 k}-\hat{Z}_{0 k}\right) \nabla \hat{Z}_{0 k}+O(\varepsilon)
$$

Now, we observe that in the considered region, $r \in(R, R+1)$ with $r=\left|y-\xi_{k}^{\prime}\right|,\left|\hat{Z}_{0 k}-Z_{0 k}\right| \leqslant$ $C / \log (1 / \varepsilon)$ while $\left|\nabla Z_{0 k}^{\prime}\right| \leqslant 1 / R^{3}+1 /(R \log (1 / \varepsilon))$. Thus

$$
\left|\int \nabla \eta_{j}\left(Z_{0 k}-\hat{Z}_{0 k}\right) \nabla \hat{Z}_{0 k}\right| \leqslant \frac{D}{R^{3}} \frac{1}{\log (1 / \varepsilon)},
$$

where $D$ may be chosen independent of $R$. Now

$$
\begin{aligned}
\int \nabla \eta_{k} \nabla\left(Z_{0 k}\right. & \left.-\hat{Z}_{0 k}\right) \hat{Z}_{0 k}=\int_{R}^{R+1} \eta^{\prime}\left(a_{0 k} \frac{1}{r}+O(\varepsilon)\right) \hat{Z}_{0 k} r \mathrm{~d} r \\
& =a_{0 k} \int_{R}^{R+1} \eta^{\prime}\left(1+O(\varepsilon)+O\left(\frac{1}{R}\right)\right) \\
& =-\frac{E}{\log (1 / \varepsilon)}\left[1+O\left(\frac{1}{R}\right)\right]
\end{aligned}
$$

where $E$ is a positive constant independent of $\varepsilon$. Thus we conclude, choosing $R$ large enough, that $I \sim-\frac{E}{\log (1 / \varepsilon)}$. Combining this and the estimate for II we find

$$
\int_{\Omega_{\varepsilon}} L\left(\tilde{Z}_{0 k}\right) \tilde{Z}_{0 k}=-\frac{E}{\log (1 / \varepsilon)}\left[1+O\left(\frac{1}{R}\right)\right], \quad \int_{\Omega_{\varepsilon}} L\left(\tilde{Z}_{0 j}\right) \tilde{Z}_{0 k}=O\left(\frac{1}{R} \frac{1}{\log (1 / \varepsilon)}\right)
$$

$$
\begin{equation*}
\text { for } j \neq k \tag{62}
\end{equation*}
$$

This, combined with (56), proves the lemma.

## Proof of proposition 3.1.

First we prove that for any $\phi, d_{1}, \ldots, d_{m}$ solution to (31) the bound

$$
\begin{equation*}
\|\phi\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C \log \frac{1}{\varepsilon}\|h\|_{*} \tag{63}
\end{equation*}
$$

holds.
The previous lemma yields

$$
\begin{equation*}
\|\phi\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C \log \frac{1}{\varepsilon}\left(\|h\|_{*}+\sum_{j=1}^{m} \sum_{i=1}^{J_{j}}\left|c_{i j}\right|\right) . \tag{64}
\end{equation*}
$$

So it suffices to estimate the values of the constants $c_{i j}$.
To this end, we multiple (31) by $Z_{i j}$ and integrate to find

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} L(\phi)\left(Z_{i j}\right)=\int_{\Omega_{\varepsilon}} h Z_{i j}+c_{i j} \int_{\Omega_{\varepsilon}} \chi_{j}\left|Z_{i j}\right|^{2} \tag{65}
\end{equation*}
$$

Note that for $i \neq 0$

$$
Z_{i j}=O\left(\frac{1}{1+\left|y-\xi_{j}\right|}\right)
$$

So

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} h Z_{i j}=O\left(\|h\|_{*}\right) \tag{66}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} L(\phi) Z_{i j}=\int_{\Omega_{\varepsilon}} L\left(Z_{i j}\right) \phi=O\left(\varepsilon\|\phi\|_{\infty}\right) . \tag{67}
\end{equation*}
$$

Substituting (66) and (67) into (65), we obtain (64).
Now consider the Hilbert space

$$
H=\left\{\phi \in H^{1}\left(\Omega_{\varepsilon}\right): \int_{\partial \Omega_{\varepsilon}} \chi_{j} Z_{i j} \phi=0 \quad \forall j=1, \ldots, m, \quad i=1, J_{j}\right\}
$$

with the norm $\|\phi\|_{H^{1}}^{2}=\int_{\Omega_{\varepsilon}}|\nabla \phi|^{2}+\varepsilon^{2} \phi^{2}$. Equation (31) is equivalent to finding $\phi \in H$ such that

$$
\int_{\Omega_{\varepsilon}}\left(\nabla \phi \nabla \psi+\varepsilon^{2} \phi \psi\right)-\int_{\Omega_{\varepsilon}} W \phi \psi=\int_{\partial \Omega_{\varepsilon}} h \psi \quad \forall \psi \in H
$$

By Fredholm's alternative this is equivalent to the uniqueness of solutions to this problem, which is guaranteed by (63).

The result of proposition 3.1 implies that the unique solution $\phi=T(h)$ of (31) defines a continuous linear map from the Banach space $\mathcal{C}_{*}$ of all functions $h$ in $L^{\infty}$ for which $\|h\|_{*}<\infty$, into $L^{\infty}$.

It is important for later purposes to understand the differentiability of the operator $T$ with respect to the variables, $\xi_{k, l}^{\prime}$. Fix $h \in \mathcal{C}_{*}$ and let $\phi=T(h)$. We want to compute derivatives of $\phi$ with respect to, say, $\xi_{k, l}^{\prime}$. Similarly to that of [11], we obtain the following estimate
$\left\|\partial_{\xi_{k, l}^{\prime}} T(h)\right\|_{\infty} \leqslant C(\log (1 / \varepsilon))^{2}\|h\|_{*}, \quad$ for all $k=1, \ldots, m, \quad l=1, J_{k}$.

## 4. The nonlinear problem

Consider the nonlinear equation

$$
\begin{align*}
& -\Delta \phi+\varepsilon^{2} \phi-W \phi=R+N(\phi)+\sum_{i j} c_{i j} \chi_{j} Z_{i j} \quad \text { in } \Omega_{\varepsilon}, \\
& \frac{\partial \phi}{\partial v}=0 \quad \text { on } \partial \Omega_{\varepsilon}, \\
& \int_{\Omega_{\varepsilon}} \chi_{j} Z_{i j} \phi=0 \quad \forall j=1, \ldots, m, \quad i=1, J_{j}, \tag{69}
\end{align*}
$$

where $W$ is as in (21) and $N, R$ are defined in (17) and (18), respectively.
Lemma 4.1. Let $m>0, d>0$. Then there exist $\varepsilon_{0}>0, C>0$ such that for $0<\varepsilon<\varepsilon_{0}$ and any $\left(\xi_{1}, \ldots, \xi_{m}\right) \in \mathcal{M}_{\delta}$ the problem (69) admits a unique solution $\phi, c_{1}, \ldots, c_{m}$ such that

$$
\begin{equation*}
\|\phi\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C \varepsilon^{\alpha}|\log \varepsilon|, \tag{70}
\end{equation*}
$$

where $\alpha$ is any number in the interval $(0,1)$. Furthermore, the function $\xi^{\prime} \rightarrow \phi\left(\xi^{\prime}\right) \in C\left(\bar{\Omega}_{\varepsilon}\right)$ is $C^{1}$ and

$$
\begin{equation*}
\left\|D_{\xi^{\prime}} \phi\right\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C \varepsilon^{\alpha}|\log \varepsilon|^{2} . \tag{71}
\end{equation*}
$$

Proof. The proof of this lemma can be done along the lines of those of lemma 4.1 of [11]. We omit the details.

## 5. Variational reduction

In view of lemma 4.1, given $\xi=\left(\xi_{1}, \ldots, \xi_{m}\right) \in \mathcal{M}_{\delta}$, we define $\phi(\xi)$ and $c_{i j}(\xi)$ to be the unique solution to (69) satisfying the bound (70).

Given $\xi=\left(\xi_{1}, \ldots, \xi_{m}\right) \in \Omega^{k} \times(\partial \Omega)^{l}$ we write

$$
U(\xi)=\sum_{j=1}^{m}\left(u_{j}(x)+H_{j}^{\varepsilon}(x)\right),
$$

where the ansatz is defined in (10). Set

$$
\begin{equation*}
F_{\varepsilon}(\xi)=J_{\varepsilon}(U(\xi)+\tilde{\phi}(\xi)) \tag{72}
\end{equation*}
$$

where $J_{\varepsilon}$ is the functional defined by

$$
\begin{equation*}
J_{\varepsilon}(v)=\frac{1}{2} \int_{\Omega}\left(|\nabla v|^{2}+v^{2}\right)-\varepsilon^{2} \int_{\Omega} \mathrm{e}^{v} \tag{73}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\phi}(\xi)(x)=\phi(\xi)\left(\frac{x}{\varepsilon}\right), \quad x \in \Omega \tag{74}
\end{equation*}
$$

Lemma 5.1. If $\xi=\left(\xi_{1}, \ldots, \xi_{m}\right) \in \mathcal{M}_{\delta}$ is a critical point of $F_{\varepsilon}$ then $u=U(\xi)+\tilde{\phi}(\xi)$ is a critical point of $J_{\varepsilon}$, that is, a solution to (4).

Proof. Let

$$
I_{\varepsilon}(v)=\frac{1}{2} \int_{\Omega_{\varepsilon}}|\nabla v|^{2}+\varepsilon^{2} v^{2}-\varepsilon^{4} \int_{\Omega_{\varepsilon}} \mathrm{e}^{v}
$$

Then $F_{\varepsilon}(\xi)=J_{\varepsilon}(U(\xi)+\tilde{\phi}(\xi))=I_{\varepsilon}\left(V\left(\xi^{\prime}\right)+\phi\left(\xi^{\prime}\right)\right)$ where $\xi^{\prime}=\xi / \varepsilon$. Therefore

$$
\frac{\partial F_{\varepsilon}}{\partial \xi_{k, l}}=\frac{1}{\varepsilon} \frac{\partial I_{\varepsilon}\left(V\left(\xi^{\prime}\right)+\phi\left(\xi^{\prime}\right)\right)}{\partial \xi_{k, l}^{\prime}}=\frac{1}{\varepsilon} D I_{\varepsilon}\left(V\left(\xi^{\prime}\right)+\phi\left(\xi^{\prime}\right)\right)\left[\frac{\partial V\left(\xi^{\prime}\right)}{\partial \xi_{k, l}^{\prime}}+\frac{\partial \phi\left(\xi^{\prime}\right)}{\partial \xi_{k, l}^{\prime}}\right]
$$

Since $v=V\left(\xi^{\prime}\right)+\phi\left(\xi^{\prime}\right)$ solves (69)

$$
\frac{\partial F_{\varepsilon}}{\partial \xi_{k, l}}=\frac{1}{\varepsilon} \sum_{i=1, J_{j}, j=1, \ldots, m} c_{i j} \int_{\partial \Omega_{\varepsilon}} \chi_{j} Z_{i j}\left[\frac{\partial V\left(\xi^{\prime}\right)}{\partial \xi_{k, l}^{\prime}}+\frac{\partial \phi\left(\xi^{\prime}\right)}{\partial \xi_{k, l}^{\prime}}\right] .
$$

Let us assume that $D F(\xi)=0$. From the previous equation we conclude that
$\sum_{j=1, \ldots, m, i=1, J_{j}} c_{i j} \int_{\Omega_{\varepsilon}} \chi_{j} Z_{i j}\left[\frac{\partial V\left(\xi^{\prime}\right)}{\partial \xi_{k, l}^{\prime}}+\frac{\partial \phi\left(\xi^{\prime}\right)}{\partial \xi_{k, l}^{\prime}}\right]=0 \quad \forall k=1, \ldots, m, \quad l=1, J_{k}$.
Since $\left\|\partial \phi\left(\xi^{\prime}\right) / \partial \xi_{k, l}^{\prime}\right\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C \varepsilon^{\alpha}|\log \varepsilon|^{2}$ and $\left(\partial V\left(\xi^{\prime}\right) / \partial \xi_{k, l}^{\prime}\right)= \pm Z_{k l}+o(1)$ where $o(1)$ is in the $L^{\infty}$ norm, it follows that

$$
\sum_{j=1, \ldots, m, J=1, J_{j}} c_{i j} \int_{\partial \Omega_{\varepsilon}} \chi_{j} Z_{i j}\left( \pm Z_{k l}+o(1)\right) \quad \forall k=1, \ldots, m
$$

which is a strictly diagonal dominant system. This implies that $c_{i j}=0 \forall i=1, \ldots, m$, $j=1, J_{j}$.

In order to solve for critical points of the function $F$, a key step is its expected closeness to the function $J_{\varepsilon}(U)$, which we will analyse in the next section.

Lemma 5.2. The following expansion holds

$$
F_{\varepsilon}(\xi)=J_{\varepsilon}(U)+\theta_{\varepsilon}(\xi)
$$

where

$$
\left|\theta_{\varepsilon}\right|+\left|\nabla \theta_{\varepsilon}\right| \rightarrow 0
$$

uniformly on $\mathcal{M}_{\delta}$.

Proof. Let $\tilde{\theta}\left(\xi^{\prime}\right)=I_{\varepsilon}(V+\phi)-I_{\varepsilon}(V)$. In order to get the proof of this lemma, we need to show that

$$
|\tilde{\theta}|+\varepsilon^{-1}\left|\nabla_{\xi^{\prime}} \tilde{\theta}_{\varepsilon}\right|=o(1)
$$

Taking into account $D I_{\varepsilon}(V+\phi)[\phi]=0$, a Taylor expansion and an integration by parts give $I_{\varepsilon}(V+\phi)-I_{\varepsilon}(V)=\int_{0}^{1} D^{2} I_{\varepsilon}(V+t \phi)[\phi]^{2}(1-t) \mathrm{d} t$

$$
\begin{equation*}
=\int_{0}^{1}\left(\int_{\Omega_{\varepsilon}}[N(\phi)+R] \phi+\int_{\Omega_{\varepsilon}} \mathrm{e}^{V}\left[1-\mathrm{e}^{t \phi}\right] \phi^{2}\right)(1-t) \mathrm{d} t, \tag{75}
\end{equation*}
$$

so we get

$$
I_{\varepsilon}(V+\phi)-I_{\varepsilon}(V)=\tilde{\theta}_{\varepsilon}=O\left(\varepsilon^{2 \alpha}|\log \varepsilon|^{3}\right)
$$

taking into account that $\|\phi\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leqslant C \varepsilon^{\alpha}|\log \varepsilon|$. Let us differentiate with respect to $\xi_{k, l}^{\prime}$
$\partial_{\xi_{k, l}^{\prime}}\left[I_{\varepsilon}(V+\phi)-I_{\varepsilon}(V)\right]=\int_{0}^{1}\left(\int_{\partial \Omega_{\varepsilon}} \partial_{\xi_{k, l}^{\prime}}[(N(\phi)+R) \phi]+\int_{\Omega_{\varepsilon}} \partial_{\xi_{k, l}^{\prime}}\left[\mathrm{e}^{V}\left[1-\mathrm{e}^{t \phi}\right] \phi^{2}\right]\right)(1-t) \mathrm{d} t$.
Using the fact that $\left\|\partial_{\xi^{\prime}} \phi\right\|_{*} \leqslant C \varepsilon^{\alpha}|\log \varepsilon|^{2}$ and the estimates of the previous sections we get

$$
\partial_{\xi_{k, l}^{\prime}}\left[I_{\varepsilon}(V+\phi)-I_{\varepsilon}(V)\right]=\partial_{\xi_{k}^{\prime}, l} \tilde{\theta}_{\varepsilon}=O\left(\varepsilon^{2 \alpha}|\log \varepsilon|^{4}\right)
$$

The continuity in $\xi$ of all these expressions is inherited from that of $\phi$ and its derivatives in $\xi$ in the $L^{\infty}$ norm. The proof is complete.

## 6. Expansion of the energy

Lemma 6.1. Let $\mu_{j}$ be given by (19). Then for any $0<\alpha<1$,

$$
\begin{aligned}
J_{\varepsilon}(U)=(8 \pi k & +4 \pi l)(\beta-1+\log 8)+2(8 \pi k+4 \pi l) \log \frac{1}{\varepsilon} \\
& -\frac{1}{2} \sum_{j=1}^{m} c_{j}\left[c_{j} H\left(\xi_{j}, \xi_{j}\right)+\sum_{i, i \neq j} c_{i} G\left(\xi_{i}, \xi_{j}\right)\right]+O\left(\varepsilon^{\alpha}\right)
\end{aligned}
$$

where

$$
\beta=\int_{0}^{\infty} \frac{1}{\left(1+x^{2}\right)^{2}} \log \frac{1}{\left(1+x^{2}\right)^{2}} x \mathrm{~d} x
$$

Proof. Define

$$
U_{j}(x)=u_{j}(x)+H_{j}^{\varepsilon}(x)
$$

so we may rewrite (10) in an equivalent form $U=\sum_{j=1}^{m} U_{j}$. Then

$$
\begin{aligned}
J_{\varepsilon}(U)=\frac{1}{2} \int_{\Omega} & \left|\sum_{j=1}^{m} \nabla U_{j}\right|^{2}+\frac{1}{2} \int_{\Omega}\left(\sum_{j=1}^{m} U_{j}\right)^{2}-\varepsilon^{2} \int_{\Omega} \exp \left(\sum_{j=1}^{m} U_{j}\right) \\
= & \sum_{j=1}^{m} \int_{\Omega} \frac{1}{2}\left(\left|\nabla U_{j}\right|^{2}+U_{j}^{2}\right)+\frac{1}{2} \sum_{i \neq j}^{m} \int_{\Omega}\left(\nabla U_{i} \nabla U_{j}+U_{i} U_{j}\right) \\
& \quad-\varepsilon^{2} \int_{\Omega} \exp \left(\sum_{j=1}^{m} U_{j}\right) \\
= & I_{A}+I_{B}+I_{C}
\end{aligned}
$$

Let us analyse the behaviour of $I_{A}$. Note that $U_{j}$ satisfies

$$
\Delta U_{j}-U_{j}+\epsilon^{2} \mathrm{e}^{u_{j}}=0 \text { in } \Omega, \quad \frac{\partial U_{j}}{\partial v}=0 \text { on } \partial \Omega
$$

which gives

$$
\begin{equation*}
\int_{\Omega}\left(\left|\nabla U_{j}\right|^{2}+U_{j}^{2}\right)=\varepsilon^{2} \int_{\Omega} \mathrm{e}^{u_{j}}\left(u_{j}+H_{j}^{\varepsilon}\right) . \tag{76}
\end{equation*}
$$

Let us find the asymptotic behaviour of the expression:

$$
\begin{aligned}
\int_{\Omega}\left(\left|\nabla U_{j}\right|^{2}+U_{j}^{2}\right)=\varepsilon^{2} \int_{\Omega} \frac{8 \mu_{j}^{2}}{\left(\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}\right)^{2}}\left(\log \frac{8 \mu_{j}^{2}}{\left(\varepsilon^{2} \mu_{j}^{2}+\left|x-\xi_{j}\right|^{2}\right)^{2}}\right. \\
\left.+c_{j} H\left(x, \xi_{j}\right)+O\left(\varepsilon^{\alpha}\right)\right)
\end{aligned}
$$

Changing variables $\varepsilon \mu_{j} y=x-\xi_{j}$

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla U_{j}\right|^{2}+U_{j}^{2}=\int_{\Omega_{\varepsilon \mu_{j}}} \frac{8}{\left(1+|y|^{2}\right)^{2}}\left(\log \frac{1}{\left(1+|y|^{2}\right)^{2}}+c_{j} H\left(\xi_{j}+\varepsilon \mu_{j} y, \xi_{j}\right)\right. \\
&\left.-4 \log \left(\varepsilon \mu_{j}\right)\right)+O\left(\varepsilon^{\alpha}\right) .
\end{aligned}
$$

But
$\int_{\Omega_{\varepsilon \mu_{j}}} \frac{8}{\left(1+|y|^{2}\right)^{2}}=2 c_{j}+O(\varepsilon), \quad \int_{\Omega_{\varepsilon \mu_{j}}} \frac{8}{\left(1+|y|^{2}\right)^{2}} \log \frac{1}{\left(1+|y|^{2}\right)^{2}}=c_{j} \beta+O\left(\varepsilon^{\alpha}\right)$
and for $0<\alpha<1$
$\int_{\Omega_{\varepsilon \mu_{j}}} \frac{8}{\left(1+|y|^{2}\right)^{2}}\left(H\left(\varepsilon \mu_{j} y, \xi_{j}\right)-H\left(\xi_{j}, \xi_{j}\right)\right)=\int_{\Omega_{\varepsilon \mu_{j}}} \frac{1}{\left(1+|y|^{2}\right)^{2}} O\left(\varepsilon^{\alpha}|y|^{\alpha}\right)=O\left(\varepsilon^{\alpha}\right)$.
Therefore

$$
\begin{equation*}
\int_{\Omega}\left|\nabla U_{j}\right|^{2}+U_{j}^{2}=2 c_{j} \beta+c_{j}^{2} H\left(\xi_{j}, \xi_{j}\right)-4 c_{j} \log \left(\varepsilon \mu_{j}\right)+O\left(\varepsilon^{\alpha}\right) \tag{77}
\end{equation*}
$$

Thus

$$
\begin{equation*}
I_{A}=\sum_{j} c_{j} \beta-2 \sum_{j=1}^{m} c_{j} \log \left(\varepsilon \mu_{j}\right)+\sum_{j=1}^{m} \frac{1}{2} c_{j}^{2} H\left(\xi_{j}, \xi_{j}\right)+O\left(\varepsilon^{\alpha}\right) . \tag{78}
\end{equation*}
$$

We now consider

$$
\begin{aligned}
I_{B} & =\frac{1}{2} \sum_{i \neq j}^{m} \int_{\Omega}\left(\nabla U_{i} \nabla U_{j}+U_{i} U_{j}\right) \\
& =\frac{\varepsilon^{2}}{2} \sum_{i \neq j} \int_{\Omega} \mathrm{e}^{u_{i}}\left(u_{j}+H_{j}\right)
\end{aligned}
$$

A similar argument as for $I_{A}$ shows that

$$
\begin{equation*}
I_{B}=\frac{1}{2} \sum_{i \neq j}^{m} c_{i} c_{j} G\left(\xi_{i}, \xi_{j}\right)+O\left(\varepsilon^{\alpha}\right) \tag{79}
\end{equation*}
$$

Regarding the expression $I_{C}$ we have

$$
I_{C}=-\varepsilon^{2} \int_{\Omega} \mathrm{e}^{\sum_{k=1}^{m} U_{k}}=-\varepsilon^{2} \sum_{j=1}^{m} \int_{\Omega \cap B_{\delta}\left(\xi_{j}\right)} \mathrm{e}^{\sum_{k=1}^{m}\left(u_{k}+H_{k}^{\varepsilon}\right)}+O\left(\varepsilon^{2}\right)
$$

Using the definition of $u_{j}$ and (12) for each term we have

$$
\varepsilon^{2} \int_{\Omega \cap B_{\delta}\left(\xi_{j}\right)} \mathrm{e}^{\sum_{k=1}^{m}\left(u_{k}+H_{k}^{\varepsilon}\right)}=\varepsilon^{2} \int_{\partial \Omega \cap B_{\delta}\left(\xi_{j}\right)} \mathrm{e}^{u_{j}} \mathrm{e}^{c_{j} H\left(x, \xi_{j}\right)-\log \left(8 \mu_{j}^{2}\right)+O\left(\varepsilon^{\alpha}\right)} E_{j}(x),
$$

where

$$
E_{j}(x)=\exp \left(\sum_{i \neq j} \log \frac{1}{\left(\varepsilon^{2} \mu_{i}^{2}+\left|x-\xi_{i}\right|^{2}\right)^{2}}+c_{i} H\left(x, \xi_{i}\right)+O\left(\varepsilon^{\alpha}\right)\right) .
$$

Changing variables $\varepsilon \mu_{j} y=x-\xi_{j}$ we have

$$
\mathrm{e}^{c_{j} H\left(\xi_{j}+\varepsilon \mu_{j} y, \xi_{j}\right)-\log \left(8 \mu_{j}^{2}\right)+O\left(\varepsilon^{\alpha}\right)}=\mathrm{e}^{c_{j} H\left(\xi_{j}, \xi_{j}\right)-\log \left(8 \mu_{j}^{2}\right)}+O\left(\varepsilon^{\alpha}|y|^{\alpha}\right)
$$

and

$$
E_{j}\left(\xi_{j}+\varepsilon \mu_{j} y, \xi_{j}\right)=\exp \left(\sum_{i, i \neq j} c_{i} G\left(\xi_{j} \cdot \xi_{i}\right)\right)+O\left(\varepsilon^{\alpha}|y|^{\alpha}\right)
$$

Therefore, by the definition of $\mu_{j}$ in (19)

$$
\varepsilon^{2} \int_{\Omega \cap B_{\delta}\left(\xi_{j}\right)} \mathrm{e}^{\sum_{k=1}^{m}\left(u_{k}+H_{k}^{\varepsilon}\right)}=\varepsilon^{2} \int_{\Omega \cap B_{\delta}\left(\xi_{j}\right)} \mathrm{e}^{u_{j}+O\left(\varepsilon^{\alpha}\right)}=c_{j}+O\left(\varepsilon^{\alpha}\right)
$$

Thus

$$
\begin{equation*}
I_{C}=-\sum_{j} c_{j}+O\left(\varepsilon^{\alpha}\right) \tag{80}
\end{equation*}
$$

Thanks to (78)-(80) we have

$$
\begin{aligned}
& J_{\varepsilon}(U)=\sum_{j=1}^{m} c_{j}(\beta-1+\log 8)+2 \sum_{j=1}^{m} c_{j} \log \frac{1}{\varepsilon} \\
&+\sum_{j=1}^{m} c_{j}\left[-\log \left(8 \mu_{j}^{2}\right)+\frac{1}{2} c_{j} H\left(\xi_{j}, \xi_{j}\right)+\frac{1}{2} \sum_{i \neq j} c_{i} c_{j} G\left(\xi_{i}, \xi_{j}\right)\right]+O\left(\varepsilon^{\alpha}\right)
\end{aligned}
$$

Employing (19) again we have

$$
\begin{aligned}
J_{\varepsilon}(U)=\sum_{j=1}^{m} c_{j} & (\beta-1+\log 8)+2 \sum_{j=1}^{m} c_{j} \log \frac{1}{\varepsilon} \\
& -\frac{1}{2} \sum_{j=1}^{m} c_{j}\left[\sum_{j=1}^{m} c_{j} H\left(\xi_{j}, \xi_{j}\right)+\sum_{i, i \neq j} c_{i} G\left(\xi_{i}, \xi_{j}\right)\right]+O\left(\varepsilon^{\alpha}\right) .
\end{aligned}
$$

## 7. Proof of theorem 1.2

Let

$$
\begin{equation*}
\varphi_{m}(\xi)=\sum_{j=1}^{m} c_{j}\left[c_{j} H\left(\xi_{j}, \xi_{j}\right)+\sum_{i, i \neq j} c_{i} G\left(\xi_{i}, \xi_{j}\right)\right] \tag{81}
\end{equation*}
$$

We have the following lemma.
Lemma 7.1. We have

$$
\begin{equation*}
\min _{\xi \in \partial \mathcal{M}_{\delta}} \varphi_{m}(\xi) \rightarrow+\infty \text { as } \delta \rightarrow 0 \tag{82}
\end{equation*}
$$

Proof. Let $\xi=\left(\xi_{1}, \ldots, \xi_{m}\right) \in \partial \mathcal{M}_{\delta}$. There are two possibilities: either there exists $j_{0} \leqslant k$ such that $\mathrm{d}\left(\xi_{j_{0}}, \partial \Omega\right)=\delta$ or there exists $i_{0} \neq j_{0},\left|\xi_{i_{0}}-\xi_{j_{0}}\right|=\delta$.

In the first case, we claim that for all $\xi \in \Omega$

$$
\begin{equation*}
H(\xi, \xi) \geqslant C \log \frac{1}{C d(\xi, \partial \Omega)} \tag{83}
\end{equation*}
$$

In fact, if $\xi$ is close to the boundary, let $\xi_{0}$ be the nearest point of $\partial \Omega$ to $\xi$. It is easily checked that

$$
\begin{equation*}
H(x, \xi)=\frac{1}{2 \pi} \log \frac{1}{\left|x-\xi^{*}\right|}+O(1) \quad \text { as } \mathrm{d}(\xi, \partial \Omega) \rightarrow 0 \tag{84}
\end{equation*}
$$

uniformly in $\Omega$, where $\xi^{*}$ is the reflection of $\xi$ across the boundary, that is, the symmetric point to $\xi$ with respect to $\xi_{0}$.

Using the fact that $G(x, y)>0$, (83) follows from (84)
In the second case, we may assume that there exists a fixed constant $C$ such that $\mathrm{d}\left(\xi_{i}, \partial \Omega\right) \geqslant C, i=1, \ldots, k$, as otherwise it follows into the first case. But then it is easy to see that

$$
\begin{equation*}
G\left(\xi_{i}, \xi_{j}\right) \geqslant C \log \frac{1}{\left|\xi_{i}-\xi_{j}\right|} \tag{85}
\end{equation*}
$$

From (83) and (85), the proof of this lemma is complete.
Proof of theorem 1.2. For $\delta>0$ sufficiently small, we define a configuration space as
$\mathcal{M}_{\delta}:=\left\{\xi=\left(\xi_{1}, \ldots, \xi_{m}\right) \in(\Omega)^{k} \times(\partial \Omega)^{L}\left|\min _{i=1, \ldots, k} \mathrm{~d}\left(\xi_{i}, \partial \Omega\right) \geqslant \delta, \min _{i \neq j}\right| \xi_{i}-\xi_{j} \mid \geqslant \delta\right\}$.
According to lemma 6.2 , the function $U(\xi)+\tilde{\phi}(\xi)$, where $U$ and $\tilde{\phi}$ are defined by (10) and (74), respectively, is a solution of problem (3) if we adjust $\xi$ so that it is a critical point of $F_{\varepsilon}(\xi)=J_{\varepsilon}(U(\xi)+\tilde{\phi}(\xi))$ defined by (72). This is obviously equivalent to finding a critical point of

$$
\tilde{F}_{\varepsilon}(\xi)=-2\left(F_{\varepsilon}(\xi)-(8 \pi k+4 \pi l)(\beta-1+\log 8)-2(8 \pi k+4 \pi l) \log \frac{1}{\varepsilon}\right)
$$

On the other hand, from lemmas 5.2 and 6.1, we have that for $\xi \in \mathcal{M}_{\delta}$

$$
\begin{equation*}
\tilde{F}_{\varepsilon}(\xi)=\varphi_{m}(\xi)+\varepsilon^{\alpha} \Theta_{\varepsilon}(\xi) \tag{87}
\end{equation*}
$$

where $\varphi_{m}$ is given by (81) and $\Theta_{\varepsilon}$ and $\nabla_{\xi} \Theta_{\varepsilon}$ are uniformly bounded in the considered region as $\varepsilon \rightarrow 0$.

From the above lemma, the function $\varphi_{m}$ is $C^{1}$, bounded from below in $\mathcal{M}_{\delta}$ and such that

$$
\varphi_{m}\left(\xi_{1}, \ldots, \xi_{m}\right) \rightarrow+\infty \text { as } \delta \rightarrow 0
$$

Hence, for $\delta$ which is arbitrarily small, $\varphi_{m}$ has an absolute minimum $M$ in $\mathcal{M}_{\delta}$. This implies that $\tilde{F}_{\varepsilon}(\xi)$ also has an absolute minimum $\left(\xi_{1}^{\varepsilon}, \ldots, \xi_{m}^{\varepsilon}\right) \in \mathcal{M}_{\delta}$ such that

$$
\varphi_{m}\left(\xi_{1}^{\varepsilon}, \ldots, \xi_{m}^{\varepsilon}\right) \rightarrow \min _{\xi \in \mathcal{M}_{\delta}} \varphi_{m}(\xi) \text { as } \varepsilon \rightarrow 0
$$

Hence lemma 5.1 guarantees the existence of a solution $u_{\varepsilon}$ for (4). Furthermore, from ansatz (10), we get that, as $\varepsilon \rightarrow 0, u_{\varepsilon}$ remains uniformly bounded on $\Omega \backslash \cup_{j=1}^{m} B_{\delta}\left(\xi_{i}^{\varepsilon}\right)$ and

$$
\sup _{D, \varepsilon_{\varepsilon}} u_{\varepsilon} \rightarrow+\infty
$$

$B_{\delta}\left(\xi_{i}^{\varepsilon}\right)$
for any $\delta>0$.

Remark 7.2. Using Ljusternik-Schnirelmann theory, one can get a second, distinct solution satisfying theorem 1.2. The proof is similar to [12].

Remark 7.3. As mentioned in the introduction, one can get a stronger result than theorem 1.2 under the assumption that the function $\varphi_{m}$ has, in addition to the ones described in the proof of theorem 1.2, some other critical points in $\hat{\Omega}_{m}$ with the property of being topologically non-trivial, for instance (possibly degenerate) local minima or maxima or saddle points.

Let us define what we mean by topologically non-trivial critical point for $\varphi_{m}$. Let $\Sigma$ be an open set compactly contained in $\mathcal{M}_{\delta}$ with smooth boundary. We recall that $\varphi_{m} \operatorname{links}$ in $\Sigma$ at critical level $\mathcal{C}$ relative to $B$ and $B_{0}$ if $B$ and $B_{0}$ are closed subsets of $\bar{\Sigma}$ with $B$ connected and $B_{0} \subset B$ such that the following conditions hold: let us set $\Gamma$ to be the class of all maps $\Phi \in C(B, \Sigma)$ with the property that there exists a function $\Psi \in C([0,1] \times B, \Sigma)$ such that

$$
\Psi(0, \cdot)=\operatorname{Id}_{B}, \quad \Psi(1, \cdot)=\Phi,\left.\quad \Psi(t, \cdot)\right|_{B_{0}}=\operatorname{Id}_{B_{0}} \quad \text { for all } t \in[0,1] .
$$

We assume

$$
\begin{equation*}
\sup _{y \in B_{0}} \varphi_{m}(y)<\mathcal{C} \equiv \inf _{\Phi \in \Gamma} \sup _{y \in B} \varphi_{m}(\Phi(y)), \tag{88}
\end{equation*}
$$

and for all $y \in \partial \Sigma$ such that $\varphi_{m}(y)=\mathcal{C}$, there exists a vector, $\tau_{y}$, tangent to $\partial \Sigma$ at $y$ such that

$$
\begin{equation*}
\nabla \varphi_{m}(y) \cdot \tau_{y} \neq 0 \tag{89}
\end{equation*}
$$

Under these conditions a critical point $\bar{y} \in \Sigma$ of $\varphi_{m}$ with $\varphi_{m}(\bar{y})=\mathcal{C}$ exists. Not only this, any function $C^{1}$ close to $\varphi_{m}$ inherits such a critical point.
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