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Abstract

Let1 < p < N, and u be a nonnegative solution of —A,u = f(x, u) on RN \ B| where f behaves like |x|_luq near |x| = oo
and u = 0, for some constants ¢ > 0 and /[ € R. We obtain asymptotic decay estimates for u. In particular, our results complete
the ‘sublinear case’ ¢ < p — 1. A related analysis is carried out for systems like —Apu = f(x,v), —Apv = g(x, u), where
p = 2 corresponds to a Hamiltonian system. In this way we extend and improve some known results of Mitidieri and Pohozaeyv,
Bidaut-Véron and Pohozaev, and other authors. Our proofs use tools such as Harnack inequality, the Maximum Principle, Liouville
Theorems and blow-up arguments.
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1. Introduction

LetNeN, 1 <p<N,and f: B_lc x [0, 4+00) — [0, +00), measurable, locally bounded, and continuous in the
second variable. Let u be a solution of the following problem in an exterior domain:

ue Wl ®V\ By,

(P) —Apu = f(x,u), u zOonRN\B_l.

ey
We are interested in asymptotic estimates of the solutions near infinity. Such estimates are useful in the study of
variational problems associated with (1). They also become important in symmetry proofs of solutions. For instance,
the well-known Moving Plane Method and the method of continuous Steiner symmetrization require some information
on the decay at infinity (see, for instance, [8,12-14,24-26,5,6,20], and [2]).

Let us first take a look at the radial case, that is, we assume that # = u(|x|) in (1). If ¢ # p — 1, then the function

u(x) = |x|77, where (2

l—p
y =

=, 3
P 3)
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is a solution of —A,u = colx| " u? with

14

m=WW*;jTt;«N—Mp—D—MN—my

Notice that we have cg > 0if/ > p and ¢ < ¢, orif/ < p and g > ¢;, where ¢; is a critical exponent defined by

_(N=D(p-1
S — » .
For the radial case the literature is extensive. Here we mention the work [7], where further references can be found,
and the updated and unified approach to nonexistence of a positive solution for quasilinear radial inequalities in [4].
In particular it is known that if f = f(|x|,¢) and f(r,t) ~ r~'t7 near r = +o0 and t = 0, with either / > p and
0<gqg <gqorl < pandg; < g, then we have u(x) ~ |x|~7 near |x| = oo for every radial decaying solution of
(1), where y is given by (3). For more and detailed statements, see [7]. Several results for nonradial solutions of (1)
are known in the Laplacian case p = 2. For instance, see [12-14,24-26]. The situation for the case p # 2 is more
difficult, and some tools which have been successful for the case p = 2, such as the Kelvin transform, are no longer
available. Estimates can often been achieved by using blow-up arguments together with Liouville theorems (see for
instance [9,19]) or by integration techniques which use suitable test functions (see [17,18]). The last technique has
also been employed in an important paper of Bidaut-Véron and Pohozaev [1], together with some other tools such as
Harnack inequalities and the Strong Maximum Principle. The authors obtain nonexistence results for supersolutions
of Eq. (1) in a punctured ball, in an exterior domain, and in a half-space. They also analyze a multipower system
associated with a p-Laplace and an m-Laplace operator. In the case of existence, they obtain integral and pointwise
estimates of the solutions near the singularity and near infinity, respectively. Some of these results will be mentioned
below; see Theorem C, Section 2, and Theorems D—F in Section 3.

In this paper we obtain pointwise estimates near infinity for solutions of (1). The main result of Section 2 is
Theorem 2, which states that if 0 < f(x,1) < c|x|_l, where / > p, then the solution has a finite limit at infinity.
Its proof relies on a Harnack inequality for the solution and a Liouville theorem for p-harmonic functions, which is
due to Kichenassamy and Véron [11] (see Theorem B, Section 2). Using the Strong Maximum Principle, this leads
to the desired asymptotic estimates in Theorem 3. More general nonlinearities f, with 0 < f(x,?) < c|x|_l 19, are
studied in Section 3. First we consider the ‘sublinear’ case ¢ < p — 1, and we obtain pointwise estimates from above
in Theorem 4. The proof is based on a Harnack inequality and on Theorem 3, together with an iteration procedure.
More restrictions on the solutions and the nonlinearity f are required in the ‘superlinear’ case, ¢ > p — 1, since a
Harnack inequality is not available. In the Theorems 5 and 6, we present two situations where a given power decay
of u can be improved to the fastest possible decay. Assuming that the nonlinearity f and/or the solution satisfy
some limit properties, we obtain in Theorems 7-9 universal boundedness and asymptotic estimates of u. The proofs
are based on blow-up arguments, as they appeared in a recent paper Polacik, Quittner and Souplet [19]. Finally,
we apply our methods to a system for the p-Laplace operator in Section 4 where the second nonlinearity satisfies
0 <glx, 1) < c|x|’lt’. Theorem 10 represents an analogue of Theorem 4 for the sublinear case gr < (p — 1)2,
and its proof is based on the iteration technique of Section 3. For the superlinear case, there are some partial results
which are equivalent to the Liouville Theorem for systems; see [15]. In the general case, we assume the so-called
Lane—Emden conjecture [19], which establishes that if

1 1 N -2
+ >
p+1 gqg+1 N
with p, g > 1, then there are no nontrivial solutions of the Lame-Emden system —Au = v?, — Av = u? in R".

Using this conjecture, we obtain asymptotic estimates of the solution for a system in the Laplacian case p = 2, in
Theorems 11 and 12.

Notation. We will write 2€ = RN \ (2 for any domain 2 € RV.

q : “4)

2. First estimates

We first state some known results which will be used in the sequel. Theorem A below is a well-known Harnack
inequality for p-Laplacian equations (see for instance [23]).



Theorem A. Let (2 be a bounded domain, B : {2 x R — R a measurable function satisfying
B, o)l <ec1(1+1z1P7h) ¥(x,2) € 2 xR
and u a nonnegative weak WP -solution of
—Apu = B(x,u) in {2 o)

Furthermore, assume that Byg(xg) C {2 for some xo € 2 and R > 0. Then there is a constant C = C(R, c1) such
that

maxu§C<1+inf u)
Bg(x0) BR(x0)
The following Liouville-type result is due to Kichenassamy and Véron [11].

Theorem B. Let u € Wl’p(RN \ {0}) satisfy Apu = 0 and |u(x)| < alx|P=N/ =D 4 p on RN \ {0} for some

loc
positive constants a, b. Then there exist a, € R such that u(x) = a|x|?=N/@=D 4 g on RN \ {0}.

Now we show a simple auxiliary result.

Lemma 1. Letl > p, R > 1 and Wy be the solution of the following problem:
1. —_
Wgi € Wy'"(Bg \ B),
—Ap,Wry=I|x|"" in B\ B1.
There exists a constant C, independent of R, such that

Wgi(x) <C in Bg\ Bi.

Proof. Wy is radial. Writing v(|x|) :== Wg ;(x) we have that
_(|v/|p72v/rN71)/ — erlfl’ (] <7 < R),

and v(1) = v(R) = 0. This implies that there is a number p € (1, R) such that v(p) = max{v(r) : 1 <r < R},
v'(r) > 0forl <r < p,and v'(r) < Ofor p <r < R. Assume that N > [. Integrating on (o, R) gives us

R
U(,O) — / (N _ l)_l/(p_l)[tl_l _ pN—ltl—N]l/(p—l) dr
0

= (N — l)—l/(P—l)p(P—l)/(P—l)J(R/p)’

where J(z) := [{[s!™! — s!=N]1/P=D ds (z > 1). Since J is bounded, the assertion follows in this case.
If N < Ithen —A,Wr,; < |x|_k in Bg \B_l, where k = (N + p)/2. By the Maximum Principle, Wg ;(x) <
Wgk(x)in B \ Bi, and the assertion follows from the above estimate. [

Now we obtain estimates at infinity if f in (1) does not depend on u. These estimates will have great significance
for the analysis of nonlinear equations in Section 3. Notice that Theorems 2 and 3 below are well known and they
have been proved for the Laplacian case p = 2 by Li and Ni [12] using estimates of the Newtonian potential. Our
proof relies on a dilatation argument and on Theorems A and B.

Theorem 2. Let | > p, andlet 0 < u € WIL’CP(BIC) satisfy weakly 0 < —A,u < colx|! in Blc,for some constant
co > 0. Then limy|, oo u(x) exists.

Proof. From imbeddings and elliptic estimates we have that u € L°°(Bg \ B2) for every R > 2. For R > 8§, set
ur(x) :=u(Rx), (x € B(Cl/R)). Then0 < —Apug < coRP7 x|V in B(Cl/R). Hence Theorem A tells us that there is a
constant C1 > 0, independent of R, such that

supugr < Ci (1 —i—igfuR), for any ball B C B33 \ Bi. (6)
B



Assume that u is unbounded. There is a sequence {x,} with 8 < |x,| = R,,n = 1,2,...,lim,c R, = 00
such that lim,,_, oo u(x,) = +o0o. Set min{u(x) : |x| = R,} = ¢,, n = 1,2,.... In view of (6), we have that
lim;,_, 400 ¢, = +00. Let U, be the solution of the problem

—A,U, =0 inBg, \ By,

U,=0 ondBj, U,=c, ondBg n=12,....

By the Strong Maximum Principle, u > U, in Bg, \ Bj. On the other hand we have that
1 — |x|P=N)/ (=D
1— Rl(qp*N)/(pfl)

Up(x) = cp in Bg, \ By,

which implies that lim,,_, o, U, (x) = +00 on d B>, a contradiction. Hence u is bounded.

By Tolksdorf’s regularity result [22], this implies that u € C 1""(BZC ). Lete = (1,0, ...,0). Choose a sequence
{x,} with 8 < |x,| = R, — oo such that lim,_, o u(x,) = liminf|,|_, o u(x) =: ug. Define rotations p, about
0 such that x, = Rj,p,(e). Setting v, (x) = u(R,p,(x)) — u(x,), we have that v,(e) = 0, |v,(x)] < ¢ and
0 < —A,v,(x) < co(R)P'|x|7! on B(CI/RH). Let ¢ > 0, and choose ng(¢) € N such that R, > (1/¢) Vn > no(e).
Since [ > p, we have

1A, (x)] < coe ™ (R)P™! V|x| > & and Vn > ng(e).
Hence there is a constant k. such that Vi > ng
lonll 1y = K
It follows that there is a function v € Wl:)‘cp (RN \ {0}) such that for a subsequence,
Un, = vin WP (Biijey \ Be), and in C1*(B(1/e)\ Be) Ve > 0, ask — oo,
App=0 and |v] <conRY\ {0}, v(e)=0.
By Theorem B this implies that v = 0 on RY \ {0}. In particular we find that
klingo sup{u(x) : |x| = Ry} = uo. (7N
Now assume that there is a sequence {y,} with |y, | — oo and a number § > 0 such that
u(yn) > uo + 6. ®)

By (7) there exist sequences {R;}, {R,}, with Rf — oo, R, — oo, R, < |y, < R, and such that

no

u(x) < uo + (8/2) on 9By U dBg+. Defining w,(x) := u(R, x) we have that —A,w,(x) < co(R)P x|~
in B(R,',"/Rn_) \ By and w,, (x) < ug+ (8/2) on 9By U BB(R;/RH—). Now let W, be the solution of the following problem:
1, _
W, e W, p(B(R;I*'/Rn—) \ B1),
— AW, = co(R)Px|™ in Bgt ko) \ BI-
By the Maximum Principle, W,,(x) + ug + (6/2) > w,(x) in B(R:/R;) \ B, and in view of Lemma 1 we have that
Jim ([, ||L°°(B(Rn+/R;)\Bl) =0.

This means that w, (x) < ug+(35/4) in B( RI/RY) \B_l, if n is large enough, and we have a contradiction. The theorem
is proved. O

Using the Maximum Principle we obtain from Theorem 2 the following estimates.

Theorem 3. Let u be as given in Theorem 2. Then there exist numbers ug > 0 and c¢1 > 0 such that

cqlx|(PD/(p=1) ifle(p,N) —
u(x) = uol < erlx| PN/ PV (g |x /P if 1= N on By ®
e x| =W/ =) ifl>N



In particular, if | € (p, N), then (9) holds with

V=D
€] = max {Z(IP)/(pl)m; [ c ] p_} , (10)

N —1 l—p

where m = sup{|u(x) — uol| : |x| = 2}. (11D

Proof. Let ug = lim|y|— o0 #(x), and m be given by (11). We set, for |x| > 2,

. p—-1 p=L
(N =77 T [x| 7 it e (p, N)
1N L )
yi(x) = / tP-T(logt)r-1 dt ifl=N (12)
x|

1 [ 1N Nei-] .
(l—N)l—l’/ tr-T[1 —t ]p-Tdr ifl > N.
|

x|

Then
—~A,y =Ix|7" on BS. (13)

Let ¢ > 0, and choose M > 0 such that MP~! > ¢ and My;(x) > m on dB,. By (13) we have —A,(My, +¢&) =
—Ap(u — up) on BS, My;(x) + & > u(x) — ug on dB3, and also on Bg for some large enough R > 2. By the
Maximum Principle this implies that My;(x) + ¢ > u(x) — ug on BZC . Passing to the limit ¢ — 0, this shows

that My;(x) > u(x) — ug on BZC. A similar argument gives —My;(x) < u(x) — up on B2C. Hence we have that
My;(x) > |u(x) — ug| on BZC . From this the assertions (9) and (10) follow easily. O

For completeness we cite the following result of Bidaut-Véron and Pohozaev [1], which complements our
estimates.

Theorem C. Let f € L/ (Blc), and let u € W]’p(BIC) satisfy —Apu = f,u = 0, u # 0on Blc. Furthermore,

loc loc
assume that f(x) > c0|x|_l on BIC for some numbers co > 0 and | € R. Then the following hold:

(1) If co = O, then there exists a number c1 > 0 such that
u(x) > cp|x|P~M/=D onB_ZC. (14)

(i1) If co > O, then | > p and there is a constant ¢1 > 0 such that

ci|x|P=H/ =1 ifle(p.N)  __
ux) = {cr|x| PN/ P=D(og |x )/ PV i =N on BS. (15)
Cl|x|(P*N)/(P*1) ifl>N

3. Nonlinear equations

In this section we study Problem (P) for when f(x,t) ~ |x| 777 near |x| = oo and t = 0, for some constants
q > 0,and [ € R. Let us first recall some known results of Bidaut-Véron and Pohozaev [1].

Theorem D. Let u be a solution of (P) where f(x,t) > colxlfltq forevery (x,t) € BIC X [0, 400), for some l € R,
q > 0and co > 0. Then problem (P) has no nontrivial solution in each one of the following cases:

Op-l<g=q
(i)l <pandqg<p-—1,

where q; is defined by (4).



Theorem E. Let u be a solution of (P) where f(x,t) > colx|~'t? V(x,t) € BIC x [0, +00), for some numbers
q>p—11€R, cy > 0. Then there is a constant dy > 0 such that

/ u?dx < dyRN~9" VR >2, (16)
Byr\Br
where y is given by (3).

Theorem F. Let u be a solution of (P) where f(x,t) > colx|~'t? V(x,1) € B_IC x [0, +00), for some numbers
q€0,p—1),1€R, cg > 0. Then there is a constant dy > 0 such that

u(x) > dolx|”V on BZC, a7
where y is given by (3).

First we analyze the so-called ‘sublinear case’ ¢ < p — 1. The proof of the next result uses Theorem 3 together
with an iteration procedure.

Theorem 4. Let u be a solution of (P), andlet0 < f(x,t) < colx|*lt‘1 V(x,t) € Blc X [0, +00), for some constants
[ >p,g >0, andcy > 0, and let y and q; be given by (3) and (4), respectively. Then lim || o0 u(x) =: ug exists. If
ug > 0, then (9) holds. If ugp = 0,1 € (p, N), and q = q, then there exists for every ¢ € (0, (N — p)/2p —2)) a
number C, > 0 such that

u(x) < Celx|?~ =P/~ on BF. (18)
If g < qi, then there exists a constant c1 > 0 such that

u(x) <ci|x|™’ on BZC. (19)
Finally, if ug = 0 and if either ¢ > q; or |l > N, then there exists a constant ¢y > 0 such that

u(x) < colx| NP/ oy BE (20)

Proof. For R > 4, let ug(x) = u(Rx) (x € B ) Then 0 < —A,ur < coR?™'|x|™uf in B 5.

Theorem A, up satisfies (6). Proceeding as in the proof of Theorem 2, this implies that u(x) < M in B3C/2, for some

Hence by

M > 0,and u € Cl*"‘(B_ZC). Since f(x, u(x)) < coM9|x|~*, Theorem 2 shows us that limyy|— o0 u(x) =: ug exists,
and (9) follows from Theorem 3.
Now let up = 0 and g < g;. We define sequences {/,,} and {d,,} by

lp =1, do =M,

I —
bt =1 +q-—L 21)
p—1
1/(p=1)
d;! -1
dpi1 = max § 20n=P)/ (=D pp. co4n_ P , (22)
N -1, L, —p
n=0,1,.... This implies
n q k
n+1
[ — -1 Ip—1—
=_< q ) =P =D Ip ra. 23)
p—1 p—1—g¢q p—1—g¢q
that is, {/,} is a strictly increasing sequence with
Ip—1-—
lim 1, = 20— P9 _ 24)

n—00 p—l—q



Since f(x,u(x)) < coM|x|~!, by Theorem 3 u(x) < di|x|?~D/P=D Hence f(x,u(x)) < co(d1)4|x|~" in BS.
Applying once again Theorem 3 we find that u(x) < dp|x|?~/)/(=D Tterating this procedure we find that

U(x) < dypyy x| P/ P=D ang
FOeu(x)) < eo(dpr)d]x|™+1 on BS, n=0,1,.... o
)

From (25) we obtain (18) in the case g = ¢;.
Next assume that ¢ < ¢g;. Then [* < N. This implies that there are constants k1, k; > 0 such that

dps1 < max {kl; kz(dn)"/(p_l)} Con=01,... (26)

which implies that the sequence {d,} is bounded. Taking n — oo in (25), we obtain (19).

Finally, let u9 = 0 and ¢ > ¢;. Then it follows that [* > N. Hence, there is n9 € N \ {0} such that
In < N < Iy, Yn < ng. Continuing as before one obtains (25) for 0 < n < ng. Iterating once more time and
using Theorem 3 we obtain (20).

A similar argument leads to (20) in the case where ug =0and! > N. O

Now we analyze problem (P) for the ‘superlinear case’, ¢ > p — 1. In the proof of the next two results, Theorems 5
and 6, we employ once again the iteration procedure of the previous proof. This allows us to improve a given slow-
power decay of the solution.

Theorem 5. Let u be a solution of (P), and let f(x,t) < co|lx|7Pt? V(x,t) € B_IC x [0, +00), where ¢ > p — 1,
and co > 0. Assume furthermore that

liminf u(x)|x|" < 400, 27)
[x]—>00
for some positive constant m. Then (20) holds.

Proof. As in the proof of Theorem 4 we obtain that u is bounded and u € C'-* (B2C ).

By our assumption we have that f(x, u(x)) < C|x|7P~9".If p + gm > N then the assertion follows easily as in
the previous proof.

Next let p + gm < N. We define a sequence {/,,} by (21) with[ = p and [y = p 4+ gm. Then

lhb=p+———" n=01,.... (28)

This implies that {/,,} is strictly increasing with lim,_. [, = +o0c. Hence there is some ny € N\ {0} such that
l, < N <1y, Vn € N with n < ng. Similarly to in the proof of Theorem 4 we find that u(x) < c|x|?~)/(P=1 ijn
Bzc for 0 < n < ng — 1. In particular, f(x, u(x)) < clx| 7P~ Plng-0/ (=D 4y B2C. Since I,, > N, the assertion then
follows similarly to above. O

Theorem 6. Let u be a solution of (P), and let f(x,t) < colx|™t9 V(x,1) € B_lc X [0, +00), where g > q;, 1l < p

and cq > 0. Assume furthermore that u(x) < dolx|™ in Bzc for some constants dy > 0Oandm > (p—1)/(q —p+1).
Then (20) holds.

Proof. By hypotheses, f (x, u(x)) < c|x|~" where [ = [ 4+ mg > p. Defining a sequence {/,} by (21) with [y = [ we
find that

n q k qn+1
I,=(-p) <—> +p4+m—m, n=0,1,.... (29)
! ,; p—1 (p— 1"

By our assumptions this implies that {/,} is strictly increasing with lim,—. [, = +00. Hence, there is a number
ng € NU {0} such that[,; > N > [, > p Vn € N with n < ng. The assertion then follows as in the proof of
Theorem4. 0O



In the following we will use a technique which has been employed recently by Polacik, Quittner and Souplet [19] to
obtain decay and singularity estimates for solutions of p-Laplace equations in general domains. The idea is to combine
Liouville-type results and blow-up arguments where a central rdle is played by the ‘Doubling Lemma’ below, which
is due to Hu [10].

Theorem G (Doubling Lemma). Let (X, d) be a complete metric space, % #+ D C X C X, with X closed. Set
I' = X'\ D. Finally, let M : D — (0, 400) be bounded on compact subsets of D and fix arealk > 0. If y € D is
such that

My)dist(y, I') > 2k, (30)
then there exists x € D such that

M (x)dist(x, I') > 2k, M(x) > M(y), and 3D

M(z) <2M(x) Vze DN Bx(x,kM~1(x)). (32)

In the next results, we will use the Doubling Lemma with X = RN, D = Bzc ,and Y = Bzc. Notice that the
remaining results in this section have been already been proved in the special case [ = 0 in [19]. We emphasize that,
unlike the results in the sublinear case ¢ < p — 1 above, some limit properties of the nonlinearity f will be needed
(see the conditions (33) and (40) below).

First we will show a universal boundedness result (in the case / = 0, compare with Theorem 3.1 of [19]).

Theorem 7. Letl < p,p—1<r <p*—1, f: B_IC X [0, +00) — [0, 400), locally bounded and continuous in the
second variable, and such that

lim Ix|'t7" f(x, 1) = A € (0, +00). (33)

|x]—00, t—>+

Furthermore, let u € Li’OOC(BIC) satisfy

—Apu= f(x,u), u>0 in BIC,
Thenu € L*(BY).

Proof. Assume that u ¢ L°(BS). Set M (x) := u(x)" /x|, where m := (r — p + 1)/ p. We then find points y, € B
such that M(y,) > 2n/|ys|, n = 1,2,.... By Theorem G this implies that there are points x, € B2C such that
M (xn) = M(yn),

M(x,) > 2n/|x,| and M(x) <2M(x,)
for all points x € BS with [x — x| < n/M(x,),n=1,2,.... (34)

Notice that lim,,_, oo |x,| = +00, since u € L;’OOC(BIC). Setting

u(y(x,n))

y(x, n) = x4 TP, ua(x) = ————2,  and 35)
u(xy)
o) = f(y(x,_rlz), u(y(r.m) @6
x|~ (y (x, )"
we then find that

!
= A pitn () = hn(O[ua ()], up(x) > 0 for x| < nlx,|' "7, and
u, =1, n=1,2,....
Furthermore, the properties (34) imply that

1_baml 3
2= |xal T2



which means that there is a constant Cy > 0 such that
|, (x)] < Co, and (37)
up(x) < Co  Vax with |x| < njx,|"" P n=1,2,.... (38)

By using standard elliptic estimates and imbeddings we deduce that some subsequence of u, converges in Cllo’: (RM)
to a function v € Wib” RY) N CL¥RN), (a € (0, 1)), which satisfies 0 < v < Co, v(0) = 1,and 0 < —A v < C,
and for some constant C; > 0. By the Strong Maximum Principle, v > 0 on R". Using again (33)—(35) and (35), we
find that

lim h,(x) = A uniformly in Bg, YR > 0. (39)
n—o00
Consequently, v is a solution of —A,v = Av" on RY. But this contradicts the Liouville Theorem from Serrin and
Zou [21]. O
Theorem 8 below establishes the expected decay (19) for the superlinear case with the additional assumptions that
the solution is bounded and it has zero limit at infinity. In the special case I = 0, compare with Theorem 3.3 of [19].

Theorem 8. Letl < p,p—1<qg<p*—1, f: B_IC x [0, 400) — R, locally bounded, and such that

lim 0|x|lt_qf(x, 1) = u € (0, +00). (40)

[x]—o00, t

Furthermore, let u € L° (BC) satis
1

loc

—Apu = f(x,u), u>0 inBf,

and
Iim u(x) =0. “41)
|x|—00
Then (19) holds.

Proof. Assume that (19) does not hold. Let M (x) := (u(x)|x|")*/|x|, with k = (¢ — p + 1)/p and y given by (3).
Applying Theorem G as in the previous proof, we find a sequence {x,,} C Bzc with lim,,_ o |x,| = 00, such that (34)
holds. Setting

. X _u(z(x, n))
z(x,n) = x, + —M(xn)’ Uy (x) == —u(xn) , and
() o= LELDHEL ) (g ),

x| u(z(x, )
we then deduce that

—Apuy = knOul, up >0 in B,(0),u,(0)=1,n=1,2,....
Furthermore, the properties (34) and (41) imply that

1 lz(x, n)l

- <

27 |xal

which means that

< % in B, (0), (42)

lim k,(x) = @, uniformlyin Br(0), VR > 0, and
n— oo
up(x) <Cop inB,(0), n=1,2,...,

for some constant Cp > 0 independent of 7. By using standard elliptic estimates and imbedding theorems, we deduce

that some subsequence of {u,} converges in Cllo‘g RMtov e Wlf)’cp (RM N Cllo’f (RM) (a € (0, 1)), which satisfies

0 <v < Copv0 =1,and —A,v = puv? on RY. But this contradicts the Liouville Theorem from Serrin and
Zou [21]. O



The condition (41) can be omitted in the equation —A ,u = colx|lu? (compare with Theorem 3.3 of [19] in the
special case [ = 0).

Theorem 9. Let 1 < p < N,l<p,p—1<q<p*—1,¢9>0,andletu e Li’(fc(Blc) satisfy
—Apu = colx|7'ul, u=0 in BIC.
Then (19) holds.

Proof. Assume that (19) does not hold. Defining M (x), and z(x, n) as in the previous proof, we find that there is a
sequence x, — oo such that (34), (42) and
—I

T 0 <uy < Co. inBy©0).  and

B
u,(0)=1, n=1,2,...

—Apun = C0

hold, for some constant Cy > 0, independent of n. Since
z(x, n)
2|

we again obtain a contradiction to the Liouville Theorem of Serrin and Zou [21]. O

lim

n—oo

=1, uniformly in Br(0), VR > O,

4. Hamiltonian systems
In this section we study the following Hamiltonian system:

Lp pC
u,v € WlOC (By),

S {—-4pu=fx,v), —Apv=gx, u), 43)
u,v>0 on BIC.

We will assume that
f,g: B_IC x [0, +00) —> [0, +00)

are locally bounded and continuous in the second variable. We are interested in case when f(x,f) ~ |x|~/¢ and
g(x, 1) ~ |x|7"™t" near |x| = oo and r = 0.

Notice first that if (p — 1) # gr, then the pair u(x) = |x|™%, v(x) = |x|7# is a solution of (S) for
fx,v) =cilx|™ve, g(x, u) = calx|™u”, where

az(l—p)(p—l)Jr(m—p)q

44

(p—1%—gqr )
(—pr+m-—-p(p—1)

= 45

P (p—D*—qr @

c1 = alelPA(N — 1= (a+ D(p — D), (46)

2 =BIBIP AN —1—(B+D(p—1). 47)

Our first result concerns the ‘sublinear’ case gr < (p — 1)%. Again, this proof is based on the iteration procedure for
a single equation.

Theorem 10. Let u, v € L®(RYN) be solutions of (S) where
fn <alxl ™, g, < elx| T, (48)
for some constants c1,c2 > 0,1,m € R, g, r > 0 satisfying

qr < (p — 1)2. (49)



Furthermore, let a and B be numbers defined by (44), (45), and satisfying
a,f €O, (N—p)/lp—1). (50)

Then there are constants c3, c4 > 0 such that

u(x) <eslx|™, v(x) <calx|? on By (51)

Proof. From the assumptions (49) and (50) we have that/ < N, m < N, and w.l.o.g. we also may assume that/ > p.
Letu(x) < M,v(x) <M on B2C. We then define sequences {/,,}, {d, }, and {e,} by

1/(p=1) _
Iy =1, dy = max {2¢=P)/(P=Dpy. aM? Nk
' AN -1 I-p|’

(m—pyq+rqly,—p)/p-1)

iy =1+ (52)
p—1
e, = max {2<mp>/<p1>r(1np)/<p1)2 M:
( c2(d,)’ )W_l) . p—1 (53)
N—m—r(,—p)/(p—1 m—p+rila—p)/(p-1|’
1/(p—1) _
dy41 = max 2= U1 =)/ (p=1) py. (M) . p—l , (54)
N =l lny1—p
n=1,2,.... Hence
n k n
m—p qr m—p qr
l 1=p+<l—p+q—> ( > —q < ) (55)
" p—1 ,;0 (p—1)? p—1\(p—172
n=0,1,2,..., which means that {/,,} is a strictly increasing sequence with
/ — -1 -
n— 00 (p _ 1)2 —gqr

Our assumptions show that [* € (p, N). Now we apply Theorem 3 iteratively. Since v(x) < M on B, by
Theorem 3, u(x) < di|x|?=D/®=D in B Hence —A,v < calx|™u” < ea(dy)” |x|~"~"=P/P=D in B Since
m+r({ —p)/(p—1) € (p, N) we then have that

v(x) < el|x|*[m*PJrV(l*P)/(P*1)]/(P*1) on BZC'

This implies —A,u < c| Ix|~'v? < ¢1(ep)?|x|7"2, and then u(x) < da|x| 71 on B2C. Iterating this, we obtain

u(x) < dylx|P~W/P=Don B n=1,2,.... (57)

Now from (52)—(54) we see that there are positive constants k1, k> such that

dy1 < maxtky; ka(d)?/PVY), n=1,2,.... (58)

This implies that the sequence {d,} is bounded. Then passing to the limit in (57) gives the first inequality in (51).
Finally, from this we have —A,v < cp|x|7"u” < c2(c1)’ |x|7F"¢. In view of Theorem 3 this gives the second
inequality in (51). O

The technique of [19] is also applicable in the ‘superlinear case’ gr > (p — 1)? once Liouville-type results have
been established. For instance, one can obtain decay estimates in the Laplacian case p = 2 assuming that the so-called
Lane-Emden conjecture is true on B IC (see e.g. [19,3]). We must notice that for in RY, this conjecture was proved for
the radial case in Mitidieri [15], and some partial results were also obtained for the nonradial case in [16]. Now, we
formulate the conjecture for the system (S).



Lane-Emden Conjecture. Assume p =2, f(x,v) = v, g(x,u) =u", whereq > 0, r > 0, and
1 1 N-2
+ >
g+1 r+1 N

Then the problem (S) does not have any nontrivial solution.

(59)

Theorem 11 below has been proved for the special case / = m = 0 in Theorem 4.3 of [19].

Theorem 11. Assume that the Lane—Emden conjecture is true for (S). Let q, r, «, B, |, m be numbers satisfying g > 0,
r>0qgr>1(9),

2—-14+2—-m)q
_— <

O<a= N -2, and (60)
qr — 1
2-—1 2 —
0<p= EDri2=m o 61)
qr — 1
Furthermore, let u, v € Li’ooc(Blc) solve problem (S), where p = 2,
fx, 0
=1 € (0, , 62
|x|—>og,lt—>0 |x|_lt‘1 € 0, +00) 62)
g(x, 1)
=: 0, , d 63
|x|—>00,t—0 |x|~™t" # € (0,+00) an ©3)
lim u(x) = lim v(x)=0. (64)
|x]—o00 [x]—00
Then (51) holds.
Proof. Set
1 gr—1 r—1
M(x) = = {[bt(x)lxl‘”]g"+2 + [v(X)IXIﬂ]g’“}, x € By (65)
X

Assume that the result of the theorem is not true. Using Theorem G we find a sequence {x,} C B2C such that (34)
holds. We set

Up(x) == |xn|a*(2q+2)/(qr*1)M(xn)*(ZquZ)/(qr*l)u(z(x, n)), (66)

U (x) = |xn|/3—(2r+2)/(qr—1)1‘4(xrl)—(2r-i-2)/(qr—1)U(Z(x7 n)), (67)
where z(x, n) == x, +x/M(x,),and |x| <n,n=0,1,.... Then

1, (0)@—D/Qa+2) |y yar—D/@r+2) _ | (68)
Furthermore, condition (34) implies that

Uy (x) 47~ D/QITD oy, ()@ =D/@r+D) < ¢ Vx with |x| < n, (69)

for some number C¢ > 0, independent of n. Finally, we have that

—Auy = hy(x)vl, (70

—Av, = kp(x)u;, where (71)

by < JEE W) )
1xnl T v(z(x, n))e

k() = SED UG D) < (73)

|Xn | =" u(z(x, n))"

Now, (42) together with the assumptions (62) and (63) implies that
lim h,(x) =A, lim k,(x) =, uniformlyin Bg(0) VR > 0. (74)
n—oo n—oo



Hence we find subsequences of {u,} and {v,} which converge for every R > 0 in C Le(Br) (@ € (0, 1)) to some
functions U and V respectively, satisfying

U,V e WHRY),
—AU =AVY, — AV =pU", U>0, V>0, and

U(x)(qr—l)/(2(1+2) + V(x)(qr—l)/(2r+2) <Cy onRV,
u(o)(qrfl)/(2q+2) + U(O)(qrfl)/(2r+2) - 1.

But this contradicts to the Lane—Emden Conjecture for (S). O

The limit condition (64) can be omitted in the case of the system —Au = ¢ |x|~'v?, —Av = c5|x|™™u’”. The proof
of this result follows the lines of the proof of Theorems 9 and 11 and is left to the reader.

Theorem 12. Assume the Lane—Emden Conjecture for (S). Assume, furthermore, that u, v are as in Theorem 11,
except that the condition (64) is replaced by

f,v =calxl™v?,  gx,u) = calx| ™", (75)

for some positive numbers c1, c3. Then (51) holds.
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