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Abstract This article presents a variant of the spectral
turning bands method that allows fast and accurate
simulation of intrinsic random fields with power, spline,
or logarithmic generalized covariances. The method is
applicable in any workspace dimension and is not restricted
in the number and configuration of the locations where the
random field is simulated; in particular, it does not require
these locations to be regularly spaced. On the basis of the
central limit and Berry—Esséen theorems, an upper bound is
derived for the Kolmogorov distance between the distribu-
tions of generalized increments of the simulated random
fields and the normal distribution.

Keywords Turning bands method - Spectral simulation -
Fractional Brownian sheet - de Wijs process -
Generalized increment

1 Introduction

The simulation of random fields is currently used in the
geosciences for spatial prediction and uncertainty assess-
ment; see [8] and references therein. The first random field
models considered were stationary and Gaussian, i.e., all
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their finite-dimensional distributions are multinormal and
invariant under spatial translation [13, 19, 32, 37]. Application
domains include mineral resources evaluation [28], hydro-
geology [16], and soil sciences [7], among others. The
stationary Gaussian random field model is congenial,
insofar as its statistical properties are fully characterized by
its mean (constant in space) and its covariance function or,
equivalently, its semi-variogram. In practice, the latter is
modeled from a sample semi-variogram calculated from the
available data. In some circumstances, however, this sample
semi-variogram does not have a sill or the data values
exhibit a spatial trend (non-constant mean), which makes the
stationarity assumption questionable [8].

To overcome this problem, intrinsic random fields of
order 0, i.e., random fields with stationary increments, can
be considered. A typical example is the fractional Brownian
sheet (fractional Brownian motion in 1D), for which the
semi-variogram is a power function of the lag distance. In
this respect, many simulation algorithms have been pro-
posed in the past decades, based on midpoint displacement
approaches [25, 52], continuous and discrete spectral
representations [8, 42, 48, 49], wavelet representations [24,
44, 54], dilution of Poisson germs, Poisson hyperplanes and
moving averages [8, 35], summation of fractional white
noise [53], or simulation of locally equivalent stationary
random fields [8, 22, 26]. However, except for simulating a
Brownian motion (Wiener—Lévy process), most of these
algorithms are approximate or are restricted in the workspace
dimension, in the number of locations targeted for simula-
tion, or in their spatial configuration (Table 1).

Fractional Brownian sheets belong to a general family of
random fields for which the generalized increments
(discrete derivatives from order k+1 onward, with keN)
are stationary. These fields are known as integrated
processes in time series analysis [3] or intrinsic random
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Table 1 Properties of current algorithms for simulating fractional Brownian sheets with Hurst coefficient H in RY

Simulation algorithm Workspace Accurate reproduction of Normally distributed Restrictions
dimension semi-variogram? increments?
Midpoint displacement 1 No* Yes
Wavelet representations 1 No No
Dilution of Poisson germs 1 No* No
Poisson hyperplanes d No?* No
Continuous spectral representations with d No No
truncation of low frequencies
Discrete spectral representations d Yes Yes Regularly spaced
locations
Moving average 1 No* Yes Idem
Summation of fractional white noise 1 Yes Yes Idem
Circulant-embedding approaches d Yes Yes Idem
Choleski decomposition of covariance matrix d Yes Yes <5,000 locations
Mixture of locally equivalent random fields 1 Yes No H<0.5

with triangular covariances

?These algorithms are accurate when H=0.5 and d=1, a case that corresponds to the classical Brownian motion (Wiener-Lévy process).

fields of order k in spatial statistics [39]. Their correlation
structure is characterized by a generalized covariance
function that allows calculating the variance of any
generalized increment. As a particular case, for intrinsic
random fields of order 0, the generalized covariance is the
opposite of the semi-variogram plus an arbitrary constant.
An overview of the theory of intrinsic random fields can be
found in the paper by Matheron [39] and the textbook by
Chilés and Delfiner [8].

Intrinsic random fields of order k are suitable for
modeling regionalized variables with trends (drifts) that
can be represented as polynomial functions of the spatial
coordinates. Let us give a few examples of applications in
the geosciences:

— In geothermal reservoir modeling, temperature and
pressure tend to increase with depth, whereas porosity
and permeability tend to decrease. Accordingly, these
variables cannot be represented by stationary random
fields [9, 50].

— In petroleum reservoir modeling, intrinsic random
fields are useful for representing geometrical character-
istics (e.g., depth of the top of a dome-shaped structure
or anticline trap) or petrophysical properties such as
rock porosity [15, 20].

— In groundwater hydrology, the hydraulic gradient is
often responsible for a trend in the parameters that
characterize an aquifer system (hydraulic head, hydrau-
lic conductivity, transmissivity, total discharge, etc.).
The use of intrinsic random fields is all the more
satisfactory because these random fields provide the
solution of the partial differential equations linking the
hydrogeologic parameters [17, 21, 30, 31, 34].
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—  Other applications include the non-stationary modeling
of soil properties [4], mineral grades [11], pollutant
concentrations [10], or seafloor depth [5, 12].

This work deals with the simulation of d-dimensional
isotropic intrinsic random fields for which the generalized
covariance is either a power function of the lag distance,
i.e., a function C such that:

Vh e R, C(h) = (- 1) |n|” (1)

with aeRi and k€N such that 2k<a<2k+2, or a function
of the form:

vh € R, C(h) = (—1)"" |4 In(|h]) 2)

with keN. The case when k=1 and d=2 corresponds to the
well-known thin plate spline function. For this reason, the
function defined in Eq. 2 will be referred to as the spline
generalized covariance with index k. The case when £=0 is
also called logarithmic or “de Wijsian” generalized covari-
ance in the statistical and geostatistical literature [2, 8, 38].
To the best of the authors’ knowledge, only the power,
spline, and logarithmic generalized covariance models (as
well as their linear combinations) have been used in the
practice of intrinsic random fields of order .

The proposed simulation algorithm will be developed so
as to fulfill the following requirements:

1. No restriction on the workspace dimension (d).

2. No restriction on the number and spatial configuration
of the locations where the random field has to be
simulated.

3. Efficiency in terms of time complexity and memory
requirement.
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4. Accurate reproduction of the generalized covariance
(without approximation).
5. Distribution of generalized increments close to normal.

This algorithm is designed in accordance with the
principle of the turning bands method [8, 39]. It consists
in performing a set of independent one-dimensional
simulations and then combining them to produce one d-
dimensional simulation. This approach only requires the
one-dimensional simulations to possess a power or spline
generalized covariance model, as provided by the turning
bands operator. Accordingly, the problem of simulating
intrinsic random fields in a one-dimensional space is
examined first (Section 2); the extension to multi-dimensional
spaces using the turning bands method is then considered
(Section 3).

2 Simulating random fields with power and spline
generalized covariances in R

2.1 Intrinsic random fields with power semi-variograms

This subsection deals with the simulation of a one-
dimensional intrinsic random field Y, ;={Y, (x): xeR}
that has a power semi-variogram with exponent a€]0,2[:

1
Vx,x +h € R,Evar{Yaﬁl(x) —Yai(x+h)} = |A",

or, equivalently, a generalized covariance of the form
h — —|h|* for any real number 4. To solve the simulation
problem, let us consider a random field of the following
form:

Vx € R, Yy 1(x) = 041 (R) cos(2nRx + ¢) (3)

where ¢ is a uniform random variable on [0,27[ and R is an
independent positive random variable with probability
density function f;,. This expression can be viewed as an
extension of traditional spectral approaches to simulating
stationary random fields [36, 37, 46, 47], as explained in
Appendix. Functions 6, and f,, will be chosen so that ¥,,
has the required semi-variogram. For any real numbers x
and x', one has

Ya1(x) = Yu1 (&) = 2041 (R) sin[zR(x' — x)] sin[zR(x + x') + ¢)

(4)
As ¢ has a uniform distribution on [0,2z] and is indepen-

dent of R, the increment Y, ;(x)—Y, ;(x") has a zero mean
and a variance equal to

E{ [Yar (x) = Yay (x/)]z} = E{z 62, (R) sin’[zR(¥ — x)] }

This variance only depends on x'—x; hence, Y, has
second-order stationary increments. Its semi-variogram at
lag 4 is

71, (1) = E{62, (R) sin® (xR ) | (5)
- /0 “ggﬁl@)l—%@”’ﬂ 1(rdr

Compare this expression with the spectral representation of
the power semi-variogram with exponent o [8]:
1t
o 2r(se)
1/2
AT (g

+00 dr
/0 [1 — cos(27rh)] T

Vh e R, %=

To have yy, ,(h)=|h|" for every h, one must find 6, ; and
/o such that

1 2T(52) 1
_92 (V)J%(V) = _ﬂ1/2+a1—*2(7%) plta’

Vr e ]R+,2 1

(6)

As f,, is a probability density function on R, the following
constraint holds:

+oo dr
< 7
/0 921(”)’”1“’ OO @)

Suppose that there exist two real numbers, 8 and 9, such
that 93,1(r)2rB for small r and 603,1(r)2r‘S for large r. To
fulfill relation 7, one must have f+a+1<1 and d+a+1>1,
i.e., B<—a<d. A solution is to define 6, ; such that

Vre Ry, 02 (r) ocr @27 (1 4 7).

Because of Eq. 6, this amounts to putting

1

R, .f, S
Vr e +7f (}”) X (1 4 r)r"’/z

For this function to have a unit integral over R,, one
must take
sin(ra/2) 1

Vr € Ry folr) = == T (8)

One recognizes the probability density function of a beta
random variable R of the second kind with parameters
(1-a/2, a/2). Equivalently, R is the ratio of two independent
standard gamma random variables with shape parameters
1-a/2 and a/2, respectively, the simulation of which can
easily be achieved by acceptance—rejection algorithms [1,
18, 33]. Note that if « is close to 2, the outcomes of R are
likely to be very small: in such a case, the process
simulated in Eq. 3 is a low-frequency cosine function and
presents long-range memory (or persistence), as do frac-
tional Brownian motions with Hurst coefficients close to 1.
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If  is close to 0, the outcomes of R are likely to be very
large, so that the simulated process is a high-frequency
cosine function and presents anti-persistence.

According to Egs. 6 and 8, function 0, ; is defined by

Ur € R, O (r) = \/ N )

2.2 Intrinsic random fields with power generalized
covariances

In this study, we consider the general problem of simulating
an intrinsic random field in R with the generalized
covariance h — (—1)""|h|%, where « is a positive real
number and % is the integer part of /2. For <2, this boils
down to simulating an intrinsic random field with a power
semi-variogram of exponent ¢, which has been solved in
the previous subsection. In what follows, only the case o>2
is examined.

Let & be a positive integer, o a real number in |2k,2k+2[
and ¢ a uniform random variable on [0,2z[. Consider a
random field Y, ; such that

Vx € R, Yy 1(x) = 041 (R) cos(2zRx + ¢), (10)

for a random variable R independent of ¢ and a function
0,1 to determine. Its derivative of order £ is defined by

Vx e R, Y M (x) = 0,

Yy (R)(27R)" cos(2zRx+ ¢'),  (11)
where ¢’ = ¢ + kx/2(mod 27) is a uniform random vari-
able on [0,27[. Assume that Y, has the requested power
generalized covariance h — (—1)""'|4|%. Then, Y has
the generalized covariance [8]:

2k
vh e B (~0 L e,

dhzk
that is
Ta+1) a—2k
VhER h— ——2 T ek,
T Ta—2k+ )

Because the exponent of this power covariance (o—2k) is
less than 2, one can choose for Yékl) a random field
proportional to that introduced in Eq. 3:

Fetl) y o (12)

k
RN =\ r 2

Lol
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By identifying Eqs. 11 and 12, one finds that R is a beta
random variable with density f, »;, as defined in Eq. 8,
whereas 6, is such that:

Te+1)
T(a—2k+1)

O 2k,1 I")
(27rr)k

:\/4F(a+l)(1+r)

(27)%p a/2+k+1

Vr e Ry, lq1(r) =

2.2.1 Comments

1. Numerical problems may occur if the outcome of R is
close to 0, as 6, ,(r) behaves like 7~ (@/>*%+1)/2 for small
r values. A solution is to replace the cosine function in
Eq. 10 by its Lagrange remainder at order k by putting

k

Yo1(x) = 0q1(R) {cos (27Rx + ¢) — Z

p=0

n )
(13)

The generalized covariance of Y, is unchanged, as
an intrinsic random field of order & is defined up to a
polynomial of degree k: Two random fields that differ
from a polynomial of degree k or less are indistin-
guishable from the viewpoint of generalized incre-
ments of order k& [8].

2. The probability density function f;, ,; is undefined if
is an even integer, say =2k with keN", so that Eq. 10
cannot be used in this case. An intrinsic random field
with the power covariance & — (—1)*|2* and with
normal generalized increments can, however, be
obtained by putting

TRk+1) ,
D
(L +k)
I rk+1)

Vx € R, sz’l(x) =4
(14)
(20"

where A4 is a standard normal random variable. The
proof for Eq. 14 is similar to that made in Egs. 10 to 12
and consists in checking that the generalized covariance
of the kth derivative of Y, is

. d2k

h— Tk +1) = (=) 2 { (=D .
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2.3 Intrinsic random fields with spline generalized
covariances

Other options are possible to choose functions 6, and f,
that fulfill the condition given in Eq. 7, for instance,

/ _ 4”1_(1+Ta) (1+r)

Vr € Ry, Va €0,2], r(=%) ()"

(15)

As in the previous subsection, this result can be used for
simulating an intrinsic random field with the power
generalized covariance (1) in R. Let o be a positive real
number (not necessarily less than 2) different from an even
integer and k be the integer part of @/2. All calculations
done, one finds a random field of the following form:
VxR, Y, (x) =0,

' Ta,l

(R') cos(2zR x + ¢), (16)

where ¢ is a uniform random variable on [0,27z], R' is an
independent random variable with probability density
function f, and 0, is defined by:

9/0:71@) \/

An interesting feature of this approach is that the
probability density function of R’ defined in Eq. 15 does
no longer depend on the value of o: R’ is a beta random
variable of the second kind with parameters 1/2 and 1/2, i.e.
the ratio of two independent standard gamma random
variables with shape parameter 1/2. This will be useful for
generalizing the proposed method to the simulation of
random fields with spline generalized covariances.

Let us consider a family {¥,, ten t € € RY} of intrinsic
random fields of order k defined as in Eq. 16 with the same
pair of random variables (R',¢p). Define a new family of
random fields {Sc; : € € R’ } in the following fashion:

%Y;mmx» (17)

The generallzed covariance of Sy 1 (denoted by Cs,,,_ )
is that of Y,, 4 divided by e:

2= T(a+ M2 —k) (1+7)
2220 (q = 2k + 1) T (k — &) rat!/?

Ve € RY,Vx € R, 8o 1,1 (x) =

)R g 2Rt
Vh e R, CS2k+z.l (h) = %

As the generalized covariance of an intrinsic random
field of order £ is defined up to an even polynomial of
degree 2k [8], one can also write

Ik 2k
Vi € R, Cs,.., (1) = (-1 {M |

If  tends to zero, it is seen that {Cy,,._: eeR}} tends
to a spline generalized covariance with index &

Vh e R*v C52k+g.1 (h) ﬁcszm (h) - (71)k+1 ‘h‘Zk In (|h|)

Therefore, an intrinsic random field with the generalized
covariance (2) in R is obtained by putting:

Vx € R, Sor1 (%) = Enp (R") cos (2R x + ¢), (18)

with

Vr € Ry, &y (r )721_r>n

 TRE+1)(1+7r)
B (2”)2k—1 y2k+1/2

2.4 Random measures with logarithmic generalized
covariances

The previous statements from Eqs. 17 to 19 are valid for
k=0, which corresponds to the logarithmic generalized
covariance. Strictly speaking, this covariance is not associ-
ated with an intrinsic random field, rather with a random
measure, as it is unbounded and cannot be extended at 2=0.
However, the regularization of such a random measure onto
a non-point support corresponds to an intrinsic random field
[38]. For instance, the regularized random field over an
interval of length 2a is

Sox( / €01 (R') cos[2zR (x +u) + ¢] du

1+ R
= ﬁ sin(2ra R) cos(2zR’ x + @)
7a

3 Simulating random fields with isotropic power
and spline generalized covariances in RY: Turning
bands method

3.1 Intrinsic random fields with power generalized
covariances

Simulating an intrinsic random field with the isotropic
power generalized covariance (1) in R? (d>1) is done by
recourse to the turning bands method by putting [8, 39]

Vx € RY, Yy u(x) = ———
a,d

Yo1(<x,U >), (20)

where U is a random vector uniformly distributed on the
unit hypersphere of RY, <, > is the standard inner product
in R and Ay 4 1s defined by:

Is) I(5)

TR (5
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Let us consider the case when ¢ is a positive real number
different from an even integer and define k as the integer
part of /2. Formula 20 amounts to putting

Vx € R, Yy 4(x) = 04,4(R) cos(2zR < x,U > +¢), (21)

where ¢ is a uniform random variable on [0,27[, R is an
independent beta random variable with the density f, -
defined in Eq. 8, and 0,4 is given by

Vr e Ry, 0pq(r) =
_ATE+ D) T(E) (0 +7)
B r(i) 70 @/2+k+1

Again, to avoid numerical problems when the outcome of R
is very small, one can trade the cosine function in Eq. 21
for its Lagrange remainder at order k; see Eq. 13.

When « is an even integer (=2k with keN"), Eq. 20
becomes

Vx € Rd, sz’d(x) =4

(22)

where 4 is a standard normal random variable.

The turning bands method for simulating intrinsic
random fields with power generalized covariances has
already been proposed by several authors [20, 41, 43, 53].
However, these proposals use algorithms that perform the
simulation only at regularly spaced locations along the line
spanned by vector U. The simulated values must, therefore,
be migrated to the projection of the locations of interest in
R onto the line [37, 43]. Such a migration yields a bias in
the reproduction of the generalized covariance model and
causes difficulties in memory management if the discretiza-
tion mesh (band width) is small in comparison with the size
of the interval to be simulated on the line [22]. In the
present work, the line simulation process uses functions that
are defined continuously (Egs. 21 and 22) and can be
calculated at any set of locations, not necessarily at
regularly spaced locations. There is no need for discretiza-
tion and migration, so that the generalized covariance
model is reproduced accurately.

3.2 Intrinsic random fields with spline generalized
covariances

The results given in Section 2.3 can also be extended to

simulating by turning bands an intrinsic random field with
the isotropic spline generalized covariance (2) in RY. All

@ Springer

calculations done, one finds a random field of the following
form:
Vk € N, Saa(x) = 3 4(R') cos 7R < x,U > +¢), (23)

with R’ and ¢ defined as in Eq. 16 and

FE+k) Dk +1)(1+7)
2k=1 F(%) y2k41/2

2
Vr e R+»§2k,d(r) = \/

The case when k=0 corresponds to a random measure
with logarithmic (de Wijsian) generalized covariance. Let
wy(a) = F(T denote the volume of a ball of R? with
radius a. By regularizing the random measure over such a
ball, one obtains

So.a(x f, wa1(Va? —u?) & 4(R)n(u)du

= F(% +1) \/% Jaj2(2ma R')n(0)

where 7(u) = cos27R (< x,U > 4u) + ¢] and Jyp is
the Bessel function of the first kind with index d/2. The
second identity in Eq. 24 has been obtained by using the
Poisson integral representation [27].

(24)

3.3 Towards normal generalized increments

Up to now, the algorithm specified by Egs. 21 and 23
fulfills all the requirements stated in Section 1, except the
last one (the generalized increments are not normally
distributed). To overcome this situation, the usual practice
is to define a normalized sum of the form

(<x,U;>), (25)

Va € R, Yq \/_7212

or

(i)
VkGN,SZkidw X) = —F/— S5, <x U; > 26
N() \/ATMZ 2k,1 ) ( )
where {U;, i=1... N}, {01,1:1...N} and
{Sg{),17 i=1...N} are independent random vectors and

random fields defined as in Eqs. 20 or 23. Under these
conditions, the generalized covariance of Y, ;5 (respective-
ly, of S>4n) is the same as that of Y, (respectively, of
Soka1) [8]- Besides, because of the central limit theorem,
the generalized increments of Y, and Sy 4 tend to be
normally distributed as N becomes infinitely large.

As an illustration of the method, Figs. 1 and 2 present
grayscale representations of isotropic intrinsic random
fields on a square grid of R? obtained by using N=
50,000 basic random fields. The representations displayed
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Fig. 1 Realizations of two-
dimensional intrinsic random
fields with isotropic power
semi-variograms of exponent o.
These realizations have been
drawn on a regular grid with
200%200 nodes by using the
turning bands method with
N=50,000 independent random
fields defined as in Eq. 21. From
left to right and top to bottom,
a=0.2, 0.4, 0.6, 0.8, 1.0, 1.2,
1.4, 1.6, and 1.8

in Fig. 1 are realizations of random fields with power semi-
variograms that approximate the fractional Brownian sheet
in R%. The representations of Fig. 2 correspond to a random
measure with a logarithmic generalized covariance regular-

Fig. 2 Realizations of regularized random measures with isotropic
logarithmic (de Wijsian) generalized covariances. These realizations
have been drawn on a regular grid with 200x200 nodes by using the
turning bands method with N=50,000 independent random fields
defined as in Eq. 24, with a regularization radius equal to 0.1 (/eff) and
1 (right) times the grid spacing

ized onto balls with radius a equal to 0.1 and 1 times the
grid spacing, respectively.

One is also interested in knowing the rate of conver-
gence of the generalized increment finite-dimensional
distributions to normal distributions when N increases. As
an example, let us consider the simulation of an intrinsic
random field with a power semi-variogram (0<a<2) in R
(Section 2.1). The Berry—Esséen inequality [23] provides
an upper bound for the Kolmogorov distance between the
distribution of a standardized increment and the asymptot-
ical normal distribution:

sup
yeER

P{ Yoan(x+5h) — Ye1n(x)

V2(h[*

(e, h), (27)

<y}—G@)

K

< —
_\/N,Us

where G is the standard normal cumulative distribution
function, « is a constant less than 0.7655 [45], and us(a,h)

@ Springer



128

Comput Geosci (2008) 12:121-132

is the third order absolute moment of the standardized
increment of Y, ;:

3
Yor1(x+h) — Yu11(x)

V2I[h

By using Eq. 4, this moment can be expressed as:

.u3(a> h) =E

8 4

RIGRE —E{03, (R [sin(xR)[' }.

/1'3(a7h) =

From Cauchy—Schwarz inequality and Egs. 5, 8, and 9, it
comes

op 4@+ 1)
(2m)*

: +00
X \/—sm (na/2) / Adr sin* (zrh) dr.
0

E{ 6}, (R) Jsin (RA)* } < |1

T 730/242

The integral can be expressed by using the following
identity, valid for a€10,4[—{1,2,3}:

/+°° sin*(u)du  m2972(1 —2972)
0 u' T T(1+a) sin(Z)
Suppose that ¢ is different from 2/3 and 4/3. It ensues:

9/2-a/4
13 (0(, h)SZ—F((J—’_l)
3plta/4 |h|l¥/4

sin (%) {h

r(1+3)

27 (1 —2%e/2=1) | —23¢/2-2
(1+%) cos() " sin(g) [

(28)

The upper bound can be extended for @=2/3 and o=4/3
in the following fashion:

210/3 (s
)< )
211/3F(1)
13 (5, )< ST

(S]] )

s ( 4Th[In(2) + 1 )

72|h| + 3 In(2)

Figure 3 presents the results corresponding to four lag
distances: 2=1, 0.5, 0.1, and 0.05. It is seen that pus(c,h) is
always less than 2.3 for all these lags. Accordingly, by
using N=50,000 basic random fields, Eq. 27 ensures that
the Kolmogorov distance between the distribution of
standardized increments and the standard normal distribu-
tion will be less than 0.008.

Several comments are worth being made:

1. Inequalities 28 and 29 indicate that us(e,k) is likely to
be large when || tends to O or to infinity, thus, do not
provide any information about the rate of convergence
to normality. This suggests that the distributions of
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Upper bound for third order absolute moment p;(o,4)

0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
Exponent (o) of power semi-variogram

Fig. 3 Theoretical upper bounds for the third order absolute moment

us(a,h) for |hj=1, 0.5, 0.1, and 0.05. This moment refers to the

standardized increment of a one-dimensional intrinsic random field

Y11 with semi-variogram # — |h|”

short-scale and large-scale increments may depart from
normality much more than those of medium-scale
increments. Indeed, it is difficult to reproduce the
short-scale and large-scale behaviors of fractional
Brownian motions by summing cosine functions, as
these are infinitely differentiable and periodic (in
particular, a large number of low-frequency cosine
functions must be used before periodicities become
indiscernible at the scale of the domain on which
simulation is performed).

2. The Berry—Esséen inequality is conservative and may
be loose for the case of interest: convergence to
normality may be faster than that indicated in Eq. 27.

3. Convergence to normality may also be improved by
using in Eq. 25 a set of vectors {U;, i=1... N} regularly
or quasi-regularly distributed over the unit hypersphere
of RY, instead of independent uniform vectors. For
instance, vectors regularly distributed on the unit circle
of R? can be used for any value of N. In higher
dimensional spaces, the number of regularly distributed
vectors on the unit hypersphere is bounded (e.g., N<15
in R*. To overcome this restriction, one can use
equidistributed sequences with low discrepancy [32],
the distribution of which is more homogeneous over the
unit sphere than that of independent uniform vectors.

4. Regarding the simulation of intrinsic random fields

with spline generalized covariances, the third-order
absolute moments of the generalized increments of
Sok.a are not always finite. Accordingly, when using a
normalized sum of the form 26, the upper bound of the
Berry—Esséen inequality may not exist, and the rate of
convergence to normality remains unknown.
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Fig. 4 Realizations of intrinsic
random fields with isotropic
power generalized covariances
of exponent o. These
realizations have been drawn on
a regular grid of R® by using the
turning bands method with
varying values for N (only a
planar cross-section is
displayed)

5. Other criteria can be considered for assessing whether
the distributions of generalized increments are close to
normal or not. In [32, 33], it is proposed to compare the
fourth-order moments of increments with those of a
normal distribution, and it is shown that this criterion is
less severe than the Kolmogorov distance criterion.

6. Banding effect. From Eq. 25, it is seen that YO(,')1 does
not contribute to the variability of Y,,n in the
hyperplane orthogonal to vector U, which tends to
produce linelike patterns (“banding” or “stripping”
effect) when mapping the realizations of Y,,n [37,
51]. To attenuate these patterns, it is advisable to use
several hundreds or thousands of basic random fields
[8, 22, 51]. An example is given in Fig. 4, which maps
realizations of Y,y for several values of o and MN:
Banding is manifest with N=10 and still appears with
N=100 and &=0.5 or 1.5, but it becomes barely visible
with N=1,000 in all the cases. From several thousands
of basic random fields onward, banding is impercepti-

o=15N=10 a=25N=10

a=15N=100 a=25N=100

o= 15 N=1000 o=25,N=1000

ble (as seen in Figs. 1 and 2, which have been obtained
with N=50,000). Accordingly, choosing a large number
for N not only ensures that the generalized increments
are normally distributed but also eliminates the linelike
patterns in the simulated maps. The computational cost
is not really a problem because of the very simple
expression of the basic random fields (Egs. 21 to 23).

4 Concluding remarks

The algorithm presented in this work is an extension of the
so-called spectral turning bands method [32, 36, 37] for
simulating multi-dimensional intrinsic random fields in-
stead of stationary random fields. It is fast and accurate in
the sense that the target generalized covariance (power,
spline, or logarithmic model) is reproduced exactly,
irrespective of the number of basic random fields consid-
ered in the turning bands process.

@ Springer
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Because it uses functions defined continuously (cosine
functions), the proposed algorithm allows performing the
simulation at any set of locations in RY, which cannot be
done with the moving average, discrete spectral, and
circulant-embedding approaches. Let us give a few exam-
ples in which this feature is useful.

1. Domain shape. Suppose that the random field has to be
simulated on a bounded domain DcR?. Using algo-
rithms that only perform the simulation on regular grids
may not be convenient if D cannot be enclosed tightly
within a right parallelotope.

2. Conditioning to data. Suppose that the simulated
random field has to be conditioned to a set of data
scattered in space, a situation of interest in most
geosciences applications. In such a case, the condition-
ing process requires performing the simulation at the
(irregularly spaced) data locations [8, 20, 22].

3. Composition of random fields. Suppose that the
simulated random field is of the form

Vx € RY Z(x) = Y, [T (x)],

where Y, is defined as in Eq. 3 (with 0<a<2) and T'is

a zero-order intrinsic random field with semi-variogram

yr in RY Tt is easy to show that Z is a zero-order

intrinsic random field with a semi-variogram propor-

tional to y7% [40]. Simulating Z amounts to simulating
T first, then Y, at the locations in R defined by the
realization of 7, which have no reason to be regularly
spaced.

4. Regularization. Suppose that one is interested in

simulating a regularized random field
v € RY, Z(x) = / Voalx + h) p(h) dh,

where p(.) is a weighting function and Y,, is the
random field defined in Eq. 21. One example of
regularization has been seen in Eq. 24 for simulating
a random measure with logarithmic generalized covari-
ance, in which p(.) was the indicator of a ball in RY.
Other kinds of weighting functions could be consid-
ered, for instance, a d-variate normal density function
that is the product of d marginal normal densities with
mean 0 and standard deviation a. With the notations of
Eq. 21, it comes

(27Ra)?

Z(x) = 044(R) exp {— }cos (27R < x,U > +9¢).

The regularization is performed by using the expression
of Y, 4 as a cosine function, not by a weighted average
of the values obtained over a fine grid.

5. Differentiation. Suppose that one is interested in
simulating an intrinsic random field together with its

@ Springer

partial derivatives, a problem of interest in geothermy,
meteorology, and hydrogeology for characterizing heat,
air, or water flows [14, 17, 21, 31, 34]. As for the
regularization problem, the partial derivatives can be
calculated directly from the functional expression of the
intrinsic random field (Egs. 21 to 23), with no need for
a discretization over a regular grid.

Appendix

Consider a stationary random field Y defined in RY with
mean zero and unit variance. Let C be its covariance
function and y the associated spectral measure, such that
[23, 29]:

Vh e RY, C(h) = / éehy(dw). (30)

Rd
In particular, the integral of the spectral measure is the
variance (also called fotal power) of the random field:

() = /R (o) = 1.

Assuming that y has a probability density function f (a
situation that occurs when C is absolutely integrable in RY),
Eq. 30 becomes

Vh € R, C(h) = /

cos ((o, h)) f(w)do. (31)
Rd

A spectral turning bands approach to simulating Y
consists in putting [32, 46]

vx € RY, Y (x) = V2 cos((Q,x) + ¢), (32)

where ¢ is a random variable uniformly distributed on
[0,27[, whereas Q is an independent random vector in RY
with probability density function f.

Let us now suppose that Q has another probability
density function in RY say g, which is positive on the
support of f. To compensate for the substitution of f by g,
we shall replace Eq. 32 by the following expression:

Vx € R Y(x) = “2gf((QQ)) cos({Q,x) + ¢). (33)

For any x and x' in RY, the covariance between Y(x) and
Yx) is

cov{Y(x),Y(¥)} =2E {% cos((Q,x) + ¢) cos((Q,x') + (/J)}

= fRd'g(ﬁ; cos({m,x — X)) g(0)dw

:C(x_x,)v

the last equality being justified by Eq. 31. This implies that ¥
is second-order stationary with C as its covariance function. In



Comput Geosci (2008) 12:121-132

131

particular, suppose that f has a bounded support, say [—1,1],
and let us choose for g a uniform probability density function
on [—1,1]: This yields the spectral approaches proposed by
Shinozuka and Jan [47] and Mantoglou and Wilson [37] for
simulating stationary random fields.

As for intrinsic random fields, generalized covariances
have spectral representations similar to Eq. 30 [8, 39].
However, unlike ordinary covariances, the integral of the
spectral measure does not necessarily converge, as low
frequencies may have an infinite power. To solve the
simulation problem, Chilés [6] suggests defining a frequen-
cy threshold @ such that cosine functions with frequencies
less than w, can be considered as constant at the scale of
the domain where simulation is required. Hence, one can
use Eq. 32, where the distribution of Q is the spectral
measure of the intrinsic random field conditioned by
|Q2] > wo. Nonetheless, such a truncation of low frequen-
cies introduces a bias in the reproduction of the generalized
covariance. To avoid this drawback, the approach presented
in this work relies on random fields of the form of Eq. 33
rather than Eq. 32. It can be viewed as an importance
sampling technique that compensates for the under-sam-
pling of low frequencies in the simulation process.
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