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ABSTRACT

This article compares several page ordering strategies for
Web crawling under several metrics. The objective of these
strategies is to download the most “important” pages “early”
during the crawl. As the coverage of modern search engines
is small compared to the size of the Web, and it is impossi-
ble to index all of the Web for both theoretical and practical
reasons, it is relevant to index at least the most important
pages.

We use data from actual Web pages to build Web graphs
and execute a crawler simulator on those graphs. As the
Web is very dynamic, crawling simulation is the only way to
ensure that all the strategies considered are compared un-
der the same conditions. We propose several page ordering
strategies that are more efficient than breadth-first search
and strategies based on partial Pagerank calculations.

Categories and Subject Descriptors

H.3.4 [Information Storage and Retrieval]: Systems
and Software—performance evaluation; H.3.5 [Information
Storage and Retrieval]: Online Information Services—
web-based services

General Terms

Measurement, Performance, Experimentation

Keywords

Web crawler, Scheduling policy, Web page importance

1. INTRODUCTION

Web crawlers work by downloading millions or billions of
Web pages, recursively following links to create a repository
of pages. This repository of pages is indexed and used for
Web search, or it can be analyzed for Web characterization.

If a crawler is able to download completely a finite set of
pages, then any crawling order is good, because at the end
all the pages will be downloaded. This is not the case for
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real Web crawlers, which usually are not able to download
all of the Web, mainly due to the following reasons:

1. Network bandwidth and disk space of the Web
crawler are neither infinite nor free. The current size
of Google’s index is of more than 8 x 10° pages. If the
average page size is about 15 kB, then the crawling cost
could be around 4 million dollars for a full crawl [24] if we
only consider network costs. Given that not all pages are of
equal quality, there is a motivation for downloading just the
most important ones.

2. Pages change over time, and a Web crawler’s
copy of the Web becomes quickly obsolete. Crawling
the Web resembles, to some extent, watching the sky on a
clear night [8]. The stars we see never existed simultaneously
as we are seeing them, as the light takes different times
to reach our eyes. In the same way, pages are crawled at
different times, and the search engine’s collection is not a
snapshot of the Web. Some pages can disappear or change
by the time they are presented to a user as search results,
in the same way as some stars we see in the sky were gone
long ago.

In the case of stars we are limited by the speed of light
and the large distances, but in Web crawling we can re-crawl
Web pages if we are uncertain about their current status. So,
at some point we can no longer continue downloading only
new pages and we have to start downloading —or at least
verifying— some of the pages we have already seen. Also,
this is the only way to find new URLs.

3. The amount of information on the Web is finite,
but the number of pages is infinite.

If we define “Web page” as everything that has an URL,
then the number of Web pages is infinite [7], due to dynamic
pages, and then a crawling process never ends. What we do
is to limit the amount of dynamic pages downloaded from
any given server in an attempt to make the Web finite.

Our motivation is to develop a scheduling policy for down-
loading pages from the Web which guarantees that, even if
we do not download all of the known pages, we still download
the most “valuable” ones. As the number of pages grows,
it will be increasingly important to download the “better”
ones first, as it will be impossible to download them all.
This not only tries to minimize crawling time with respect



to some measure of page quality, but also reduces the real
cost of crawling.
The main contributions of this paper are the following:

e To the best of our knowledge, this is the most compre-
hensive comparison of crawling strategies published so
far.

e It proposes new strategies with better performance
than the well-known breadth-first and partial Pager-
ank ones.

e It proposes strategies which use historical information
to conduct the crawling process. By “historical” we
mean global Pagerank information calculated from the
previous crawling of the same Web.

The next section outlines previous work in the subject of
Web crawlers and Web crawling scheduling. Section 3 de-
scribes the importance metric and the crawling framework
we used in our experiments. Section 4 introduces the page
ordering strategies, which are then tested in Section 5. Fi-
nally, Section 6 presents our conclusions and directions for
future work.

2. PREVIOUSWORK

Web crawlers are a central part of search engines, and
details on their crawling algorithms are kept as business se-
crets. When algorithms are published, there is often an
important lack of details that prevents others from repro-
ducing the work. There are also concerns about “search en-
gine spamming”, which prevent major search engines from
publishing their ranking and crawling algorithms.

2.1 Web crawler architectures

Some descriptions of crawlers (in chronological order) in-
clude: RBSE [32], the WebCrawler [49], the World Wide
Web Worm [41], the crawler of the Internet Archive [15],
the personal search agent SPHINX [44], an early version of
the Google crawler [13], the CobWeb [26], Mercator, a mod-
ular crawler [38], Salticus [14], the WebFountain incremen-
tal crawler [31], the PolyBot parallel crawler [52], a crawler
module implemented in WebRACE [58], the decentralized
Ubicrawler [10], the crawler of the FAST search engine [51],
the WIRE crawler [6] which was used for this research and
the Dominos crawler [35].

In addition to the specific crawling architectures listed
above, there are general crawler architectures in the liter-
ature, including a parallel crawler architecture by Cho [21]
and a general crawler architecture described by Chakrabarti
[17]. Finally, some crawlers released under the GNU public
license include Larbin [4], WebBase [27] and HT://Dig [2].

Besides architectural issues, studies about Web crawling
have focused on parallelism [21, 52], discovery and control of
crawlers for Web site administrators [54, 53, 1, 40], access-
ing content behind forms (the “hidden” web) [50], detecting
mirrors [23], keeping the freshness of the search engine copy
high [30, 20, 25, 5], focused crawling [37, 18, 42, 28, 43] and
Web server cooperation [12, 48].

2.2 Web crawling ordering

Cho et al. [22] made the first study on policies for crawl-
ing scheduling. Their data set was a 180,000-pages crawl
from the stanford.edu domain, in which a crawling sim-
ulation was done with different strategies. The ordering

metrics tested were breadth-first, backlink-count and par-
tial Pagerank, which are explained later in this article. One
of the conclusions was that if the crawler wants to download
pages with high Pagerank early during the crawling process,
then the partial Pagerank strategy is the better, followed by
breadth-first and backlink-count. However, these results are
for just a single domain.

Najork and Wiener [45] performed an actual crawl on
328 million pages, using breadth-first ordering. They found
that a breadth-first crawl captures pages with high Pager-
ank early in the crawl, but they did not attempt to compare
it to other strategies.

Abiteboul et al. [3] designed a crawling strategy based on
an algorithm called OPIC (On-line Page Importance Com-
putation). In OPIC, each page is given an initial sum of
“cash” which is distributed equally among the pages it points
to. It is similar to a Pagerank computation, but it is faster
and is done just in one step. An OPIC-driven crawler down-
loads first the pages in the crawling frontier with higher
amounts of “cash”. Experiments were carried in a 100,000-
pages synthetic graph with a power-law distribution of in-
links. However, there was no comparison with other strate-
gies nor experiments in the real Web.

Boldi et al. [11] used simulation on subsets of the Web
of 40 million pages from the .it domain and 100 million
pages from the WebBase crawl, testing breadth-first against
random ordering and an omniscient strategy. The winning
strategy was breadth-first, although a random ordering also
performed surprisingly well. One problem is that the Web-
Base crawl is biased to the crawler used to gather the data.
They also showed that Pagerank calculations carried on par-
tial subgraphs of the Web give a bad approximation of the
actual Pagerank values.

This paper complements the results presented in [16] —
which include an evaluation of some crawling strategies on
the Chilean Web—- by comparing a wider range of strategies
in a larger dataset and by including time in the analysis,
proposing strategies which use historical information, as well
as the Kendall’s 7 metric in the evaluation.

3. METHODOLOGY

We downloaded subsets of the Web graph (complete coun-
try domains to avoid biasing the crawled data) using a Web
crawler, and then simulated different strategies. In this sec-
tion, we define the importance metric and the crawling ar-
chitecture.

3.1 Pageimportance metric. Pagerank

Our goal is to download “important” pages first. We use
the Pagerank score as a metric of importance of Web pages.
The Pagerank algorithm was introduced by Page et al. [47],
and has a recursive definition stating in simple terms that
“a page with high Pagerank is a page referenced by many
pages with high Pagerank”.

To calculate the Pagerank, each page on the Web is mod-
eled as a state in a system, and each hyperlink as a transi-
tion between two states. The Pagerank value of a page is
the probability of being in a given page when this system
reaches its stationary state. A good metaphor for under-
standing this is to think in terms of a “random surfer”, a
person who visits pages at random, and upon arrival to each
page, chooses an outgoing link uniformly at random from the
links in that page. The Pagerank of a page is the fraction



of time the random surfer spends at each page.

However, actual Web graphs include many pages with no
out-links, which act as “rank sinks” as they accumulate rank
but never distribute it to other pages. Also, we would not
like pages to accumulate ranking, by not passing all of their
score to other pages. For these reasons, most of the im-
plementations of Pagerank add “random jumps” from every
page to all pages in the collection, including itself.

In terms of the random surfer model, we can state that
when choosing the next step, the random surfer either
chooses a page at random from the collection with prob-
ability €, or chooses to follow a link from the current page
with probability 1 —e. This is the model used for calculat-
ing Pagerank in practice, and it is described by the following
equation:

Pagerank(p) = % +(1—¢) Z
z€T~(p)

Pagerank(x)
e

where N is the number of pages in the collection, and the
parameter ¢ is typically between 0.1 and 0.2 (we used 0.15),
based on empirical evidence. Pagerank is a global, static
measure of quality of a Web page, very efficient in terms of
computation time, as it only has to be calculated once at
indexing time and is later used repeatedly at query time.

Note that Pagerank can be maliciously manipulated and
in fact there are thousands or millions of Web pages created
specifically for the objective of deceiving the overall ranking
function [33]. Pagerank by itself cannot be used as the only
quality metric in real Web search, and some modifications to
the algorithm can be made to reduce the impact of collusion
[59]. Also, Pagerank might miss some high quality pages as
it is biased towards older pages [9]. However, Pagerank is a
good measure of page quality, better than just counting the
number of in-links, is used in global-scale search engines,
and in our case, and in general, it was impractical to get
human judgments (or reliable page traffic statistics) for a
significant fraction of the pages.

3.2 Crawling smulator

A valid download order for a Web crawler must obey some
restrictions. The most important self-imposed restriction for
Web crawlers is that they must not overload the Web sites
they visit [40].

Web crawlers operate with a high degree of parallelism,
opening hundreds or thousands of HT'TP connections simul-
taneously, so a Web crawler could potentially overload a
Web site with requests. To avoid overloading Web sites,
Web crawlers usually download at most one page from a
given Web site at a given time, and wait a certain period
of time between two accesses to the same site. The exact
waiting time w is usually a few seconds. Anecdotal evi-
dence from the crawlers of known search engines in access
log files shows varying access intervals, from 20 seconds to
3—4 minutes, and we use w = 15 seconds as a default in both
simulation and actual Web crawls.

To comply with these restrictions, it is customary to main-
tain a queue of Web sites, and for each Web site a queue of
pages to download. This is depicted in Figure 1.

The crawling simulator receives as an input a Web graph
representing links between pages; URLs pointing to non ex-
istent pages, or to pages with errors are not included in this
graph. We have observed that they are about 15% of the
links found. The crawling simulator uses this information to
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Figure 1: Operation of a crawler. There is a queue
for each Web site with at most one connection to
each active Web site (sites 2, 4, and 6). Some Web
sites are “idle”, because they have transfered pages
too recently (sites 1, 5, and 7) or because they have
exhausted all of their pages to download (3).

build a heap priority queue with nodes representing sites.

At each simulation step, the scheduler chooses the top-
most Web site from the queue of Web sites and sends this
site’s information to a module that will simulate download-
ing pages from the Web site. The page sizes, distribution
of speeds and latencies can also be provided as an input to
the simulator, although for the experiments with the simu-
lator described in this paper we were only interested in the
crawling order, and not in the total crawling time.

The crawler keeps a list of at most r actuve connections
to Web sites, and simulates (possible) bandwidth saturation
using the number of current transfers, their speeds and the
bandwidth of the simulated link. Note that, as shown in
Figure 1, r is bound by the number of active Web sites, so
crawling performance can drop dramatically if the latter is
too small. Being careful about this leads to one of the best
heuristics, as shown later.

4. PAGE ORDERING STRATEGIES

The most important problem of a page ordering strategy
is that it must work with partial information, because the
“complete” graph is only known by the end of the crawling.
However, if we are repeating a crawl, that is, if we are crawl-
ing a portion of the Web which was already crawled a few
weeks or a few months ago, we have historical information
available. This is typically the case for a search engine and
the historical information can be used to direct the crawl
towards pages which had a high Pagerank in the last crawl.

The schedule is done using an estimation of page quality.
This estimation can also be combined with page changes
information, because in some cases a crawler might want to
bias the download schedule towards both high-quality and
fast-changing pages [6].

We consider three types of strategies regarding how much
information they can use: no extra information, historical
information, and all the information. A random ordering
can be considered a baseline for comparison. In that case,
the Pagerank is expected to grow approximately linearly
with the number of pages crawled.



4.1 Strategieswith no extrainformation

Breadth-first Under this strategy, the crawler visits the
pages in breadth-first ordering. It starts by visiting all the
home pages of all the “seed” Web sites, and Web page heaps
are kept in such a way that new pages added go at the end.
This is the same strategy tested by Najork and Wiener [45],
which in their experiments showed to capture high-quality
pages first.

Backlink-count This strategy crawls first the pages with
the highest number of links pointing to it, so the next page
to be crawled is the most linked from the pages already
downloaded. This strategy was described by Cho et al. [22].

Batch-pagerank This strategy calculates an estimation
of Pagerank, using the pages seen so far, every K pages
downloaded. The next K pages to download are the pages
with the highest estimated Pagerank. We used K = 100, 000
pages, which in our case gives about 30 to 40 Pagerank cal-
culations during the crawl. This strategy was also stud-
ied by Cho et al. [22], and it was found to be better than
backlink-count. However, Boldi et al. [11] showed that the
approximations of Pagerank using partial graphs can be very
inexact.

Partial-pagerank This is like batch-pagerank, but in be-
tween Pagerank re-calculations, a temporary pagerank is as-
signed to new pages using the sum of the Pagerank of the
pages pointing to it divided by the number of out-links of
those pages.

OPIC This strategy is based on OPIC [3], which can
be seen as a weighted backlink-count strategy. All pages
start with the same amount of “cash”. Every time a page
is crawled, its “cash” is split among the pages it links to.
The priority of an uncrawled page is the sum of the “cash”
it has received from the pages pointing to it. This strategy
is similar to Pagerank, but has no random links and the
calculation is not iterative — so it is much faster.

Larger-sites-first The goal of this strategy is to avoid
having too many pending pages in any Web site, to avoid
having at the end only a small number of large Web sites
that may lead to spare time due to the “do not overload”
rule. The crawler uses the number of un-crawled pages found
so far as the priority for picking a Web site, and starts with
the sites with the larger number of pending pages. We in-
troduced this strategy in [16] and was found to be better
than breadth-first.

4.2 Strategieswith historical information

These strategies use the Pagerank of a previous crawl as
an estimation of the Pagerank in this crawl, and start in
the pages with a high Pagerank in the last crawl. This is
only an approximation because Pagerank can change: Cho
and Adams [19] report that the average relative error for
estimating the Pagerank four months ahead is about 78%.
Also, a study by Ntoulas et. al [46] reports that “the link
structure of the Web is significantly more dynamic than the
contents on the Web. Every week, about 25% new links are
created”.

We explore a number of strategies to deal with the pages
found in the current crawl which were not found in the pre-
vious one:

Historical-pagerank-omniscient New pages are as-
signed a Pagerank taken from an oracle that knows the full
graph.

Historical-pagerank-random New pages are assigned

a Pagerank value selected uniformly at random among the
values obtained in previous crawl.

Historical-pagerank-zero New pages are assigned
Pagerank zero, i.e., old pages are crawled first, then new
pages are crawled.

Historical-pagerank-parent New pages are assigned
the Pagerank of the parent page (the page in which the link
was found) divided by the number of out-links of the parent
page.

It is likely that modern Web search engines use historical
information to some extent, but to the best of our knowledge
neither the exact mechanism nor the performance have been
published so far.

4.3 Strategy with all the information

Omniscient: this strategy can query an “oracle” which
knows the complete Web graph and has calculated the actual
Pagerank of each page. Every time the omniscient strategy
needs to prioritize a download, it asks the oracle and down-
loads the page with the highest ranking in its frontier. Note
that this strategy is bound to the same restrictions as the
others, and can only download a page if it has already down-
loaded a page that points to it.

5. EXPERIMENTS

In this section we describe the experiments done with the
crawler simulator and the ordering strategies described in
the previous section.

5.1 Datasets. .cl and .gr

We worked with two datasets that correspond to pages un-
der the .cl (Chile) and .gr (Greek) top-level domains. We
downloaded pages using the WIRE crawler [6] in breadth-
first mode, including both static and dynamic pages. While
following links, we stopped at depth 5 for dynamic pages
and 15 for static pages — we use an heuristic to detect most
of the dynamic pages based on known filename extensions
and searching for a question mark in the URL. We also lim-
ited the crawler to download at most 25,000 pages from each
Web site.

We made two complete crawls on each domain, as we said
before, to avoid biasing the data to the crawling order. We
did it in April and May for Chile, and in May and Septem-
ber for Greece. The summary of the characteristics of the
collection, as well as some demographic information about
the two countries are presented in Table 5.1.

Table 1: Summary of characteristics.

Greece Chile
Population [56] 10.9 Million 15.2 Million
GDP [55] 133 US$ bn. 66 USS$ bn.
Per-capita GDP [55] 17,697 US$ 10,373 US$
Human development [57] 24%h 43th

Web servers contacted
Pages with HTTP OK

29,000-31,000
3.4-3.6 Mill.

50,000-51,000
2.4-2.8 Mill

Both datasets are comparable in terms of the number of
Web pages, but there are wide differences in terms of geog-
raphy, language, demographics, history, etc. Dill et al. [29]
studied several sub-sets of the Web, and found that the Web
graph is self-similar in several senses and at several scales,
and that this self-similarity is pervasive, as it holds for a
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Figure 2: Cumulative Pagerank in the .CL and .GR
domain, showing almost exactly the same distribu-
tion; these curves represents an upper bound on the
cumulative Pagerank of any crawling strategy.

number of different parameters. Note than a large sub-set
of the whole Web (and any non-closed subset of the Web)
is always biased by the strategy used to crawl it. Top-level
domains are useful because they represent pages sharing a
common cultural context; we consider that they are more
useful than large Web sites because pages in a Web site are
more homogeneous. Obviously, different top-level domains
differ in some aspects, for instance, related to the prevalence
of spam pages, but while spam pages appear as anomalies
in the histogram of in-degree or out-degree, the overall dis-
tribution still follows a power-law [34].

5.2 Performance metrics

Our importance metric is Pagerank. Thus, for evaluat-
ing different strategies, we calculated the Pagerank value of
every page in each Web graph and used those values to cal-
culate the evolution of the Pagerank as the simulated crawl
goes by. We recall that although Pagerank is not the best
measure, there is no other practical choice.

We used three measures of performance: cumulative Page-
rank, average Pagerank and Kendall’s 7.

Cumulative Pagerank: we plotted the sum of the
Pagerank of downloaded pages at different points of the
crawling process. The strategies which are able to reach val-
ues close to the target total value 1.0 faster are considered
the most efficient ones. A strategy which selects random
pages to crawl will produce a diagonal line in this graph.

There is an upper bound on how well this can be done,
and it is given by the distribution of Pagerank, which is
shown in Figure 2.

The results for the different strategies are shown in Figure
3; in this simulation we are using r = 1, one robot at a time,
because we are not interested in the time for downloading
the full Web, but just in the crawling order.

Obviously the omniscient has the best performance, but
it is in some sense too greedy because by the last stages
of the crawl it performs close to random. Note that other
strategies can perform better than the omniscient strategy
at the end of the crawl, because all strategies are bound
to the same restrictions about being polite with Web sites,
and therefore, downloading all the “good” pages too early
leads to reducing too much the list of available Web sites
and reduces the performance in the last stages of the crawl.
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September 2004, using Pagerank information from
May 2004.

On the other end, backlink-count and partial-pagerank are
the worst strategy according to cumulative Pagerank, and
perform worser than a random crawl. They both tend to
get stuck in pages that are locally optimal, and then fail to
discover other pages.

Breadth-first is close to the best strategies for the first
20-30% of pages, but after that it becomes less efficient.

The strategies batch-pagerank, larger-sites-first and OPIC
have better performance than the other strategies, with an
advantage towards larger-sites-first when the desired cover-
age is high. These strategies can retrieve about half of the
Pagerank value of their domains downloading only around
20-30% of the pages.

We tested the historical-pagerank strategies in the Greek
Web graph of September, using the Pagerank calculated in
May for guiding the crawl — we are using Pagerank that is
4 months old. We were able to use the Pagerank of the old
crawl (May) for only 55% of the pages, as the other 45% of
pages were new pages, or were not crawled in May.

Figure 4 shows results for a number of ways of dealing
with the above 45% of pages along with results for the same
Web graph but using the OPIC strategy for comparison.
These results show that the May Pagerank values are not
detrimental to the crawl of September.

The OPIC has a bad performance at the beginning of the
crawl, but it improves as more link information is gathered
as the crawl goes by. The historical-pagerank-random strat-
egy has a good performance, despite of the fact that the Web
graph is very dynamic [46], and than on average it is diffi-
cult to estimate the Pagerank using historical information
[19]. A possible explanation is that the ordering of pages by
Pagerank changes more slowly and in particular the pages
with high ranking have a more stable position in the rank-
ing than the pages with low ranking, which exhibit a larger
variability. Also, as Pagerank is biased towards old pages
[9], 55% of pages that already existed in May account for
72% of the total Pagerank in September.

Table 2: Comparison of the scheduling strategies,
considering average cumulative Pagerank during the
crawl and Kendall’s 7 of the page ordering against
the optimal ordering.

Strategy Avg. Pagerank +o T
Backlink-count 0.50 + 0.01 0.0157
Partial-pagerank 0.52 + 0.01 0.0236
Breadth-first 0.64 £+ 0.04 0.1293
Batch-pagerank 0.63 £+ 0.03 0.1961
OPIC 0.67 + 0.03 0.2229
Larger-sites-first 0.67 £ 0.01 0.2498
Hist.-pr-zero 0.68 0.3573
Hist.-pr-random 0.70 0.3689
Hist.-pr-parent 0.70 0.3520
Hist.-pr-omni. 0.77 0.6385
Omniscient 0.74 £ 0.04 0.6504

Average Cumulative Pagerank: this is the average
across the entire crawl. As we have normalized the cumu-
lative Pagerank as a fraction of documents, it is equivalent
to the area under the curves shown in Figure 3. The his-
torical strategies are better than OPIC, mostly because of
OPIC’s poorer performance at the beginning of the crawl.
The result is presented in Table 2, in which we have calcu-
lated the average of the strategies across the four collections
(note that the historical-pagerank strategies were tested in a
single pair of collections, so their values are not average val-
ues). We can see that the strategies with history marginally
improve (at most 3%) OPIC and larger-sites-first (leaving
out the omniscient ones).

Kendall’s Tau: this is a metric for the correlation be-
tween two ranked lists, which basically measures the number
of pairwise inversions in the two lists [39]. Two identical lists
have 7 = 1, while two totally uncorrelated lists have 7 = 0
and reversed lists have 7 = —1. We calculated this coeffi-
cient for a 5000-page sample of the page ordering in each
strategy, against the same pages when pages were ordered
by Pagerank. The results are shown in Table 2. In this
case larger-sites-first is the best of the strategies without
history, and historical-pagerank-random otherwise (without
taking in account the omniscient ones).

We attempted to measure estimated search length for dif-
ferent page percentiles, for instance, measuring how many
page downloads are necessary to get the top 10% of pages.
However, this kind of measure is very sensitive to small vari-
ations, such as having a single high-quality page downloaded
by the end of the crawl.

5.3 Validation

We performed two actual crawls using WIRE [6] in two
consecutive weeks in the .GR domain, using Breadth-first and
Larger-sites-first. We ran the crawler in a single Intel PC of
3.06GHz with 1Gb of RAM under Linux, in batches of up to
200,000 pages, using up to » = 1000 simultaneous network
connections, with w = 5 seconds between accesses to the
same Web site, and increasing to w = 15 for sites with less
than 100 pages.

In the case of an actual Web crawl, we are interested in
the time variable, as it is worthless to download pages in the
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Figure 5: Cumulative Pagerank (PR) and cumula-
tive fraction of documents (Docs.) of an actual crawl
of the .GR domain using two strategies: Breadth-
first and Larger-sites-first.

right order if they cannot be downloaded fast. We calculated
the Pagerank of all the pages in the collection when the
crawling was completed and then measured how much of the
total Pagerank was covered during each batch. The results
are shown in Figure 5.

Both crawling strategies are efficient in terms of download-
ing the valuable pages early, but larger-sites-first is faster in
both downloading documents and downloading Pagerank.
This strategy “saves” several small Web sites for the middle
and end part of the crawl.

6. CONCLUSIONS

Most of the strategies tested were able to download impor-
tant pages first. As shown in [11], even a random strategy
can perform well on the Web, in the sense that a random
walk on the Web is biased towards pages with high Pager-
ank [36]. However, there are differences in how quickly high-
quality pages are found depending on the ordering of pages.

The historical-pagerank family of strategies were very
good, and in case of no historical information available,
both OPIC and larger-sites-first are our recommendations
and their performance is similar. Breadth-first has a bad
performance compared with these strategies; batch-pagerank
requires to do a full Pagerank computation several times
during the crawl, which is computationally very expensive,
and the performance is not better than simpler strategies.

Notice that the larger-sites-first strategy has practical ad-
vantages over the OPIC strategy. First, it requires less com-
putation time, and also does not require keeping a count of
weighted in-links to a given page as OPIC does. The latter
is relevant when we think of distributed crawlers as no com-
munication between computers is required to exchange these
data during the crawling process. Thus larger-sites-first has
better scalability making it more suitable for large scale dis-
tributed crawlers. In a real setting, this strategy should
include mechanisms to avoid spam pages, such as checking
for near-duplicate pages to avoid giving too much ranking
to sites that create artificial loops with dynamic pages to
inflate their page count.

Our results are more useful for crawls in the order of 10-

100 million pages —very large intranets, national domains,
and other subsets of the Web. In a large-scale setting of bil-
lions of pages, keeping a heap of Web pages in main mem-
ory is impossible, and keeping a heap of Web sites might
be very expensive. In those cases, using historical informa-
tion to guide the crawl might be a good alternative to avoid
downloading pages in random order.

One remaining open problem is how to compare the time
efficiency of crawlers. This has been done for the computa-
tional overhead of different focused crawling strategies [43],
but the downloading module has been explicitly left out.
For example, it is not enough to define a measure of bytes
downloaded per second and Mbs of bandwidth, for some
standardized PC configuration (GHz and RAM). We also
need a standardized set of sites and a fixed standard server,
which not only allows to compare crawlers in the same ma-
chine, but also with exactly the same connectivity.
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