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matrices whose inverses are column diagonally dominant M -matrices.
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1. Introduction. It is a longstanding and difficult problem to characterize all
nonnegative matrices whose inverses are M -matrices, although inverses of all non-
singular M -matrices are always nonnegative matrices. In 1977, Willoughby [16]
called the problem of finding or characterizing nonnegative matrices whose inverses
are M -matrices the inverse M -matrix problem. Johnson [7], Fiedler, Johnson, and
Markham [6], and Fiedler [4] devoted much effort to general properties of inverse
M -matrices. For definitions, references, and background on M -matrices and the in-
verse M -matrix problem, the reader is referred to Berman and Plemmons [1] and
Johnson [7]. However, until now there have been just a few known classes of inverse
M -matrices. The oldest class of symmetric inverse M -matrices is the class of positive
type D matrices defined by Markham [8]. In 1994, Mart́ınez, Michon, and San Mart́ın
introduced a strictly symmetric ultrametric matrix A = (aij) whose entries satisfy

aij ≥ min{aik, akj} for all i, j, k,

aii > max
j �=i

aij for all i

and proved that inverses of strictly symmetric ultrametric matrices are row and col-
umn diagonally dominant M -matrices (see [9] and also [13]). Later, nonsymmetric ul-
trametric matrices were independently introduced by McDonald et al. [11] and Nabben
and Varga [14], i.e., nested block form and generalized ultrametric matrices. After
a suitable permutation, every generalized ultrametric matrix can be put into nested
block form, which contains type D matrices. Recently, Fiedler [5] introduced a new
class of inverse M -matrices. Furthermore, Nabben [12] was motivated by Fiedler’s
result and introduced a new class of inverse M -matrices.

We have been motivated by the results in [3], [5], [10], [11], [14], and [12] to
introduce in section 2 a new class of nonnegative matrices by using weighted dyadic
trees. We state the following condition under which our main result holds: their
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INVERSE M -MATRICES 1137

inverses are column diagonally dominant M -matrices. In section 3, some preliminary
properties and lemmas are presented. In particular, it is shown that these weighted
tree matrices admit a representation that we call the quasi-nested block form. The
proof of the main result is supplied in section 4. Finally, in section 5, we study the class
of all the permutations, which leads to the matrix being presented in a quasi-nested
block form.

2. Definitions and main result. Let T = (V,E) be a tree on n vertices and
edge set E. Sometimes we also write V = V (T ), E = E(T ). For any two vertices
s and t, there is a unique path geod(s, t) from vertex s to vertex t. In particular
geod(s, s) = {s}. Let vertex r ∈ V be a root of the tree T . We may define a partial
order relation “�” on T : s � t if and only if s ∈ geod(r, t). Moreover, for s, t ∈ V ,
s ∧ t = sup{v : v ∈ geod(r, s) ∩ geod(r, t)} denotes the closest common ancestor of
s and t. Thus s(t) = {v ∈ V : t � v, (t, v) ∈ E} is the set of successors of t, and
I = {i ∈ T : s(i) = ∅} is the set of leaves of the tree T . A tree is called dyadic if the
cardinality of set s(t) is |s(t)| = 2 for t /∈ I. For vertex t /∈ I of a dyadic tree T , its
successors are signed and denoted by t− and t+ (the signs − or + of the successors
are fixed). In addition, since vertex t ∈ T and the set L(t) = {i ∈ I : t ∈ geod(r, i)}
are in one-to-one correspondence relations, we may identify L(t) with t. Thus, the
root r is identified with I. The distinction between the roles of L ∈ V and L ⊆ I will
be clear in the context when we use them. We usually say “element L” when referring
to L ∈ V and “set L” to mean L ⊆ I.

For L ∈ T , we denote by TL = (VL, EL) the dyadic subtree rooted by L, that is,
VL = {v ∈ V : L � v}, EL = E ∩ (VL × VL). Its leaves are the elements of L. For
v ∈ VL, its signed successors in TL coincide with its signed successors in T .

For a dyadic tree T , its set I of leaves can be totally ordered as follows: i ≤ j if
i ∈ t−, j ∈ t+, where t = i ∧ j. We denote by Pφ : I → {1, . . . , n} the permutation
which assigns i to its rank in the total order and we call it the canonical permutation.

Definition 2.1. A matrix U = (uij : i, j ∈ I) is called a W matrix if there exists
a dyadic tree T = (V,E) with set I of leaves and nonnegative vectors −→α = (αi : i ∈ V ),−→
β = (βi : i ∈ V ) satisfying that

(i) αi = βi > 0 for i ∈ I;

(ii) 0 ≤ αi ≤ 1 and 0 ≤ βi ≤ 1 for i ∈ V \ I;

(iii) β is �-increasing in V \ I, that is, s � t ∈ V \ I implies βs ≤ βt;

(iv) uij = αiΠ(l,l−)∈geod(t,i)αl if (i, j) ∈ (t−, t+), and uij = βtαiΠ(l,l−)∈geod(t,i)αl

if (i, j) ∈ (t+, t−), where t = i ∧ j;

(v) uii = αi for i ∈ I.

The matrix U is said to be supported by the dyadic tree T and defined by −→α ,
−→
β

on T .

For J,K ⊆ I, denote UJK = (uij : i ∈ J, j ∈ K). It is easy to see that if U
is a W matrix supported by T = (V,E) and L ∈ V , then ULL is also a W matrix

supported by TL and defined by the restricted vectors −→α |VL
and

−→
β |VL

on VL.

The main result of this paper is the following.

Theorem 2.2. Let U be a W matrix. If U does not contain a row of zeros and
no two columns in U are the same, then U is nonsingular and its inverse is a column
diagonally dominant M -matrix.

3. Preliminaries and lemmas. In this section, we first present an equivalent
condition for U ∈ W.
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1138 S. MARTÍNEZ, J. SAN MARTÍN, AND X.-D. ZHANG

Definition 3.1. Let C = (cij) be a nonnegative matrix of order n with positive
main diagonal elements. We define inductively as follows what it means for C to be
in quasi-nested block form:

(i) If n = 1, then C is in quasi-nested block form.
(ii) If n > 1, and quasi-nested block form has been defined for all k×k nonnegative

matrices with k < n, then C is in quasi-nested block form if

C =

(
C11 b12bJeK

T

b21bKeJ
T C22

)
,

where C11 and C22 are n1×n1 and n2×n2 square matrices in quasi-nested block form
with n1 ≥ 1, n2 ≥ 1, n = n1 + n2; bJ and bK are the last columns of C11 and C22,
respectively; e is a vector of all ones with suitable dimension; 0 ≤ b12 ≤ 1, 0 ≤ b21 ≤ 1;
and cij ≥ cik for all k ≥ j ≥ i, cij ≥ cik for all i ≥ j ≥ k.

Theorem 3.2. U is a W matrix if and only if there exists a permutation matrix P
such that PUPT is a matrix in quasi-nested block form. Moreover, P can be taken to
be the matrix associated with the canonical permutation Pφ.

Proof. Necessity. We prove the assertion by induction on n, the dimension of U .
It is clear for n = 1, 2. Assume that the assertion holds for less than n. Let us consider
the total order ≤ on I defined by the dyadic tree T supporting U . The successors
of the root I are denoted by J = I− and K = I+. Then there exists a permutation
matrix P such that

PUPT =

(
UJJ UJK

UKJ UKK

)
,

where the matrices UJJ and UKK are W matrices. We denote by n1 and n2 the
orders of UJJ and UKK , respectively. Clearly n1 > 0, n2 > 0, and n1 +n2 = n. Hence
by the induction hypothesis, there exist permutation matrices QJ and QK such that
QJUJJQ

T
J = C11 and QKUKKQT

K = C22 are matrices in quasi-nested block form.
Moreover, QJ and QK can be taken to be the matrices associated with permutations
Qφ1

J and Qφ2

K , respectively.
Let P1 = diag(QJ , QK)P . Then

P1UPT
1 =

(
C11 C12

C21 C22

)
:= C.

For i ≤ n1 < j, since i ∧ j = I and i ∈ I−, we get cij = αI(αi

∏
(l,l−)∈geod(I−,i) αl) =

αIci,n1
. Hence C12 = αIbJeK

T , where bJ is the last column of C11. By a similar
argument, we may show that C21 = βIbKeTJ , where bK is the last column of C22.

Let i ≤ j ≤ k. If i ≤ j ≤ k ≤ n1 or n1 < i ≤ j ≤ k, then by the induction
hypothesis, cij ≥ cik; if i ≤ j ≤ n1 < k, also by the induction hypothesis we get
cij ≥ ci,n1 ≥ ci,n1

αI = cik; and in the case i ≤ n1 < j ≤ k, we find directly cij = cik.
Let i ≥ j ≥ k. If i ≥ j ≥ k ≥ n1 or n1 > i ≥ j ≥ k, then by the induction hypothesis,
cij ≥ cik; if i > n1 ≥ j ≥ k, then cij = cik; and if i ≥ j > n1 ≥ k, then i ∧ k = I,
i ∧ j = t, and

cij = αiβtΠ(l,l−)∈geod(t,i)αl and cik = αiβIΠ(l,l−)∈geod(t,i)αlΠ(l,l−)∈geod(I,t)αl

since 0 ≤ αl ≤ 1 and βI ≤ βt, we have cij ≥ cik. Hence C is a matrix in quasi-nested
block form. Moreover, with this construction, an induction argument shows that the
final P1 will correspond to the canonical permutation Pφ.
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INVERSE M -MATRICES 1139

Sufficiency. We proceed as before by induction on the size of the matrix. For
n = 2,

C =

(
c11 c12
c21 c22

)
,

where c12 ≤ c11 and c21 ≤ c22. Let T be a dyadic tree with tree elements V =
{I, I−, I+}, αI− = βI− = c11, αI+ = βI+ = c22, αI = c12

c11
, and βI = c21

c22
. The

matrix U with support tree T is just C. Hence the assertion holds for n = 2. Assume
that the assertion holds when the dimension is less than n. By the definition of
matrix C in quasi-nested block form,

C =

(
C11 b12cJe

T
K

b21cKeTJ C22

)
,

where Cii is a matrix of order ni in quasi-nested block form for i = 1, 2 and both cJ
and cK are the last columns of C11 and C22, respectively. By the induction hypothesis,
there exist two dyadic trees T1 and T2 with roots J and K and −→α = (αt : t ∈ V (Ti)),−→
β = (βt : t ∈ V (Ti)) for i = 1, 2. Now we define a new tree T obtained from T1 ∪ T2

by adding a new root vertex I associated with αI = b12 and βI = b21 and two edges
(I, J) and (I,K), where J = I− and K = I+. Then the matrix associated with T
has the following form:

U =

(
UJJ U12

U21 UKK

)
=

(
C11 U12

U21 C22

)
.

For i ≤ n1 < j, uij = αiΠ(l,l−)∈geod(I,i)αl = αIαiΠ(l,l−)∈geod(I−,i)αl = αIui,n1
. Hence

U12 = b12cJe
T
K , where cJ is the last column of UJJ = C11. Similarly, U21 = b21cKeTJ ,

where cK is the last column of UKK = C22. Therefore U = C and C is a W matrix.
Since the permutation matrix P corresponds to renumbering of the vertices, PCPT

is still a W matrix.
Lemma 3.3. Let U = (uij : i, j ∈ I) be a W matrix associated with tree T in

quasi-nested block form and −→α ,
−→
β . If 0 ≤ δ ≤ βI and δ < 1, then Ũ = U − δbIe

T is

still a W matrix associated with T and α̃I = (1−δ)αI

1−δαI
, β̃I = βI−δ

1−δ , where bI is the last
column of U .

Proof. We assume I = {1, . . . , n} is totally ordered by the tree T . We proceed
on n, the dimension of matrix U . If U is a 2 × 2 matrix with the root I of the tree T
and the set {1, 2} of leaves, then we assume 1 = I−, 2 = I+. Hence

U =

(
α1 α1αI

βIα2 α2

)
,

where 0 ≤ αI , βI ≤ 1. Then

Ũ =

(
(1 − δαI)α1 (1 − δ)αIα1

(βI − δ)α2 (1 − δ)α2

)
.

We take the same tree T with vectors
−→̃
α ,

−→̃
β given by α̃1 = (1−δαI)α1, α̃2 = (1−δ)α2,

and

α̃I =
(1 − δ)αI

1 − δαI
, β̃I =

βI − δ

1 − δ
.

D
ow

nl
oa

de
d 

03
/1

8/
13

 to
 2

00
.8

9.
68

.7
4.

 R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



1140 S. MARTÍNEZ, J. SAN MARTÍN, AND X.-D. ZHANG

It is clear that 0 ≤ α̃I , β̃I ≤ 1 and that Ũ is just the matrix defined by vectors
−→̃
α ,

−→̃
β on the tree T . Hence the assertion holds for n = 2. Assume that the assertion

holds when the dimension of a matrix is less than n. Let U be an n × n matrix. By
Theorem 3.2, we may assume that

U =

(
UJJ αIbJe

T
K

βIbKeTJ UKK

)
is associated with tree T , UJJ with subtree T1, and tree UKK with subtree T2. Then
bI = (αIbJ

bK
) and

Ũ = U − δbIe
T =

(
UJJ − δαIbJe

T
J (1 − δ)αIbJe

T
K

(βI − δ)bKeTJ UKK − δbKeTK

)
:=

(
UJJ U12

U21 UKK

)
,

where bJ and bK are the last columns of UJJ and UKK , respectively. Since
−→
β is

increasing and 0 ≤ αI ≤ 1, we have 0 ≤ δαI ≤ βIαI ≤ βJ and δαI < 1. Hence by
the induction hypothesis, UJJ − δαIbJe

T
J = UJJ is a W matrix defined by vectors

(α̃t : t ∈ V (T1)) and (β̃t : t ∈ V (T1)) on the subtree T1. Moreover,

α̃J =
(1 − δαI)αJ

1 − δαIαJ
, β̃J =

βJ − δαI

1 − δαI
.

By a similar argument, UKK−δbKeTK = UK is a W matrix associated with subtree T2

and vectors (α̃t : t ∈ V (T2)) and (β̃t : t ∈ V (T2)). Moreover,

α̃K =
(1 − δ)αK

1 − δαK
, β̃K =

βK − δ

1 − δ
.

Define α̃I = (1−δ)αI

1−δαI
, β̃I = βI−δ

1−δ . We have 0 ≤ α̃I , β̃I ≤ 1 and

β̃I =
βI − δ

1 − δ
≤ βK − δ

1 − δ
= β̃K ,

β̃I =
βI − δ

1 − δ
≤ βI − δαI

1 − δαI
≤ βJ − δαI

1 − δαI
= β̃J .

Then the matrix X associated with the tree T and vectors (α̃t : t ∈ V (T )), (β̃t :

t ∈ V (T )) is just Ũ . In fact, 0 ≤ α̃t, β̃t ≤ 1 for t ∈ V \ I and β̃ is increasing

in V \ I. For i, j ∈ I− = J or i, j ∈ I+ = K, Xij = (UJJ)ij = Ũij or Xij =

(UKK)ij = Ũij ; for i ∈ J , j ∈ K, and |J | = n1, Xij = α̃iΠ(l,l−)∈geod(I,i)α̃l =

α̃IXi,n1 = α̃I(UJJ)i,n1 = (1 − δ)αI(UJJ)i,n1 = (Ũ)ij ; for i ∈ K, j ∈ J , Xij =

α̃iβ̃IΠ(l,l−)∈geod(I,i)α̃l = β̃I α̃iΠ(l,l−)∈geod(s,i)α̃l = β̃IXin = (Ũ)ij , where i ∧ n = s,
since each edge from vertex I to vertex s is (t, t+). This completes our proof.

4. Proof of Theorem 2.2.
Lemma 4.1. Let U be a W matrix defined by vectors −→α and

−→
β on tree T . Then

U does not contain a row of zeros and no two columns in U are the same if and only
if αtβt < 1 for t ∈ V (T ) \ I and αi > 0 for i ∈ I, where I is the set of leaves of T .

Proof. Necessity. We use the induction on the size of matrix U . It is clear that the
assertion holds for |I| = 1, 2. Since U does not contain a row of zeros, Uii = αi > 0
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INVERSE M -MATRICES 1141

for i ∈ I. Let J = I− and K = I+. It is easy to see that no two columns in
UJJ and UKK are the same. By the induction hypothesis, it suffices to verify that
αIβI < 1. Assume that

U =

(
UJJ αIbJeK

T

βIbKeJ
T UKK

)
.

If αIβI = 1, then αI = βI = 1. Hence the |I−|th and nth columns are the same,
which is a contradiction. Thus αIβI < 1.

Conversely, since αi > 0 it is clear that the assertion holds for n = 1, 2. We may
assume that

U =

(
UJJ αIbJe

T
K

βIbKeTJ UKK

)
,

where UJJ is an n1 × n1 matrix. By the induction hypothesis, no two columns in
UJJ and UKK are the same. Suppose that the ith and jth columns in U are the
same with i < j. Then i ≤ n1 < j and Uii = Uij , Uji = Ujj . On the other hand,
Uij = αIUi,n1

≤ Uii and Uji = βIUjn ≤ Ujn ≤ Ujj . Hence αIβI = 1, a contradiction.
Therefore no two columns in U are the same.

Now we may present the proof of Theorem 2.2.
Proof of Theorem 2.2. We use induction with respect to the size of the matrix U .

For n = 2, it is easy to see that det(U) = (1 − αIβI)α1α2 > 0 and

U−1 =

(
α1 α1αI

βIα2 α2

)−1

=
1

det(U)

(
α2 −α1αI

−βIα2 α1

)
.

Hence U−1 is a column diagonally dominant M -matrix. Assume that the assertion
holds for less than n. For n, by Theorem 3.2, we may assume that

U =

(
UJJ αIbJe

T
K

βIbKeTJ UKK

)
.

By Lemma 4.1, UJJ and UKK do not contain a row of zeros and no two columns
in UJJ and UKK are the same. By the induction hypothesis, UJJ and UKK are
nonsingular. Further, U−1

JJ and U−1
KK are column diagonally dominant M -matrices.

So µt
J = eTU−1

JJ ≥ 0 and µt
K = eTU−1

KK ≥ 0. By αIβI < 1 and the Sherman–Morrison
formula (see [11]), we have

U−1 =

(
U−1
JJ + αIβI

1−αIβI
εJµ

T
J − αI

1−αIβI
εJµ

T
K

− βI

1−αIβI
εKµT

J U−1
KK + αIβI

1−αIβI
εKµT

K

)
:=

(
C D
E F

)
,

where εJ = (0, . . . , 0, 1)T and εK = (0, . . . , 0, 1)T . It is easy to see that D ≤ 0 and
E ≤ 0. Since αIβI ≤ βJ and αIβI < 1, by Lemma 3.3, UJJ − αIβIbJe

T
J is still a

W matrix. In addition,

C = U−1
JJ +

αIβI

1 − αIβI
εJµ

T
J = (UJJ − αIβIbJe

T )−1

is nonsingular. By the induction hypothesis, C is a column diagonally dominant
M -matrix. By a similar argument, we may prove that F is a column diagonally
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1142 S. MARTÍNEZ, J. SAN MARTÍN, AND X.-D. ZHANG

dominant M -matrix. Therefore U−1 is an M -matrix. Moreover,

eTJC + eTKE = eTJU−1
JJ +

αIβI

1 − αIβI
eTJ εJµ

T
J +

−βI

1 − αIβI
eTKεKµT

J =
1 − βI

1 − αIβI
µT
J ≥ 0,

eTJD + eTKF =
−αI

1 − αIβI
eTJ εJµ

T
K + eTKU−1

KK +
αIβI

1 − αIβI
eTKεKµT

K =
1 − αI

1 − αIβI
µT
K ≥ 0.

Hence U−1 is a column diagonally dominant M -matrix.
Remark 4.2. Neumann in [15] conjectured that the Hadamard product A ◦ A is

an inverse M -matrix if A is an inverse M -matrix. Clearly, this conjecture is true for
A ∈ W since A ◦A ∈ W (moreover for any n ≥ 1, A◦n ∈ W).

Example 4.3. Let T be a dyadic tree with −→α ,
−→
β defined by Figure 1.

❝✟
✟✟✟✟✟✟✟

❍❍❍❍❍❍❍❍
❝ ❝❍❍❍❍❍❍

✟✟✟✟✟✟
❝ ❝❅

❅
❅

�
�

�

�
�

�

❅
❅

❅
❝ ❝ ❝ ❝

❏
❏

❏
❏

❏❏

✡
✡

✡
✡

✡✡
❝ ❝

I(1/3, 1/2)

A(3/4, 7/9)

1(8, 8) 2(9, 9)

B(1/2, 3/4)

C(8/9, 5/6) D(4/5, 5/6)

3(9, 9) 4(12, 12) 5(10, 10) 6(12, 12)

−

− +

+

− +

− + − +

Fig. 1.

Then the matrix U , associated with tree T , and the inverse of U are

U =


8 6 2 2 2 2
7 9 3 3 3 3
2 2 9 8 4 4
3 3 10 12 6 6
4 4 6 6 10 8
6 6 9 9 10 12


and

U−1 =


0.3000 −0.2000 −0.0000 −0.0000 −0.0000 −0.0000

−0.2200 0.2800 −0.0114 −0.0057 −0.0160 −0.0160
−0.0000 −0.0000 0.4286 −0.2857 −0.0000 −0.0000
−0.0000 −0.0000 −0.3143 0.3429 −0.0400 −0.0400
−0.0000 −0.0000 −0.0000 −0.0000 0.3000 −0.2000
−0.0400 −0.0400 −0.0800 −0.0400 −0.2120 0.2880

 ,

which is a column diagonally dominant M -matrix.
Remark 4.4. Nabben in [12] described a class of inverse M -matrices whose nested

block form is similar to GUMs (generally ultrametric matrices) with the major change
being that in the (2, 1)-block the eeT was replaced by ceT , where b corresponds to the
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INVERSE M -MATRICES 1143

last column of the (2, 2)-block. From Theorems 3.2 and 2.2, the quasi-nested block
form in W is also similar to GUMs with the major changes being that the (1, 2)-block
was replaced by beT and the (2, 1)-block was replaced by ceT , where b and c are the
last columns of the (1, 1)-block and (2, 2)-block, respectively. Hence it is natural that
the following two questions were proposed.

Question 4.5. Is it possible to use beT in the off diagonal blocks, where b is
any column of the corresponding diagonal block? Are there any other vectors that will
work?

Question 4.6. Is it possible to use beT and eeT alternately in the nested block
form, or must one use one or the other only?

The following two examples illustrate that the above questions are answered in a
negative way.

Example 4.7. Let A be

A =

(
A11 A12

A21 A22

)
, A11 =

(
8 8 × 1

8
10 × 1 10

)
, A12 =

1

2

(
8

10 × 1

)
(1 1),

A21 =
1

2

(
10 × 1

2
9

)
(1 1), A22 =

(
10 10 × 1

2
9 × 2

3 9

)
.

But

A−1 =


0.1429 0.0190 −0.0333 −0.0556

−0.1429 0.1143 0.0000 0.0000
0.0000 0.0000 0.1500 −0.0833
0.0000 0.0667 −0.0833 0.1944


is not an M -matrix. Hence in general, we cannot use beT in the off diagonal blocks
for b not being the last column of the corresponding block.

Example 4.8. Let B be

B =

(
B11 B12

B21 B22

)
, B11 =

 10 5 2
5 × 5

6 10 2
5 × 10

1
2 × 10 1

2 × 10 10

 ,

B12 = eeT , B21 = 2eT e, B22 = 5,

a 4 × 4 matrix. But

B−1 =


0.1439 −0.0701 0.0023 −0.0152

−0.0708 0.1615 −0.0487 −0.0084
−0.0350 −0.0438 0.1264 −0.0095
−0.0152 −0.0192 −0.0320 0.2133


is not an M -matrix. Hence in general, we cannot use beT and eeT alternately in the
nested block form.
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1144 S. MARTÍNEZ, J. SAN MARTÍN, AND X.-D. ZHANG

5. Combinatorial aspects of a W matrix in quasi-nested block form. In
section 3, we have proved that each W matrix can be put into quasi-nested block form
after a suitable permutation. In this section, we try to describe the set of permutations
preserving a W matrix in quasi-nested block form, which is related to the behavior of
a sub-Markov chain. The reader is referred to [2] and [3].

We assume that U is a W matrix in quasi-nested block form with supporting
tree T and vectors −→α ,

−→
β , where I = {1, 2, . . . , n}. The root of tree T is I and its

successors are I− = J and I+ = K. We also denote |J | = m and write U [i1, . . . , it]
for the principal submatrix of U whose rows and columns are indexed by 1 ≤ i1 <
i2 < · · · < it ≤ n.

Let U [i1, i2, i3, i4] be the principal submatrix of U . It is easy to see that U [i1, i2, i3, i4]
is not a W matrix, in general. But we can obtain a W in quasi-nested form from
U [i1, i2, i3, i4] by changing the diagonal entries of U [i1, i2, i3, i4]. In fact, without
loss of generality, we may assume that i1 ∧ i2 ∧ i3 ∧ i4 = P , i1 ∧ i2 ∧ i3 = M ,
i1 ∧ i2 = N ; i1, i2, i3 ∈ P−, i4 ∈ P+; i1, i2 ∈ M−, i3 ∈ M+; i1 ∈ N−, i2 ∈ N+

(for the other cases, we may show the same result by a similar argument). Let γ1 =
αi1

∏
(l,l−)∈geod(N−,i1)

αl, γ2 = αi2

∏
(l,l−)∈geod(N,i2)

αl, γ3 = αi3

∏
(l,l−)∈geod(M,i3)

αl,

and γ4 = αi4

∏
(l,l−)∈geod(P,i4)

αl; γP =
∏

(l,l−)∈geod(M,P ) αl, γM =
∏

(l,l−)∈geod(M,N) αl,
γN = αN ; δP = βP , δM = βM , δN = βN . Then

V1 =


γ1 γ1γN γ1γNγM γ1γNγMγP

δNγ2 γ2 γ2γM γ2γMγP
δMγ3 δMγ3 γ3 γ3γP
δP γ4 δP γ4 δP γ4 γ4


is a W matrix in quasi-nested block form. Hence we may choose a support tree T1

for V1 such that the partial order relationship in T1 is consistent with the partial order
relationship in T . Moreover, if γt = 1 or δt = 1 for t ∈ T1, then for the corresponding
t in T , we have αt = 1 or βt = 1. Hence V1 is called the induced W matrix in quasi-
nested block form from U [i1, i2, i3, i4]. For the principal submatrix U [i1, i2, i3] of U ,
there is a similar result.

In the rest of this section, we assume U is nonsingular. Hence by Lemma 4.1,
αtβt < 1 for any t ∈ T \ I. Moreover, we shall also assume that ϕ : I �→ I is a
permutation such that Uϕ := (Uϕ(i),ϕ(j)) is a W matrix in quasi-nested block form

with support tree Tϕ and vectors
−→
αϕ,

−→
βϕ. Let Uϕ[i1, i2, i3, i4] be the principal sub-

matrix of Uϕ with 1 ≤ i1 < i2 < i3 < i4 ≤ n. Then there exists a 4 × 4 permu-
tation matrix P1 corresponding to rearranging ϕ−1(i1), ϕ−1(i2), ϕ−1(i3), ϕ−1(i4) in
their natural order such that P1U

ϕ[i1, i2, i3, i4]PT
1 is the principal submatrix of U

whose rows and columns are indexed by j1 < j2 < j3 < j4, where j1, j2, j3, j4
are obtained by rearranging ϕ−1(i1), ϕ−1(i2), ϕ−1(i3), ϕ−1(i4) into their natural or-
der. Hence we have the induced W matrix V1 in quasi-nested block form from
U [j1, j2, j3, j4] associated with tree T1 and −→γ ,

−→
δ . Moreover, the partial order re-

lationship of {ϕ−1(i1), ϕ−1(i2), ϕ−1(i3), ϕ−1(i4)} in the support tree T1 is consistent
with the partial order relationship of {ϕ−1(i1), ϕ−1(i2), ϕ−1(i3), ϕ−1(i4)} in the sup-
port tree T . Therefore, for any t ∈ V (T1), γt = 1 (δt = 1) implies αt = 1 (βt = 1).
Moreover, PT

1 V1P1 := V is the induced W matrix in quasi-nested block form from
Uϕ[i1, i2, i3, i4].

Lemma 5.1. Let |J | = m and |K| ≥ 2. If there exist 1 ≤ f < g ≤ n such that
ϕ(f) = n and ϕ(g) = m + 1, then ϕ(J) = J and ϕ(K) = K.

Proof. We first prove the following claim: There does not exist f < i < g such
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INVERSE M -MATRICES 1145

that ϕ(i) := p ≤ m.
Assume there exists f < i < g such that ϕ(i) = p ≤ m. Clearly, p ∈ I− and

(m + 1) ∧ n = K. Then the induced W matrix of order 3 in quasi-nested block form
from Uϕ[f, i, g] is

V =

 γn γnδI γnδK
γpγI γp γpγI

γm+1γK γm+1γKδI γm+1

 .

If f, i ∈ (f ∧ϕ i ∧ϕ g)−, then γI = δI = 1. Hence αI = βI = 1, a contradiction. If
i, g ∈ (f ∧ϕ i ∧ϕ g)+, then γK = δK = 1. Hence αK = βK = 1, a contradiction.

By a similar argument, we may prove that there does not exist i > g such that
ϕ(i) = p ≤ m. Now let ϕ(h) > m + 1 and ϕ(i) ≤ m for i = 1, . . . , h− 1, where h ≤ f .
By a similar argument as used in the proof of the claim, there does not exist i > h
such that ϕ(i) ≤ m. Therefore ϕ(J) = J and ϕ(K) = K.

Lemma 5.2. Let |J | = m and |K| ≥ 2. If there exists 1 ≤ f < g ≤ n such that
ϕ(f) = n and ϕ(g) = m + 1, then ϕ(i) = i for i ∈ J .

Proof. By Lemma 5.1, ϕ(J) = J and ϕ(K) = K. If there exists 1 ≤ i < j ≤ m
such that ϕ(i) := p > ϕ(j) := q, then the induced W matrix of order 4 in quasi-nested
block form from Uϕ[i, j, f, g] is

V =


γp γpδL γpγI γpγI

γqγL γq γqγLγI γqγLγI
γnδI γnδI γn γnδK

γm+1γKδI γm+1γKδI γm+1γK γm+1

 ,

where p ∧ q = L, since p, q ∈ I− and m + 1, n ∈ I+. If j, f, g ∈ (i ∧ϕ j ∧ϕ f ∧ϕ g)+,
then γKδIδK = δI , which implies γK = δK = 1. Thus αK = βK = 1, a contradiction.
If i, j ∈ (i∧ϕ j∧ϕ f ∧ϕ g)− and f, g ∈ (i∧ϕ j∧ϕ f ∧ϕ g)+, or i, j, f ∈ (i∧ϕ j∧ϕ f ∧ϕ g)−,
then by a similar argument it is easy to see that γK = δK = 1 or γI = δI = 1. Both
are contradictions. Hence ϕ(i) = i for i ∈ J .

Corollary 5.3. If αt < 1, βt < 1 for all t ∈ V \ I and |K| ≥ 2, then there does
not exist f < g such that ϕ(f) = n and ϕ(g) = m + 1.

Proof. Suppose that there exists f < g such that ϕ(f) = n and ϕ(g) = m+ 1. By
Lemma 5.2, ϕ(i) = i for any i ∈ J . Moreover, f > m. Hence the induced W matrix
of order 3 in quasi-nested block form from Uϕ[1, f, g] is

V =

 γ1 γ1γI γ1γI
γnδI γn γnδK

γm+1γKδI γm+1γK γm+1

 .

If 1, f ∈ (1 ∧ϕ f ∧ϕ g)−, then δK = 1. If f, g ∈ (1 ∧ϕ f ∧ϕ g)+, then δI = 1, a
contradiction. Hence the assertion holds.

Lemma 5.4. Let αt < 1, βt < 1 for all t ∈ V \ I and |K| ≥ 2. If there exists
1 ≤ f < g ≤ n such that ϕ(f) = m + 1 and ϕ(g) = n, then there does not exist
f < i < g such that ϕ(i) = p ≤ m.

Proof. Suppose that there exists f < i < g such that ϕ(i) = p ≤ m. Then the
induced W matrix of order 3 in quasi-nested block form from Uϕ[f, i, g] is

V =

 γm+1 γm+1γKδI γm+1γK
γpγI γp γpγI
γnδK γnδI γn

 .
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1146 S. MARTÍNEZ, J. SAN MARTÍN, AND X.-D. ZHANG

By the definition of W in quasi-nested block form, it is easy to see that δI = 1, a
contradiction. Hence the assertion holds.

Lemma 5.5. Let αt < 1, βt < 1 for all t ∈ V \ I and |K| ≥ 2. If there exists
1 ≤ f < g ≤ n such that ϕ(f) = m + 1 and ϕ(g) = n, then ϕ(i) ≤ m for all i < f
and i > g.

Proof. We consider the following two cases.
Case 1. Suppose that there exists i < f such that ϕ(i) = p > m + 1.
If p, n ∈ ((m+ 1)∧ p∧n)+, then the induced W matrix of order 3 in quasi-nested

block form from Uϕ[i, f, g] is

V =

 γp γpγLδK γpγL
γm+1γK γm+1 γm+1γK
γnδL γnδK γn

 ,

where p∧ n := L. By the definition of W in quasi-nested block form, it is easy to see
that δK = 1. Hence βK = 1 and it is a contradiction.

If m + 1, p ∈ ((m + 1) ∧ p ∧ n)−, then denote it by (m + 1) ∧ p := M , and by a
similar argument we have δM = 1. Hence βM = 1 and it is a contradiction.

Case 2. Suppose that there exists i > g such that ϕ(i) = p > m+ 1. By a similar
argument as used in the proof of Case 1, it is a contradiction.

Lemma 5.6. Let αt < 1, βt < 1 for all t ∈ V \ I and |K| ≥ 2. If there exists
1 ≤ f < g ≤ n such that ϕ(f) = m + 1 and ϕ(g) = n, then there does not exist a
pair (i, j) such that i < f , j > g and ϕ(i) ≤ m, ϕ(j) ≤ m.

Proof. Suppose that there exist i < f and j > g such that ϕ(i) := p ≤ m and
ϕ(j) := q ≤ m. If p < q, then the induced W matrix of order 3 in quasi-nested block
form from Uϕ[i, j, g] is

V =

 γp γpγLγI γpγL
γnδI γn γnδI
γqδL γqγI γq

 ,

where p ∧ q = L. By the definition of W in quasi-nested block form, it is easy to see
that γI = 1. Hence αI = 1 and it is a contradiction.

If p > q, it is a contradiction by a similar argument. Hence the assertion
holds.

Lemma 5.7. Let αt < 1, βt < 1 for all t ∈ V \ I and |K| ≥ 2. If there exists
1 ≤ f < g ≤ n such that ϕ(f) = m + 1 and ϕ(g) = n, then either ϕ(i) = i for all
i ∈ I or ϕ(i) = m + i (mod n) for all i ∈ I and αI ≤ min{βJ , βK}.

Proof. By Lemmas 5.4 and 5.5, we have ϕ(i) ≤ m for all i < f and i > g and
ϕ(i) > m + 1 for f < i < g. Hence we need only consider the following two cases.

Case 1. There exists 1 ≤ h < f such that ϕ(h) ≤ m. Then by Lemma 5.6,
there does not exist i > f such that ϕ(i) ≤ m. Further, for 1 ≤ i < j < f ,
ϕ(i) := p < ϕ(j) := q. In fact, if p > q, then the induced W matrix of order 3 in
quasi-nested block form from Uϕ[i, j, g] is

V =

 γp γpδL γpγI
γqγL γq γqγLγI
γnδI γnδI γn

 ,

where p ∧ q = L. By the definition of W in quasi-nested block form, it is easy to
see that γI = 1 or γL = 1. Hence αL = 1 or αI = 1. Both are contradictions.
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INVERSE M -MATRICES 1147

Hence ϕ(i) = i for i = 1, . . . ,m. Moreover, it is easy to show that ϕ(i) < ϕ(j) for all
m < i < j ≤ n. Therefore ϕ(i) = i for i = 1, . . . , n.

Case 2. There exists h > g such that ϕ(h) ≤ m. Then ϕ(i) ≥ m + 1 for all
i < g and ϕ(i) ≤ m for any i > g by Lemma 5.6. Furthermore, it is easy to show
that ϕ(i) < ϕ(j) for all g < i < j, and ϕ(i) < ϕ(j) for all 1 ≤ i < j ≤ g. Hence
ϕ(i) = m+ i (mod n) for all i ∈ I. Moreover, since Uϕ is a W matrix in quasi-nested
block form, then αI ≤ min{βJ , βK}, and the proof is completed.

Lemma 5.8. Let αt < 1, βt < 1 for all t ∈ V \ I. If |K| = 1, then ϕ is the
identity permutation, or ϕ(1) = m + 1 and ϕ(i) = i− 1 for all i = 2, . . . ,m + 1 with
αI ≤ βJ .

Proof. Since |K| = 1, n = m+ 1. Let f ∈ I such that ϕ(f) = m+ 1. We consider
the following three cases.

Case 1. f = 1. Then for any 1 < i < j, ϕ(i) < ϕ(j). In fact, if ϕ(i) := p >
ϕ(j) := q, then the induced W matrix of order 3 in quasi-nested block form from
Uϕ[1, i, j] is

V =

 γm+1 γm+1δI γm+1δI
γpγI γp γpδL

γqγLγI γqγL γq

 ,

where i ∧ j = L. It is easy to see that γL = 1, which yields αL = 1, a contradiction.
Hence ϕ(1) = m + 1 and ϕ(i) = i− 1 for i = 2, . . . ,m + 1. Moreover, αI ≤ βJ , since
Uϕ is a W matrix in quasi-nested block form.

Case 2. 1 < f < m + 1. Then there exists i < f < j such that ϕ(i) := p,
ϕ(j) := q ≤ m. Without loss of generality, we may assume that p > q. Then the
induced W matrix of order 3 in quasi-nested block form from Uϕ[i, f, j] is

V =

 γp γpγI γpδL
γm+1δI γm+1 γm+1δI
γqγL γqγLγI γq

 ,

where i ∧ j = L. It is easy to see that γI = 1, which implies that αI = 1, a
contradiction.

Case 3. f = m + 1. By an argument similar to the proof of Case 1, it is easy to
see that ϕ is the identity permutation.

Now we present the main result of this section.

Theorem 5.9. Let U be a W matrix of order n in quasi-nested block form
with support tree T and defined by −→α ,

−→
β on T . The root of the support tree is I =

{1, 2, . . . , n}, and I− = J , I+ = K. Denote |J | = m. If αt < 1, βt < 1 for all t ∈ V \I
and ϕ is a permutation on I, then Uϕ := (Uϕ(i),ϕ(j)) is a W matrix in quasi-nested
block form if and only if ϕ is the identity permutation on I or αI ≤ min{βJ , βK} with
ϕ(i) = m + i (mod n) for i = 1, . . . , n.

Proof. If Uϕ := (Uϕ(i),ϕ(j)) is a W matrix in quasi-nested block form, it follows
from Corollary 5.3 and Lemmas 5.7 and 5.8 that the assertion holds. Conversely, it is
easy to show that the assertion holds by the definition of a W matrix in quasi-nested
block form.

Remark 5.10. Theorem 5.9 does not hold in general, as we will see in the following
example, if we cancel the conditions αt < 1, βt < 1.
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1148 S. MARTÍNEZ, J. SAN MARTÍN, AND X.-D. ZHANG

Example 5.11. Let U be a W matrix of order 6 as follows:

U =


α1 α1αJ α1αJ α1αJ α1αJ α1αJαI

α2αMβJ α2 α2αM α2αM α2αM α2αMαI

α3αLαNβJ α3αLαNβM α3 α3αL α3αLαN α3αLαNαI

α4αNβJ α4αNβM α4βL α4 α4αN α4αLαI

α5βJ α5βM α5βN α5βN α5 α5αI

α6βI α6βI α6βI α6βI α6βI α6

 .

If αI = 1 and βJ = βM = βN = βL = 1, then Uϕ is a W matrix in quasi-nested block
form for ϕ(1) = 6, ϕ(2) = 2, ϕ(3) = 1, ϕ(4) = 5, ϕ(5) = 3, ϕ(6) = 4.

Acknowledgments. The authors would like to thank the referees for many help-
ful suggestions and for proposing Questions 4.5 and 4.6, which resulted in an improve-
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