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a b s t r a c t

Supporting formal and informalmeetingswith digital information and ubiquitous software systems every
day becomes increasingly mandatory. These meetings require that the integration of devices participat-
ing in the meeting and the information flow among them should be done as seamless as possible to avoid
jeopardizing the natural interactions among participants. Trying to contribute to address such a chal-
lenge, this article presents a framework that allows devices integration and smooth information flow.
This framework, named Clairvoyance, particularly integrates mobile computing devices and large-screen
TVs through a mobile ad hoc network, and thus it eases the implementation of shared displays intended
to be used in formal and informal meetings. Clairvoyance provides a set of services through an API, which
can be used to develop ubiquitous applications that support meetings in particular scenarios. The prelim-
inary evaluation of this framework considered its usage to implement a ubiquitous system that supports
social meetings among friends or relatives. According to developers, the framework is easy to use and it
provided all required services for such an application. The solution obtained was then utilized by end-
users in simulated meetings. The evaluation results indicate that the Clairvoyance services were suitable
to support the informalmeetings, and that the devices integration and information flowwere transparent
for the end-users.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Everyday our physical environments become smarter andmore
interconnected as a way to improve the services that they pro-
vide to people and organizations that use them. AsWeiser pointed
out [1], the challenge to move our software solutions towards a
ubiquitous computing scenario is much more than instrumenting
our environments or allowing interactions among these compo-
nents. Dealing with that challenge also requires, for instance, a
smooth and transparent integration among all devices participat-
ing in the ubiquitous solution.

The recent widespread availability of mobile devices (such as
smartphones, slates and laptops) has energized the development
of novel ubiquitous applications that try to take advantage of both,
the mobility of these devices and the services eventually provided
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by the environments where the users are located. Although these
devices have improved their computing and storage capacity and
also their power autonomy, their screen size is still a limitation to
support several regular activities, for instance, formal and infor-
mal meetings where supporting information needs to be shared
by multiple participants (Fig. 1). In this type of activity, counting
on a shared display where to deploy the supporting information
has been recognized as mandatory [2–5].

Formal meetings are typically conducted in special rooms
equippedwith projection capabilities that allowparticipants to de-
ploy the supporting information on a shared display. These rooms
have shown to be useful and effective; however, they are not al-
ways available when required and their cost is usually high.

In case of informal meetings, the involved people meet almost
anywhere; typically in the place where they encounter or close to
that. The supporting information in an informal meeting is usually
visualized on the screen of a participant’s device, or it can also be
shown on a shared display if the people connect such a device to a
projector or large-screen TV (LSTV). In most cases, the first option
is deficient due to the lack of a synchronous and on-demand access
to the shared information for all participants, and also because of

http://dx.doi.org/10.1016/j.future.2013.10.013
http://www.elsevier.com/locate/fgcs
http://www.elsevier.com/locate/fgcs
http://crossmark.crossref.org/dialog/?doi=10.1016/j.future.2013.10.013&domain=pdf
mailto:cberkhoff@dcc.uchile.cl
mailto:sochoa@dcc.uchile.cl
mailto:jpino@dcc.uchile.cl
mailto:favela@cicese.mx
mailto:jonice@ufrj.br
mailto:luis.guerrero@ecci.ucr.ac.cr
http://dx.doi.org/10.1016/j.future.2013.10.013


C. Berkhoff et al. / Future Generation Computer Systems 34 (2014) 190–200 191
Fig. 1. Formal and informal meetings where people use a mobile computing device to share information.
its limited capability to showdetailed information in a comprehen-
sive way (Fig. 1) [6,7,5].

The second option to display the shared information implies
that a person must physically get the projection equipment and
connect/disconnect it with cables to a mobile device. This proce-
dure usually interrupts the normal flow of the meeting, distracts
participants and reduces the meeting effectiveness. For that rea-
son, most people prefer to simplify that process and show the sup-
porting information directly on the screen of a mobile computing
device, although it could be not the best support for those meet-
ings.

It is well-known that informal meetings play an important role
for successful collaboration in several settings, such as software de-
velopment [8], healthcare [9] and education [10]. The dynamics of
these meetings is relaxed; therefore, the efficiency in the use of
time is not an issue for the participants. By its nature these meet-
ings have no predefined schedule or place of encounter. Yet, these
encounters are grounded on awareness of the work environment
[11] and often they involve the sharing or exchange of documents.
For instance, a study on informal communication in hospitals es-
tablished that almost half of the informal interactions triggered by
physicians included information share or exchange [9]. Social en-
counters with family and friends can also benefit from the ability
to share digital information. Such an event may be an encounter
of grandsons and grandparents to look at pictures of the last va-
cation, or a group of friends meeting to plan a fishing trip for the
next weekend. In many of these informal meetings and social en-
counters the participants are located in places (including homes)
that have a LSTV; however, people are not able to take advantage
of it due to the burden involved in connecting and disconnecting
devices. Finding an available LSTV also represents a limitation for
using these large displays, particularly when the participants are
not familiar with the surrounding environment.

In this paper we present a framework that allows a smooth in-
tegration of shared displays (e.g. a LSTV) and mobile devices. The
framework, named Clairvoyance, is based on the authors’ previ-
ous work [12]. It also provides a service to detect shared displays
in the vicinity and it shows information on them. This framework
implements an API (Application Programming Interface) that was
particularly designed to ease the development of ubiquitous appli-
cations that support informal meetings. Since the devices integra-
tion is based on aWiFi communication channel, people do not need
to use cables or physically manipulate the LSTV device. Thus, the
Clairvoyance-based applications can enable any room with a LSTV
to become a potential meeting room with capabilities to project
supporting information.

The usability and usefulness of the framework was evaluated
by software developers, and also by end-users in a real scenario.
Although the obtained results are still preliminary, they indicate
the framework is easy to use by ubiquitous applications developers
and useful to them. The results also show the services provided by
the framework are suitable to support informalmeetings according
to the end-users.

Section 2 presents the related work. Section 3 describes the
Clairvoyance framework, including its architecture andmain com-
ponents. Section 4 presents the evaluation scenarios and discusses
the results obtained. Section 5 presents the conclusions and future
work.

2. Related work

LSTVs and HD projectors are becoming ubiquitous. They are
usually available inmeeting rooms and increasingly so in corridors,
near elevators and other office spaces. LSTVs can also be installed
outside the meeting room displaying advertisements or other au-
diovisual contents. If these devices have some intelligence, they
also can support interactions with people [13]. Several researchers
have studied the role played by these devices as public screens. In
particular, they can be used to provide information to passers-by
[14,6], and also as mechanisms to support casual meetings [15,16].
In this direction, Gomez-Goiri et al. [17] proposed to display prod-
ucts locations on a supermarket map, so that disabled customers
can decide the best route to reach them. This information is also
distributed to the customers’ mobile devices.

As LSTVs become ubiquitous and interactive, smartphones may
be the input device of choice to interact with them. In a certain
sense, smartphones are becoming the universal remote control for
several other devices.

Various techniques have been proposed to allow computing de-
vices to interact with LSTVs. However, most of them require con-
siderable effort to set up (e.g. cables or adapters). Jeon et al. [18]
present, e.g., several techniques that could be used to deploy im-
ages and video/animations on a LSTV, but they do not address the
connection process between devices or the related communication
issues.

An initial work in this area was SharedNotes which allowed
users to create and manipulate notes (text-based messages) be-
tween several devices, such as PDAs, PCs and public displays [6].
The system also allowed remote users to participate in a meeting
using their workstations.

VNC (Virtual Network Computing) used an approach based on
mirroring the contents displayed on a remote screen in a thin client
that could be a mobile device, thus allowing the remote, and pos-
sibly shared manipulation of the remote device [19]. This mode of
interaction supports application sharing through the paradigm of
WYSIWIS (What You See is What I See). Although flexible, this ap-
proach becomes cumbersome when the difference in size of both
displays is significant. In this direction, we can mention the MOVE
project [20], which provides transparent access to any machines
outside the workplace, offering a uniform and consistent desktop
computing environment. The user’s desktop computing environ-
ment can include customized software, personal data, LSTVs, HD
projectors and other utilities, which can be accessed by any com-
puter or smartphone connected to the network, enabling users
working anywhere to be as if they were at their own regular work-
place without the constraints of mobility and geographical loca-
tion.

The Pebbles project at Carnegie Mellon University introduced
the concept of semantics to support the manipulation of a remote
display using a handheld device [21]. Instead of just mirroring the
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information in both displays, a simple editing interface is made
available in the mobile device to interact with the shared display.
This concept extends other modes of interaction such as the rela-
tively simple ‘‘pick and drop’’ metaphor that allows information in
a mobile device to be displayed on a remote screen [22]. More re-
cently, CGLXTouchhas beenproposed as an approach to allowmul-
tiple collaborators to interactwith an ultra-high-resolution display
system [23]. In this scenario mobile devices do not render content
directly but receive streaming image data from the display system.
This contrasts with the approach we propose which aims at mov-
ing contents stored in the mobile device to the large display.

A different approach involves the manipulation of a large dis-
play through gaze [24], hand gestures or combining both [25]. Ges-
ture Select is an approach that uses mid-air gestures to interact
with a wall large display [26]. Cornejo et al. [27] provide a solu-
tion that allows users to show pictures in LSTV using hand ges-
tures. Such gestures are captured and recognized by aKinect sensor
which sends particular orders to a computer controlling the LSTV.
Although such a solution is interesting, it requires additional in-
frastructure and for the user to be familiar with the gestures un-
derstood by the device. In addition, this solution does not allow the
display of contents that is available in the mobile device, without
explicitly downloading it to the server controlling the LSTV, which
jeopardizes transparency of the sharing process and privacy of the
shared resources.

Media streaming allows images, audio and video to be transmit-
ted to a distant device. Kuo et al. [28] propose a simple application-
level platform-independent mechanism, which provides seamless
media streaming and playing services in a home network. Wein-
berg [29] developed an approach to make high resolution digital
movies using an optical microscope to be sharedwith a remote au-
dience. Several solutions for media streaming have become com-
mercially available in recent years. Apple AirPlay is a proprietary
protocol stack developed by Apple, which allows wireless stream-
ing of media on Apple devices. The use of this technology requires
counting on a particular receiver, such as an AppleTV or the air-
Port Express gateway. We can also mention the integration among
LSTVs, HD projectors and other devices in the scenario of Ambi-
ent Assisted Living (AAL), fostering the provision of equipment and
services for the independent or semi-autonomous living of elderly
people within homes and residences. In this direction, López-de-
Ipiña et al. [30] described an AAL-enabling platform which com-
bines OSGi middleware, interactive TV, RFID and NFC in order to
ease the day-to-day challenges of both elderly people and their
care takers and relatives.

Trying to regulate the interaction among these devices the Dig-
ital Network Alliance has established the DLNA standard to share
multimedia content among several devices, and it certifies devices
that adopt this standard. While there is an increasing number of
devices that comply with the DLNA standard, the emphasis is on
media sharing and not on controlling the remote displays beyond
redirecting content, stopping and pausing.

Another interesting proposal is the Wireless Display (WiDi)
technology, which has been systematically improved by Intel dur-
ing the last years. WiDi allows the integration of mobile devices
and High Definition TVs (HDTV) using a WiDi adapter [31]. Al-
though this technology is highly promising, the current implemen-
tations have two main limitations to address the stated problem:
(1) only devices having aWiDi adapter can be connected to aHDTV,
and unfortunately such a technology is not massively adopted by
the mobile devices manufacturers; and (2) the use of WiDi tech-
nology is highly power consuming, which is critical for devices like
smartphones.

The integration of a projectorwithin themobile phone also rep-
resents an interesting alternative to address the stated problem.
Current devices only support display mirroring, but novel interac-
tion techniques have been explored to deliver commands to the
projection device [32]. These interaction techniques include per-
forming pointing gestures in mid-air around the phone, which can
be inferred using a camera. These new interaction proposals are
mainly focused on addressing the technical aspects of the devices
integration; however, the emphasis of our proposal is on utilizing
the solution.

3. Clairvoyance framework

In order to exemplify the way in which Clairvoyance works,
next we introduce a simulated interaction scenario between a
physician and a radiologist, which was adapted from actual obser-
vation in a hospital setting, where the inability to share a large dis-
play proved disruptive to the encounter. A physician walks out of
a patient room in a hospital when he sees the radiologist passing
by. He approaches him to ask his opinion about the evolution of a
hand injury. The physician displays themost recent X-ray image on
his smartphone and they both approach a LSTV located in the nurs-
ing pavilion. As they approach the display, the physician transfers
the image to the LSTV where they can both discuss the image and
analyze the injury evolution (Fig. 2(a)).

Fig. 2(b) shows how the Clairvoyance-based application used by
the physician works to allow this integration between the physi-
cian’s smartphone and the LSTV. The application is able to locate
available and busy LSTVs in a certain area by using a Clairvoyance
service, as away to guide interested people towards the closest free
shared display; in this case, it is the LSTV located at the nursing
pavilion. In order to allow this detection, a Mobile Ad hoc Network
(MANET) is automatically implemented by one of the Clairvoyance
components. Such a component creates and maintains a MANET
that has two types of nodes: the shared displays in the area and the
mobile devices of the people participating in the meeting. The use
of shared displays is exclusive for only one device at a certain time
instant, and a floor controlmechanism is provided for that purpose.

In Fig. 2(b) we can see the MANET has three components: the
smartphone of the two meeting participants, and the LSTV. How-
ever, just the physician’s smartphone is connected to the shared
display, and thus it can display its information on the LSTV. When
thephysician’s device disconnects from the LSTV, then the resource
will be available to other users. The shared display becomes also
available if it disconnects from the mobile device that was using
it, or if a timeout for the use of the display (that is configurable) is
reached.

Clairvoyance adheres to a client–server architecture; therefore
it has a client application running on the mobile device (e.g. a lap-
top or smartphone) and a server application running on the shared
display. If the shared display is a LSTV, the server application runs
on amicro-component (a nettop) that is connected to such a device
as shown in Fig. 2(b). Counting on a nettop is not required when
the shared display is the screen of a laptop or a desktop, since the
server module runs directly on that computer.

The client and the server components use theHLMP (High-Level
MANET Protocol) API [33] to detect mobile devices and shared
displays in the vicinity, and also to automatically form a MANET
among them. This MANET infrastructure uses WiFi and includes
message routing; therefore it can detectmobile devices and shared
displays that are located at more than one hop of distance from
the device which is sensing the environment. However, for secu-
rity reasons, the information transfer between amobile device and
a shared display can only be done when they are located at one
hop of distance. Thus we try to avoid that remote users make ma-
licious use of the shared displays. Other possible way to address
this security challenge is to use a NFC-based solution, as the one
described in [34], which allows a LSTV to identify the participants
of the meeting. Only identified people should be able to deploy in-
formation on the large screen. Fig. 3 shows the client–server archi-
tecture of the Clairvoyance framework, which is composed of four
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Fig. 2. Clairvoyance interaction scenario.
Fig. 3. Basic architecture of the Clairvoyance framework.

layers: the HLMP API, the Net component, the Screencast and the
User Service Interface.

It is not necessary to use a MANET to support this interaction
process. Many peer-to-peer infrastructures, which implement
simple and lightweight services, could be used to communicate
the shared displays and the client units. In our case, we decided to
use HLMP API because the platform features and capabilities were
well-known for the authors andwe had the capability to adjust the
communication services in case of need.

This architecture implements the separation of concerns pro-
posed by Rodriguez-Covili et al. [35]. The lower layer takes care of
the communication among the participating devices. The two next
layers (i.e. Net and Screencast) provide the coordination services
required to support the informal meetings. The upper layer com-
poses services of the lower layers, and thus it provides other ser-
vices that are ad hoc for supporting meetings and also easy to use
by software developers. The services, known as ‘‘user services’’, are
typically used by the participant to interact with a shared display
and collaborate with other participants (e.g. to share files among
them).

The Clairvoyance services have also been classified according to
the side of the architecture inwhich they can be used; thereforewe
have client services, server services and also services that can run
in both sides. Next we present a more detailed description of the
four layers composing the framework architecture.

3.1. High-Level MANET Protocol API

As mentioned above, the lower layer uses the HLMP API infras-
tructure [33] that provides communication support to the devices
participating in a meeting (i.e. shared displays and also smart-
phones and laptops), which are close in a physical environment.
This communication support is provided through a MANET. The
HLMP API allows message passing among devices and also man-
ages connections, disconnections and identification of nodes in a
transparent way for the end-users. This infrastructure is already
implemented on WiFi, but it could also use NFC technology. The
Clairvoyance communication infrastructure represents a comple-
ment to support high-level interactions among the participating
devices.

Since HLMP API implements message routing, the MANET can
be formed by devices that are located at more than one hop of
Fig. 4. Example of a MANET implemented with the HLMP API.

distance (Fig. 4). However, the routing capabilities are only used to
sense the environment (i.e. detecting other nodes in the vicinity)
and keep the network topology.

Themessage delivery strategies supported byHLMP are unicast,
multicast and broadcast. The MANET nodes can interact among
themusing one of the three supported interaction styles: attended,
partially unattended and unattended. Attended interactions re-
quire the intervention of the users engaged in a meeting. Partially
unattended interactions occur when a user interacts with one or
more devices, but without interacting with the users of those de-
vices. In that scenario, just the user triggering the interaction re-
quest is aware of this process; e.g. when the user explicitly tries to
connect his device to a shared display.

Finally, unattended interactions occur when users are not
aware of the actions that are being performed by their devices.
Unattended interactions are used to implement several awareness
mechanisms that are usually embedded in ubiquitous systems; e.g.
detection of users’ presence, location and availability.

The HLMP infrastructure also provides Clairvoyance awareness
information about the users connected to the MANET and file
transfer capabilities among their devices, which are interesting
services to support informal meetings.

3.2. Net

The net component is responsible for managing the logic con-
nection between a client device and a shared display, i.e., it imple-
ments a session link. As shown in Fig. 3, the net component uses
the HLMP API as communication support among the devices par-
ticipating in ameeting. The net services are provided through both,
a client and a server module. From the client side, the Communi-
cationController interface allows access to the services provided by
the class with the same name (Fig. 5). That class is in charge of con-
figuring and managing the communication link between a client
device and a LSTV using the Protocol class. The Constants class is
used by the Protocol class to identify the devices participating in
the meeting session.

The CommunicationController uses the ScreenEmitter class,
which allows a Clairvoyance client to build the messages con-
taining the graphical information (i.e. ScreenMessage). In order to
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Fig. 5. Structure of the net component.
perform this operation the ScreenEmitter uses interfaces to the
ICompressionStrategy and CompresssionStrategies classes that be-
long to the Screencast component.

The net client module also implements the interfaces to access
the services and message types provided by HLMP API, which im-
plements the MANET with the devices participating in the meet-
ing. Each of these devices shares control information with the rest
of the nodes by using the UserDataAdmin class. The shared infor-
mation includes the type of participating device (e.g. smartphone,
slate, laptop or LSTV) and its status (e.g. available or busy). Thus, it
is possible to identify shared displays in the vicinity, and also the
distance (in terms of hops) between a client and a server device.

The Linker class encapsulates the task of linking a client de-
vice and a shared display. In the client side this class implements a
blocking call to the server module, which returns a Boolean value.
True indicates that the linking process was successful, and false
means that it failed (typically by the server unavailability or time-
out). In order to perform this task the Linker uses the Protocol and
LinkMessage classes.

The LinkMessage, UnlinkMessage and ResponseMessage message
types implement the SafeUnicastMessage interface, since they re-
quire a more reliable delivery than the one used for regular mes-
sages. From the server side the net structure is similar to that of the
client. However, the server by default is passive and it just reacts
to the requests sent by the client devices.

Fig. 6 shows a state transition diagram for a client and a server
unit during an informal meeting, and also the interaction protocol
(dashed lines). Once the MANET is connected, both units remain
idle, waiting for an action from the user. In that case, the user (i.e.
client application) can sense the environment, ask for the state or
request a connection to a shared display. The server response will
depend on the request. Particularly if it is a ‘‘connection request’’
and the state of the display is ‘‘available’’, then the server creates a
synchronous connection with the client unit. The client deploys its
screen information on the LSTV using this link. That activity is au-
tomatically performed until the client decides to disconnect, and
in that case both units go back to the initial state. The server im-
plements two threads that allow responding to the client requests,
even if it is also connected to a client unit.
3.3. Screencast

This component is in charge of managing the exchange of sup-
porting information between a client device and a shared display.
The screencast client is in charge of compressing and packing the
user interface of the client device connected to a LSTV (or any other
type of shared display), and the server module is the counterpart;
i.e. it is in charge of unpacking and decompressing such informa-
tionwhen it is received. The servermodulemakes this information
available to the upper layer component to allow ubiquitous appli-
cations to make use of it and deploy it on the screen whenever it is
required.

From the client side, the ICompressionStrategy class is in charge
of selecting one of the two compression strategies currently sup-
ported in Clairvoyance: simple or BDS compression. Fig. 7 shows
the classes that are responsible of performing that compression
(i.e. SimpleCompressor and BSDcompressor). The information to be
compressed is a screenshot of the client device that is captured by
the ScreenShooter class.

From the server side we have almost the same classes than in
the client side, except for the ScreenShooter, which is not required
by the server.

Clairvoyance does not formally consider security and privacy
issues for the information exchange between clients and servers.
However, the platform includes some level of information pro-
tection because the exchanged data is compressed, and thus only
nodes knowing the compression algorithm can access that infor-
mation. Moreover, all people connected to the MANET become
automatically visible for the participants; this allows detecting
unauthorized users trying to participate in the meeting.

Security and privacy issues can be relevant or irrelevant de-
pending on both, the meeting type and the sensitiveness of the
information being deployed in the shared displays. Provided that
Clairvoyance was not conceived to address informal meetings in a
specific application area, it was kept open, allowing the developers
to add security or privacy mechanisms over the services provided
by the platform. Thus, they can decide when to protect the infor-
mation exchange with the mechanisms they consider appropriate.
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Fig. 6. Interaction protocol between client and server.
Fig. 7. Structure of the screencast component.
3.4. User service interface

This component makes available a list of services through the
Clairvoyance API. These services are typically required by develop-
ers while building these applications. Table 1 presents a summary
of the main services provided by Clairvoyance through this API.

In order to exemplify the use of these services, next we describe
a typical process to create ameeting session and present shared in-
formation to participants in an informalmeeting.When the user of
a mobile computing device wants to connect to a LSTV, the Clair-
voyance client applicationneeds to becomepart of aMANET,which
is done using the OpenManet() service. Once connected to the
MANET, the device is able to scan the environment (i.e. the mobile
ad hoc network) to get information on all shared displays located
within one or more hops of distance (it is done using the Avail-
ableSD() service). Fig. 8(a) shows the user interface provided by de-
fault by this service, which indicates that there is just one available
LSTV that is named WindBox. If the user selects that screen and
connects to it (using the ConnectToSD() service), the mobile device
displays the connection properties (Fig. 8(b)) using the information
provided by the ConnectionStatus() service. While this link is ac-
tive, any application or resource displayed on the screen of master
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Fig. 8. Clairvoyance user interface at the client module. (a) Devices discovered in the vicinity, (b) A connection is established and its status displayed on the client screen,
(c) The screen of the mobile device is mirrored on the large screen.
Table 1
Summary of Clairvoyance services.

Service name Description Client
support

Server
support

OpenManet() This service adds the device to an available MANET, as a client device or a shared display. If a MANET is not available in
that environment, this service creates the MANET and adds the node as the only member of the network. Then other
nodes can be added to this MANET.

√ √

ManetStatus() It retrieves the information of the MANET current structure, including its topology, and node types, availability and
distance (in terms of number of hops) for the asking device.

√ √

AvailableSD() This function is similar toManetStatus() but it informs just the available shared displays.
√

ConnectToSD() It intends to establish a master–slave relationship with a specific shared display. This service requires an explicit user’s
intervention. If the request is successful, then that resource will be displaying the information of the master device (i.e.
the smartphone or laptop) until it disconnects from the shared display.

√

TryConnectToSD() This service is similar to ConnectToSD(), but it does not require user’s intervention. The device will automatically try to
connect to a specific shared display, and it will inform the user just when a successful connection has been established.

√

DisconnectToSD() It is the counterpart of the ConnectToSD() service.
√

DisconnectToSDT () This function is similar to the DisconnectToSD(), but it does not require user’s intervention. It can be used, e.g., to
disconnect a device from a shared display when a timeout has been reached.

√

ConnectionStatus() This function captures and informs various parameters of the current connection between master and slave (i.e. shared
display)

√

SendScreen() This service captures and transfers a screenshot of the master device to the shared display at a certain frame rate. That
information is automatically deployed on the screen of the slave device.

√ √

FileTransfer() This function transfers a file on-demand between two mobile devices participating in a meeting.
√

device is also shown on the LSTV (Fig. 8(c)). Formost resources, e.g.
documents and pictures, the user perceives that this deployment is
performed in real-time. However, the bandwidth provided by the
MANET is not suitable enough to deploy videos. In those cases, the
user perceives a very small delay between the video frames (0.2 s
approximately), which would be handled using streaming.

All users participating in the meeting are able to scan the en-
vironment and detect the presence of the WindBox screen (i.e.
the LSTV). If this shared display is busy (i.e. linked to another de-
vice), the connection button in the user interfacewill appear as dis-
abled until the current user frees the LSTV. It can be done through
three mechanisms: (1) the user makes an explicit disconnection
(using the DisconnectToSD() service), (2) a timeout for the use of
the shared display is reached, or (3) the master device gets discon-
nected from the slave device. Once the shared display is free, an-
other user can connect to it and share his supporting information
with the rest of the participants in the meeting.

All these services are available for developers through the Clair-
voyance API, which provides an abstraction layer to manage the
network topology, participants in a meeting, awareness informa-
tion, file transfer and messages passing without the need to deal
with the low-level mechanisms typically used in MANETs. This
should contribute to ease the development of ubiquitous applica-
tions that support informal meetings.

3.5. Implementation issues

The first version of this system was implemented using C#
and it was available for Windows Mobile 6.0 (for smartphones)
and Windows XP and Windows 7 (for laptops and nettops). The
second version of Clairvoyance was implemented in java, as a way
to increase the number of operating systems for which this tool
was available. Now the system runs also in Android 4.x and Linux.

Theweight of the client and servermodules for both implemen-
tations (i.e. in C# and java) is addressable by the devices which
theywere designed for. The Clairvoyance client applicationweighs
1.2 MB and it additionally requires 5 MB of RAM to work properly.
In the case of the servermodule, itweighs 800 kB and requires 5MB
of RAM to support the interactions with the clients.

Concerning the computing power, the system requires a proces-
sor speed of 600MHz or higher. Considering these system require-
ments we can observe that a large variety of mobile computing
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devices are currently able to run the Clairvoyance modules. The
client and server modules have a setup application that simplifies
the installation process.

4. Experimental results

Three evaluations were performed to assess the Clairvoyance
usability and usefulness. The first one was done by software de-
velopers, and its main goal was to determine the suitability of the
framework to support the development of these ubiquitous appli-
cations. The second evaluation tried to understand how appropri-
ate are the Clairvoyance services in terms of performance, and how
stable are those results. End-users did the third evaluation; itsmain
goal was to determine the usefulness and usability perceived by
people. Next sections describe these evaluations and discuss the
results obtained.

4.1. Developers’ evaluation

Two software engineers participated in this evaluation process.
One of them had one and a half years of professional experience,
and the other one had 2 years. Both of them received the same in-
troductory talk about Clairvoyance, the documentation about the
API, and the requirements to be satisfied by the system that they
had to develop. Each engineer developed an ubiquitous applica-
tion to support social encounters among friends or relatives. The
application was simple; it had to allow a user to sense the environ-
ment, connect/disconnect devices to a LSTV, exhibit information
on a shared display and show the connection status when amobile
device was connected to a LSTV. The system should utilize the user
interfaces provided (by default) by the framework, thus avoiding
the extra time needed to tune or re-design user interfaces. In sum-
mary, they had to develop an application integrating some of the
user services provided by Clairvoyance through its API.

The meeting lasted 65 min, and during this period the develop-
ers had the chance to ask questions to clarify the requirements or
Clairvoyance services. After that, the engineers worked individu-
ally and both of them developed their own version of the system.
Both applications satisfied all the stated requirements.

The engineers were interviewed after this development pro-
cess. They estimated that the process took between 15 and 20 h
of their time, which was mainly spent to ensure that the services
added to the applicationwere right and to provide suitable support
to end-users.

Both developers found the Clairvoyance API useful and easy to
use, although they had no idea about how the system architecture
worked. The only architectural aspect they knew was that the
framework adhered to the client–server pattern.

The engineers considered that the Clairvoyance API should be
easy to use for an ample variety of developers, because the use
of this framework does not require developers with particular
skills. Although these results are preliminary, they indicate that the
framework would be suitable for developers of these applications.

4.2. Performance evaluation

One of the applications developed in the previous evaluation
stage was randomly selected for the performance tests. Thirty in-
stances of the same test were conducted to determine the aver-
age performance of the evaluated services. Half of the tests were
done using a smartphone (HTCDiamond 2) as client device, and the
rest used a laptop (Lenovo Thinkpad X201). The following variables
weremeasured in each test: scanning time, connection time, num-
ber of timeouts, channel throughput between client and server,
and time to detect a change of status. The scanning time indicates
the time spent by a Clairvoyance client to sense the environment
Table 2
Performance evaluation results.

Variable Smartphone Laptop
Avg. Std. dev. Avg. Std. dev.

Scanning time (s) 4 2 3 1
Connection time (s) 8 3 6 1
Number of timeouts 0 – 0 –
Channel throughput (kbps) 143 35 228 42
Change of status detection delay (s) 8 3 5 2

and determine which devices are present. Likewise, the connection
time measures the time required by a client device to connect to a
LSTV. That period goes from the time that the linking request is
sent, until the instant at which the link between the client and
server is available for use. The number of timeouts indicates the
number of connection requests which reached a timeout due to
connection problems in spite of the LSTV (i.e. the server) being
available. The channel throughput indicates the number of bytes
per second received by the Clairvoyance server during a connec-
tion. Finally, the time to detect a change of status indicates the de-
lay between the time the LSTV changes its status (e.g. from busy
to available) and the time the rest of the devices detect the new
status. Table 2 shows the results obtained.

As expected, the interaction between the LSTV and powerful
client devices (i.e. a laptop) has a better performance than when
a smartphone is the client. The throughput of the communication
channel is limited by the HLMP API implementation. Although the
throughput values could seem relatively low, they are comparable
to those obtained by well-known MANET implementation infras-
tructures, e.g. in Optimized Link State Routing (OLSR) [33].

We can evaluate this throughput in terms of the requirements
of the healthcare scenario. For instance, we can try to understand
how this throughput affects the time required to deploy X-ray im-
ages in LSTVs, as shown in Section 3. A typical high resolution
chest X-ray image, which is quite large compared to regular X-ray
images, weighs 20 MB approximately. Those images can be com-
pressed using lossless JPEG compression to about 8MB [36]. There-
fore the process to transfer those images from a smartphone to a
LSTV requires 56 s, which seems to be an acceptable time for peo-
ple having an informal meeting. Moreover, if we consider that un-
compressed computer tomographies weigh 15 MB approximately,
a magnetic resonance weighs about 6.3 MB and an ultrasound im-
age occupies 1.5 MB [37], the transfer time for any of these images
becomes shorter. These numbers allow us to expect that the pro-
posed system can be used to share several visual resources typi-
cally used in healthcare activities.

4.3. End-users’ evaluation

We performed a usability evaluation with thirteen end-users
in order to determine whether this performance was acceptable
for them. Three of them were between 10 and 15 years old, four
between 18 and 25, three between 42 and 45, and three between
56 and 60 years old. People received a basic instruction (2 or
3 min), and then they used the application to complete a series of
tasks consisting of 3 connections, 3 disconnections, 2 scans and the
deployment of 5 images and one video on the LSTV.

A random device (between smartphone and laptop) was as-
signed to each user. Five of them used a laptop (Lenovo Thinkpad
X201) and seven people used a smartphone (HTC Diamond 2). All
participants were able to complete the tasks, and the use of a par-
ticular device was not relevant. In order to validate the potential
impact that the use of a device has over the users’ performance
(i.e. the time needed to complete the activities), we compared the
means considering a significance of 95%. The confidence intervals
for both series (i.e. performance using a laptop and a smartphone)
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are overlapped (CI95% laptop: 6.76–18.41 min, and CI95% smart-
phone: 6.76–18.07 min), therefore it is highly improbable that
there is a relationship between the device being used and the users’
performance.

We also explored the relationship between participants’ age
and their performance. In order to do that we split the participants
in four groups according to their ages: 10–15, 18–25, 42–45 and
56–60 years old. Table 3 presents a summary of these results. We
did not discriminate the user’s performance according to the de-
vice being used, because it was already proved that these variables
were independent.

Analyzing the confidence intervals (CI95%) for the four groups
we can infer there is no statistically significant difference between
G1 and G2, and also between G3 and G4, since those intervals have
an important overlap. However,we can separate the participants in
two groups: young (10–25 years old) and adults (42–60 years old)
and analyze the relationship between those participants and their
performance. In order to do that we have defined the following
null hypothesis (H0): there is no difference between the performance
of young and adult people when they use Clairvoyance to support
informal meetings. The Student’s test was used to validate this
hypothesis; the significance p was equal to 0.000004, refuting the
null hypothesis. Therefore we can expect that young people have a
better performance than adults.

After using the system, the participants completed a survey
using a 5-point scale to rate each item: good (5), acceptable (4),
neutral (3), deficient (2), and unacceptable (1). Table 4 shows the
results obtained, where we can see that the significance for every
item (when using both laptop and smartphone) is over 0.05. This
indicates there is no statistically significant difference in theusabil-
ity of the system, either with a laptop or with a smartphone. These
results are aligned to those obtained for the users’ performance.

After this evaluation seven participants asked us for a copy of
the software to use it in their own homes. This also indicates that
the users felt comfortable with the application.

Since various participants were relatives or friends, after the in-
dividual evaluation we organized two meetings, with two differ-
ent groups. Themeetings’ goal was to share pictures of some travel
the participants had done, but not necessarily together. For these
meetings every participant had to bring up to 15 pictures in a mo-
bile device we provided them.

The first meeting included three people and the second one had
four persons. Both participant sets were disjoint. The participants’
age ranged from 10 to 45 years old; i.e. they belonged to the first
three users’ categories shown in Table 3.

The meetings had a free dynamics, therefore the participants
self-organized their participation during each session. They had to
connect their devices to a LSTV, present and explain their pictures,
and finally disconnect from the shared display. Both meetings
lasted one hour approximately and there was a witness that
followed the session dynamics. After the meetings two questions
were asked to the participants, and they answered using the same
scale than the previous survey. Table 5 shows the obtained results,
where we can observe that the usefulness of the system is not
affected by the type of device used by the participants.

A short interview with the participants after these meetings
allowed us to realize that they found more value in the applica-
tion once they used it during a real informal meeting. Although
these results are still preliminary, they are consistent with those
obtained in the previous experiment.

5. Conclusions and future work

Shared displays have shown to be useful to support infor-
mal meetings in various scenarios, such as at home, hospitals or
business settings. Every day it becomes increasingly important to
Table 3
Summary of the users’ performance.

Users age Laptop and smartphone CI95%
# of
participants

Avg.
time (min)

Lower
limit (min)

Upper
limit (min)

G1: 10–15 years old 3 7.3 5.97 9.23
G2: 18–25 years old 4 8.4 7.45 8.9
G3: 42–45 years old 3 17.2 8.44 23.3
G4: 56–60 years old 3 16.1 11.62 28.05

smoothly integrate the mobile devices used by the meeting par-
ticipants and large displays available in the physical environment.
This integration could allow participants to share and analyze the
supporting information in a fast or more effective way.

This article presents a framework named Clairvoyance, which
provides a smooth integration between shared displays (partic-
ularly large-screen TVs and computer screens) and mobile de-
vices (particularly smartphones and laptops). Themain goal of this
framework is to help people to share visual resources during infor-
mal meetings or social encounters, avoiding manipulating cables
to connect devices or perform device configuration processes. The
solution uses a wireless link between a shared display and themo-
bile device that deploys the visual information, and that integration
is transparent for the participants in a meeting. No infrastructure-
based communication networks are required in the environment
where this solution is used, since Clairvoyance automatically cre-
ates and manages the communication links required to perform
the operations.

This framework provides an API with several user services that
can be utilized by software developers to create solutions that sup-
port informalmeetings in particular scenarios. These serviceswere
used by two software engineers to develop a ubiquitous applica-
tion supporting social encounters of friends or relatives. Although
this evaluation is not enough to get final conclusions, the prelim-
inary results indicate that the Clairvoyance services are reusable,
and also useful and easy to use for developers of these solutions.

The performance of Clairvoyance was evaluated in particular
settings, as a way to assess how reliable and stable its services are.
The results allowed us to identify some improvement areas; how-
ever, the services performance and reliability are good enough to
support informal meetings.

Finally the application was evaluated by end-users in two
instances. The first one involved a list of activities that the users
should do individually using the system. The obtained results
were encouraging with all participants being able to complete the
activities. Particularly young people were highly enthusiastic of
using the application and they had the best users’ performance.

The second evaluation was done by two groups of people per-
forming a real informal meeting; particularly a social encounter
to share travel pictures. In that process the participants used the
application as in a real informal meeting; therefore they utilized
most of the Clairvoyance services and also decided when to use
them. The results obtained showed that users were more enthu-
siastic with the system than in the previous evaluation instance.
Since the user interface of the Clairvoyance services is simple, an
ample range of people were able to use it successfully.

Concerning theClairvoyance limitationswe can say that the ser-
vices performance probably should be improved to handle more
properly the transfer of videos or large images (e.g. weighingmore
than 20 MB) during formal meetings. The current system imple-
mentation allows transfer of large-size resources in a LSTV, but this
sharing process involves a short delay due to the data transfer per-
formed from the client to the server device. Although these delays
were accepted by participants of informal meetings, they could af-
fect the dynamics and time use when the meetings are formal. The
evaluation of Clairvoyance as support for formal meetings is part
of the future work considered in this initiative.
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Table 4
Usability and usefulness evaluation results.

Evaluation item Smartphone Laptop Signif.
Avg. Std. dev. Avg. Std. dev. p

How suitable was the response time shown by the application 3.9 0.69 4.6 0.55 0.08
How understandablewere the user interfaces of the system 4.3 0.76 4.4 0.55 0.44
How usefulwere the system services to perform the required actions 4.6 0.53 3.8 0.45 0.63
How reliablewere the services provided by the system 4.7 0.49 4.6 0.55 0.61
Table 5
Usefulness to support informal meetings.

Evaluation item Smartphone Laptop Signif.
Avg. Std. dev. Avg. Std. dev. p

How suitable is the application to support these meetings 4.5 0.58 5 0 0.20
How useful could be this application to support informal meetings and social encounters 4.8 0.50 4.7 0.58 0.84
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