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Abstract. In this paper we present further studies of recurrent configurations of chip-firing
games on Eulerian directed graphs (simple digraphs), a class on the way from undirected
graphs to general directed graphs. A computational problem that arises naturally from this
model is to find the minimum number of chips of a recurrent configuration, which we call the
minimum recurrent configuration (MINREC) problem. We point out a close relationship be-
tween MINREC and the minimum feedback arc set (MINFAS) problem on Eulerian directed
graphs, and prove that both problems are NP-hard.
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1. Introduction

A feedback arc set of a directed graph (digraph) G is a subset A of arcs of G such
that removing A from G leaves an acyclic graph. The minimum feedback arc set
(MINFAS) problem is a classical combinatorial optimization on graphs in which one
tries to minimize |A|. This problem has a long history and its decision version was one
of Karp’s 21 NP-complete problems [19]. The problem is known to be still NP-hard
for many smaller classes of digraphs such as tournaments, bipartite tournaments, and
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Eulerian multi-digraphs [7, 11, 15]. We will prove that it is also NP-hard on Eulerian
digraphs, a class in-between classes of undirected graphs and digraphs, in which the
in-degree and the out-degree of each vertex are equal.

The chip-firing game is a discrete dynamical system that has received a great at-
tention in recent years, with many variants. The model is a kind of diffusion process
on graphs that can be defined informally as follows. Each vertex of a graph has a
number of chips and it can give one chip to each of its out-neighbors if it has as many
chips as its out-degree. A distribution of chips on the vertices of the graph is called
a configuration. The model has several equivalent definitions [1,4, 5, 10]. In this
paper we refer to the definition on digraphs given by Bjorner, Lovasz, and Shor [5].
The most important property of chip-firing games is that if the game converges, it
always converges to a unique stable configuration. This property leads to some re-
search directions. A natural direction is the classification of all lattices generated by
the converging games [20,21]. Most recently, the authors of [26] gave a criterion that
provides an algorithm for deciding that class of lattices. In this paper we pay atten-
tion to another important direction initiated in a paper of Biggs. The author defined a
variant of chip-firing game on undirected graphs, i.e., the Dollar game [3], and stud-
ied some special configurations called critical configurations. A generalization to the
case of digraphs was given in [10, 17] where the authors defined recurrent configura-
tions and presented many properties that are similar to those of critical configurations
on undirected graphs. Holroyd et al. in [17] also studied the chip-firing game on
Eulerian digraphs and presented several typical properties that can also be considered
as natural generalizations of the undirected case. In this paper we continue this work
and present a connection between the MINREC problem and the MINFAS problem
on Eulerian digraphs. As a corollary of this connection, the MINREC problem is
NP-hard on Eulerian digraphs, therefore on general digraphs.

A typical property of recurrent configurations is that any stable configuration be-
ing component-wise greater than a recurrent configuration is also a recurrent config-
uration. If the set of minimal recurrent configurations is known, one knows the set of
all recurrent configurations. Hence, it is worth studying properties of such recurrent
configurations. It turns out from the study in [30] that we can associate a minimal
recurrent configuration of an undirected graph G with an acyclic orientation of G.
The acyclic orientations of G have the same number of arcs, namely |E(G)|, so do
the total number of chips of minimal recurrent configurations. A direct consequence
of this fact is that we can compute the minimum total number of chips of a recurrent
configuration in polynomial time since we can compute easily a minimal recurrent
configuration, in the undirected case. It is natural to ask whether this problem can
be solved in polynomial time for the case of digraphs. We show in this paper that
the problem is NP-hard for digraphs, in particular for the class of Eulerian digraphs.
Our method for attacking this problem is described succinctly as follows. By giving
a polynomial-time reduction from the MINFAS problem on general digraphs to the
MINFAS problem on Eulerian digraphs we show that the MINFAS problem on Eule-
rian digraphs is also NP-hard. The MINFAS problem is obviously equivalent to the
problem of finding the number of arcs of a maximum acyclic subgraph. We show that
the set of acyclic subgraphs of an Eulerian digraph with exactly one fixed source s
always contains a maximum acyclic subgraph. Moreover, the number of arcs of such




MINFAS and MINREC Problems 375

a maximum acyclic subgraph can be computed directly knowing the number of chips
of a minimum recurrent configuration with the sink s (via firing graphs), and vice
versa. This implies the NP-hardness of the MINREC problem.

The paper is divided into two main sections. In the first section we recall the def-
inition of recurrent configurations and give a connection between minimal recurrent
configurations and maximal acyclic subgraphs of an Eulerian digraph via the Dhar’s
burning algorithm. This connection leads to the study of the maximum acyclic sub-
graphs on Eulerian digraphs that is done in the second section. Most importantly, we
show that the set of acyclic subgraphs with exactly one fixed source always contains
a maximum acyclic subgraph. By using this property we show that the MINREC
problem is NP-hard at the end of this section. Note that we will directly manipulate
sets of arcs of acyclic subgraphs, to which we conveniently assign the name acyclic
arc sets.

2. Recurrent Configurations of Chip-Firing Game and Acyclic Arc Sets

A simple digraph is a digraph that has no loop and has no more than one arc from v
to v/ for any two distinct vertices v, v'. Throughout this paper a graph always means
a simple digraph. All results in this paper can be generalized easily to the case of
multi-graphs. Traditionally, the vertex set and the arc set of a graph G are denoted
by V(G) and E(G), respectively. An Eulerian graph is a connected graph in which
the in-degree and the out-degree of each vertex are equal. An undirected graph is
considered as a graph in which for any edge linking u# and v, we consider two arcs:
one from u to v and another from v to u. With this convention a connected undirected
graph is an Eulerian graph.

2.1. Chip-Firing Game on Graphs

Let G = (V, E) be a graph. A vertex s is called a global sink if deg/:(s) = 0 and for
any v € V there is a path from v to s (possibly a path of length 0). Clearly, if G has a
global sink then it is unique.

A configuration ¢ of G is a map from V to N. The value ¢(v) can be regarded
as the number of chips stored at v. A vertex v of G is active if c¢(v) > deg&(v) > 1.
Configuration c is stable if ¢ has no active vertex. Firing at v results in the map
¢’: V — Z defined by

c(w) —degl(w), ifw=y,
c'(w)=1 c(w)+1, ifv#wand (v,w) €E,

c(w), otherwise.

This firing is often denoted by ¢ — ¢’. Clearly, if v is active then ¢’ is also a configu-
ration of G. In this case the firing ¢ — ¢ is called legal. If d is obtained from ¢ by a
sequence of legal firings (possibly a sequence of length 0), we write ¢ — d.

A game beginning with initial configuration c¢¢ and playing with legal firings is
called a chip-firing game. Note that at each step of firing there are possibly more
than one active vertex, therefore there are possibly more than one choice of legal
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firing. As a consequence, it may be a complicated problem if one wants to know the
termination of the game. Hopefully, it is not the case for the chip-firing model since
the termination has a good characterization.

Lemma 2.1. ([4]) Let G be a graph and c an initial configuration. Then the game
either plays forever or arrives at a unique stable configuration. Moreover, if G has a
global sink, the game arrives at a stable configuration. We denote by c° this stable
configuration.

Fix a linear order vi < vp < -+ < v, onV, where n = |V|. The Laplacian matrix
A of G with respect to the order is given by

_dG(Vivvj)a lfl#ﬁ
Y degg(vi),  ifi=,

where
1, if(V[,VJ')EE,

0, otherwise.

d(;(vi,vj‘) = {

With the order a configuration can be represented by a vector of Z", therefore can
be regarded as an element of the group (Z", +). It follows from the firing rule that if
¢ 5 d then there is z € Z" such that ¢ —d = z.A.

If the graph G is strongly connected, the game can play forever. However, the
game converges to a unique configuration for any initial configuration if we disable a
vertex s of G so that it cannot be fired no matter how many chips it has. The reason
for the convergence of this variant is that when we disable a vertex s, the game is
equivalent to the ordinary one that plays on the graph G in which all out-going arcs of
s have been deleted, therefore plays on a graph with a global sink s. This observation
leads to the notion of recurrent configuration due to Dhar and Biggs [3, 10], and also
known under the name Dhar’s burning algorithm.

2.2. Chip-Firing Game on Eulerian Graphs with a Sink and Recurrent Configurations

Let G = (V, E) be an Eulerian graph with a distinguised vertex s called the sink of
the game. A chip disappears when going to the sink. We define a configuration on G
to be a map from V\{s} to N. Although the sink does not hold chips, we define it to
be active if all other vertices are not active. A configuration c is called stable if s is
active in c. When s is active, firing s means the process of adding one chip to each
out-neighbor of s. For a configuration c, let ¢® denote the stable configuration that is
reachable from c by repeatedly firing active vertices distinct from s. It follows from
the above observation that ¢° is unique. The configuration c° is called the stabilization
of c. A configuration c is recurrent if after firing s and stabilizing, the game arrives ¢
again. The set of all recurrent configurations is denoted by REC(G).

There is a naturally generalized definition of recurrent configuration on graphs
with a global sink. In that definition a configuration is recurrent if it is stable and
accessible [17]. The graph G can be made into a graph with a global sink s if we
remove all out-going arcs of s in G. Then the two definitions are equivalent.
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(a) An Eulerian graph G with the sink s in (b) A stable configuration ¢ on G.
black.
) SR )P
A//' \0) / ; 10)
2 Y
Y\ /’\/
(0)
—/
(c) The configuration ¢ + f. (d) The configuration (¢ + f3)°.

Figure 1: Verifying the recurrence of a configuration.

Let 3 be the configuration given by B(v) = 1if (s, v) € E, and B(v) = 0 otherwise.
Clearly, firing s results in the configuration ¢ + 3 (the sum is done vertex-wise). Thus
a configuration c¢ is recurrent if and only if ¢ = (c+ 8)°. Moreover, each vertex
distinct from s is fired exactly once during the process of stabilizing (¢ + f3) until
s is active [17]. See Figure 1 for an illustration of verifying the recurrence of a
configuration. The configuration in Figure 1b is recurrent since it is the same as the
configuration in Figure 1d.

We define an equivalence relation ~ on the set of all configurations of G by ¢ ~
¢ if ¢y — ¢ are in the Abelian group in (Z‘V‘_l, +) generated by the rows of the
matrix A, where A’ is the Laplacian matrix of G in which the row and the colum
corresponding to s have been deleted. Note that the above definition of recurrent
configuration does not work on a general strongly connected graph since § may not
be in the same equivalence class as the configuration 0 (a configuration does not have
any chip), therefore ¢ # (¢ + 3)° for any configuration ¢. Speer presents the script
algorithm as a generalization of the Dhar’s burning algorithm to graphs with a global
sink [33]. The following shows a basic algebraic property of recurrent configurations.

Lemma 2.2. ([17]) The set of recurrent configurations REC(G) is an Abelian group
with the addition defined by ¢ & c’ := (c+c’)°. Moreover, each equivalence class
according to ~ contains exactly one recurrent configuration, and |REC(G)| is equal
to the number of the equivalence classes.

The number of equivalence classes is equivalent to the determinant of A By the

!
Matrix-tree theorem the number of spanning trees rooted at s is equivalent to det(A ),
therefore to |[REC(G)| [35]. By using the burning algorithm Majumdar and Dhar
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gave a natural bijection between REC(G) and the spanning trees on undirected graphs
[22]. Cori and Le Borgne also gave a remarkable bijection such that the difference
between the number of chips of a recurrent configuration and the external activity of
the associate tree is equal to the number of edges minus the degree of the sink [9]. The
bijection gives a bijective proof for a result of Lépez about the connection between
the generating function of recurrent configurations and the Tutte polynomial [23].
For graphs Holroyd et al. presented a natural bijection by using the rotor router
operation [17].

A configuration c is called a parking function if for any non-empty subset U of
V\{s} there is v € U such that ¢(v) is less than the number of arcs from v to the
vertices outside of U. It is known that the number of parking functions with respect
to s is equal to the number of spanning trees of G rooted at s [27]. For a bijective proof
of this fact a family of bijections between parking functions and rooted spanning trees
is presented in [8].

A configuration c is called superstable if for any non-empty subset A of V\ {s} the
vector c — Y ca A’V has a negative entry, where A'V denotes the row of A corresponding
to the vertex v [17]. Let & be the configuration given by §(v) = deg(v) — 1 for any
v # 5. It is well known that on undirected graphs a configuration c is recurrent if
and only if § — ¢ is a parking function. Moreover, a configuration is superstable if
and only if it is a parking function [10, 17]. A generalized definition of superstable
configurations on a graph with a global sink can be found in [16,24].

Eulerian graphs are exactly those connected graphs G in which a configuration
does not change if we fire simultaneously all vertices of G (each vertex is fired ex-
actly once). Equivalently, the kernel of homomorphism x — xA from (Z‘V‘, —|—) to
(Z‘V‘, +) is generated by the vector 1 (a vector having 1 on all entries). This is a
reason why the Dhar’s burning algorithm is still valid for defining recurrent config-
urations on Eulerian digraphs, and therefore working with the chip-firing game on
Eulerian graphs is easier than the one on general graphs (strongly connected graphs
with a sink, or graphs with a global sink). There are many properties of the chip-firing
game on undirected graphs which still hold on Eulerian graphs such as the sandpile
group is independent of the choice of sink, recurrent configurations are dual to super-
stable configurations [17]. There are also many properties which hold for undirected
graphs but do not hold for Eulerian graphs such as a minimal recurrent configuration
is no longer minimum (see Figure 5), recurrent configurations are no longer dual (in
the sense 6 — ¢) to parking functions in general (see Figure 2). So it is interesting to
study properties of the chip-firing game on Eulerian graphs to know how those prop-
erties are related to the properties of the game on undirected graphs. In this paper we
present some unusual properties which hold not only for undirected graphs but also
hold for Eulerian graphs (Propositions 3.7 and 3.8). Those properties are clear from
the undirected case. We recommend our recent work on the generating function of
recurrent configurations in [25] for more suprising properties of the chip-firing game
on Eulerian graphs.

Although the recurrent configurations may not be dual to the parking functions
in an Eulerian graph G, they are dual to the parking functions of the dual graph

G which is obtained from G by replacing each arc (v, v’) of G by the reverse arc
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(v, v). Since undirected graphs are exactly those Eulerian graphs G such that G = G,
this duality can be considered as a generalization of the duality between recurrent
configurations and parking functions on undirected graphs. In Section 2.3 we will
construct a bijection between the minimal recurrent configurations and the maximal
acyclic arc sets with a unique source (sink for the game) of an Eulerian graph. That
bijection is a generalization of the one presented in [2], between the maximal G-
parking functions and the acyclic orientations with a unique source of an undirected
graph. The following observation plays an important role in the construction of the
bijection.

When the Dhar’s burning algorithm is applied to a recurent configuration, it in-
duces a linear order on V according to a legal firing sequence. This linear order
naturally induces an acyclic subgraph of G. This observation gives a connection be-
tween recurrent configurations and acyclic subgraphs of G via the notion of firing
graph [30].

(a) A parking function ¢ with respect to s (in (b) Non-recurrent configuration & — c.
black).

Figure 2

oy . wo=s w w; w
Definition 2.3. Let ¢ be a recurrent configuration and ¢ ~— dy — dy =5 dr — d3 —

s dy a legal firing sequence of ¢ such that dy = ¢ and w; # s for any 1 <i <
k. This sequence of legal firings can be presented by (wg, wi, wa,..., wy) since d;
is completely defined by wo, wy, wa, ..., w; for i > 0. Clearly, we have k = |V| —
1 and {wl, wz,...,wk} = V\{s}. The graph F = (V, &) with YV =V and £ =
{(wi,wj): i < jand (wi,w;) € E} is called a firing graph of c.

Note that the vertex s is a unique vertex that has in-degree O in the firing graph
F, and for any vertex v distinct from s there is a path from s to v in F. Figure 3
presents an Eulerian graph with the sink s in black. Figure 3b presents a recurrent
configuration. Starting with the configuration ¢ we can fire consecutively the vertices
s, Vs, V1, V2, v4, v3 of V in this order to reach again c¢. With the legal firing sequence
(s, vs, v, v, va, v3) we have the firing graph that is presented by the undashed arcs in
Figure 3c. Note that legal firing sequences of ¢ are possibly not unique, so are firing
graphs of c. In the next part we are going to study a kind of recurrent configurations
that always have a unique firing graph.
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(a) An Eulerian graph. (b) A recurrent configuration.

(c) Firing graph corresponding to the se-
quence (s, vs, v, V2, V4, V3).

Figure 3: An example of a firing graph.

2.3. Minimal Recurrent Configurations and Maximal Acyclic Arc Sets

Let G= (V, E) be a graph. For a subset A of E let G[A] denote the graph (V' E') with
V'=V and E' = A. A feedback arc set F of G is a subset of E such that removing
the arcs in F from G leaves an acyclic graph. An acyclic arc set A of G is a subset of
E such that the graph G[A] is acyclic. Clearly, an acyclic arc set is the complement
of a feedback arc set. A feedback arc set (acyclic arc set, respectively) is minimum
(maximum, respectively) if it has minimum (maximum, respectively) number of arcs
over all feedback arc sets (acyclic arc sets, respectively) of G. A feedback arc set A
(acyclic arc set A, respectively) is minimal (maximal, respectively) if for any e € A
(e € E\A, respectively) we have A\{e} (AU {e}, respectively) is not a feedback arc
set (acyclic arc set, respectively). A vertex s is called a source of an acyclic arc set
A if s has in-degree 0 in G[A]. Note that an isolated vertex (if existent) in G[A] is a
source. If A has a unique source s then G[A] is connected and for any vertex v there
is a path in G[A] from s to v.

From now until the end of this subsection we work with the chip-firing game on
an Eulerian graph G = (V, E) with sink s. For two configurations ¢’ and ¢ we write
¢ <cif c'(v) < e(v) for every v € V\{s}. A recurrent configuration c is minimal
if whenever ¢’ # ¢ and ¢’ < ¢, ¢’ is not recurrent. When ¢ has the minimum total
number of chips over all recurrent configurations, we say that ¢ is minimum. Let M
denote the set of all minimal recurrent configurations of the game, and .4 denote the
set of all maximal acyclic arc sets A of G such that s is a unique source of A.

If G is an undirected graph, the definition of maximal acylic arc set is equivalent
to the definition of acyclic orientation. In this case .4 and M have the following nice
properties:

e each acyclic arc set A in A (each recurrent configuration in M, respectively) is a
maximum acyclic arc set (a minimum recurrent configuration, respectively) and
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has 2! arcs (has 5| — degfi(s) chips, respectively).

o |4 = M|

Figure 4 presents an Eulerian graph with two acyclic arc sets that are shown in Fig-
ures 4a and 4b. The first one in Figure 4a is a maximum acyclic arc set of 5 arcs.
The second one is a maximal acyclic arc set of 4 arcs, therefore it is not maximum.
Additionally, Figure 5a presents a minimum configuration of one chip. Figure 5b
presents a minimal recurrent configuration of 2 chips, therefore it is not minimum.
This implies that the first property does not hold for a general Eulerian graph.

/”!’ “—r }j \
N O (Jmmmmmmm e e ®)
(a) A maximum acyclic arc set. (b) A maximal acyclic arc set.
Figure 4
AN
24 ‘ D
< \<\/ - ‘
/'7" > AN as >
(L (o) o) (1)
(a) A minimum recurrent configura- (b) A minimal recurrent configuration.
tion.
Figure 5

The second property follows from the fact that the map from M to A given by
c — F. is well defined and bijective, where F. is a firing graph of ¢. This bijection
was given explicitly in [2,30]. However, the relation between the acyclic orientations
and the minimum recurrent configurations of an undirected graph had been mentioned
in the earlier work of Bjorner, Lovdsz, and Shor [5,12]. It is natural to ask whether this
property holds for Eulerian graphs and whether the map is well defined and bijective
on this class of graphs. Although the first property does not hold for Eulerian graphs,
we show that, in this subsection, the second property still holds for Eulerian graphs.
In particular, we show that the map ¢ — F. is well defined and bijective. The inverse
map JF, — ¢ sends a maximum acyclic arc set to a minimum recurrent configuration.
This property will play an important role in proving the NP-hardness of the MINREC
problem shown in the next section.
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Lemma 2.4. Let A be an acyclic arc set such that s is a unique source of A. Then
the configuration c defined by c(v) = degl(v) — dega[A](v) for every v e V\{s} is
recurrent.

Proof. Since G[A] is acyclic, there is a linear order vo < vi < v+ < Vjy|_; on
V such that if (v;,v;) € A then i < j. Clearly, vo = s. The proof is completed by
showing that (vo, vi, v2,..., Vjy(G)-1) is a legal firing sequence of c. Since c is sta-
ble, s is active in ¢, therefore we can fire s in ¢. Now by induction, suppose that
(vo, Vi, v2,...,vj) is a legal firing sequence of ¢, where j < [V(G)| —1. By firing
consecutively the vertices vg, v, v2,..., v; in this order we arrive at the configura-
tion ¢’. It suffices to show that v;;; is active in ¢’. It is clear that v;;| receives

Y. dg(vi,vj+1) chips from its in-neighbors after all vertices vo, vy, vo,..., v; have
0<i<j

been fired. Since Yo<;<;jdG(vi,vjr1) > dega[ 4] (vj+1), the number of chips stored at

vj+1in ¢’ is not less than degf:(v;1), therefore, v;,; is active in ¢’. This completes
the proof.

From the definition of firing graph, a recurrent configuration may have many
firing graphs. However, the following implies that the numbers of arcs of those firing
graphs have a lower bound that depends on the recurrent configuration.

Lemma 2.5. If ¢ is a recurrent configuration then for every firing graph F = (V, €)
of ¢, € is an acyclic arc set of G and s is a unique source of E. Moreover, F is
connected and for each v € V\{s} we have c(v) > deg,(v) — deg 7(v).

Proof. 1t follows immediately from the definition of firing graph that s is a vertex of
in-degree 0 in F and £ is an acyclic arc set. We show that there is no other vertex
of in-degree 0 in F. Let (vo, VI, V2, v‘V‘_l) be a legal firing sequence of ¢ that is
used to construct F. Foreach i€ {1,2,...,|V|—1} let ¢’ denote the configuration
obtained from c by firing consecutively the vertices vg, v{, vp,..., v;_1. Since v; is
not active in ¢ but active in ¢’, v; must receive some chips during this firing process.
This implies that there is j < i such that (v}, v;) € E. It follows from the definition
of firing graph that (v;, v;) € F, therefore deg 7 (v;) > 1. Since F is acyclic and has
exactly one vertex of in-degree 0, F is connected.

It remains to prove that for every v € V\ {s} we have c(v) > deg{;(v) — deg 7 (v).
Forevery i € {1,2,..., [V|— 1}, vertex v; receives deg »(v;) chips from its in-neigh-
bors when all vertices v, vi, v,..., v;_1 have been fired. At this point v; is active,
therefore c(v;) > degf; (vi) — deg 7 (vi).

When c is in M, each firing graph of ¢ has the same number of arcs. This is
implied by the following lemma.

Lemma 2.6. Letc € M and F = (V, ) a firing graph of c. Then c(v) = deg5(v) —
degz(v) for every v € V\{s} and £ € A. Moreover, the configuration ¢ contains
|E| —deg{(s) — |€| chips.

Proof. Let ¢’ be the configuration defined by ¢’(v) = deg;(v) — degz(v) for every
V\{s}. By Lemma 2.4, ¢’ is a recurrent configuration. It follows from Lemma 2.5
that ¢’ < c. Since ¢ is minimal, we have ¢’ = c, therefore, c(v) = deg;(v) — deg £ (v)
forevery v € V\{s}.
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To prove £ € A, we assume to the contrary that there is A € A such that £ C A
(from Lemma 2.5 we know that £ is an acyclic arc set, hence it is not maximal). Let
¢” be the configuration defined by ¢”(v) = deg (v) — deg gy (v) forevery v € V\{s}.
Let (u, u') € A\E. Clearly deg gy (u') > deg(u'), therefore ¢” (u') < c¢(u'). It implies
that ¢” # c and ¢” < ¢, a contradiction to the fact that ¢ € M.

The number of chips ¢ contains is

Zc(v) = Z (degg (v)— deg;-(v))
Vs Vs

= Zdegg(v) — dngGr(s) —1&]

vev
= |E| —dngGr(s) —1€].
The second statement follows.

For two non-repeated sequences f = (vo, v, v2,..., Vy|—1) and g = (wo, wi, wa,
.., wy|—1) of the vertices in V with vo = wy = s, let pref(f,g) denote the maximum
integer k such that for every i € {0, 1,2,...,k}, we have v; = w;. The following
implies that the map from M to A that sends ¢ to F. is well defined, where F,
denotes a firing graph of c.

Lemma 2.7. Forevery ¢ € M, ¢ has exactly one firing graph.

Proof. Let f = (vo, vi, va,..., vjy—1) and f = (wo, wi, wa,..., wyy|_1) be two dif-
ferent legal firing sequences of c¢. Let j denote pref(f;,f,) and f = (vo, VI, V2,
Vi Wit Vit Vi Vigs oo v?v‘_l) the sequence of vertices of G, where (v/, 5,
Vii4s---s Viy|_y) is the sequence (vjio,..., vy|-1) with w1 deleted. Clearly, ' is
also a legal firing sequence of ¢. Let 7y = (V1, &) and F' = (V', ') denote the
firing graphs of ¢ with respect to f; and ', respectively.

We claim that 77 = F’. Lemma 2.6 implies that

Eil=1E"= ), degg(v)— Y, c(v).
veV\{s} veV\{s}

Hence, it suffices to prove that £;\E' = 0. We assume to the contrary that £;\E’ #
0. Let k denote the integer such that w; | = v;. Note that k > j+ 1. It follows
from the definition of firing graph that £\ = {(vi, w) € E: j+ 1 <i<k—1}.
Let X = {(vi,vi): (vi,w) € F'} and Y = {(vi, w): (vi,vx) € Fi}. Since ' can
be viewed as f; in which v; has been moved backward, we have X C Y. It follows
from £\ # 0 that X C Y, therefore, deg -, (vi) < degz, (vi), a contradiction to the
assertion of Lemma 2.6.

Let 7, denote the firing graph of ¢ constructed by f,. The proof is completed by
showing that 7y = 7. Let 8 = (&, 61, 63,..., §y|—1) be a legal firing sequence of
¢ such that the firing graph constructed by & is F| and pref(J,f,) is maximum. We
are going to show that § = f,. Let p denote pref(5,f,). If § # f, then p < |V|— 1.
Let &' denote the sequence (8o, 81, 8., 8p, Wpi1, Spy 1, Up i3, Upsds. .., Uy|—1)s
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where (3, pi4,..., upy|—1) is the sequence (8,42, 8p3, ..., Gy|_;) with the ver-
tex wpy1 deleted. The above claim implies that the firing graph of ¢ constructed by
&’ is the same as the one constructed by §. It is clear that pref(&’,f,) > pref(8,f2),
a contradiction to the maximum of pref(J,f,)

For two non-repeated sequences f = (vo, vi, v2,..., Vjv|—1), 8 = (Wo, w1, w2, ...,
w‘v‘,l) of vertices in V with vy = wyp = s we denote by inter(f,g) the sequence
(V05 VI, V25 Vies Wit 1 Vit 15 Vi3 Vs -0 v"v‘_l), where k = pref(f,g) and
(Virss Vias -+ v"vH) is the sequence (Vi42, Vi3, .- -, Vjy|—1) With the vertex wy
deleted. It is easy to see that pref(f,g) < pref(inter(f,g),g). Note that if f and g

are two legal firing sequences of a configuration ¢, inter(f,g) is also a legal firing
sequence of c¢. The following result is the converse of Lemma 2.6.

Lemma 2.8. Let A € A and F denote G|A]. Then the configuration ¢ defined by
c(v) =degi(v) — deg 7 (v) for every v € V\{s} is a minimal recurrent configuration.

Proof. We assume to the contrary that ¢ is not minimal. There is ¢’ € M such that
¢'#candc’ <c. Let ' be the firing graph of ¢’. By Lemma 2.6 we have E(F') € A
and F' #£ F.

Since A is acyclic, there is a non-repeated sequence f; = (vo, vy, va,...,
viy|—1) of vertices in V such that if (v;,v;) € A then i < j. Clearly, f; is a legal fir-
ing sequence of c. Similarly, there is a non-repeated sequence f, = (wo, Wi, W2,..n
wy|—1) of vertices V such that if (w;, w;) € E(F') then i < j. Clearly, f, is a legal
firing sequence of ¢’. We define the sequence { gi}l. o as follows

do = fla
gi+1 = inter(g;,f2), i>0.

Let p be the minimum integer such that g, = f». Note that for every i > p, g; = f>.
Since F # F’, there is a minimum integer ¢ < p such that the firing graph con-
structed by g, = (50, o1, 0,..., 5\V\—1) is distinct from the firing graph constructed
by g4+1. Let k = pref(g,,f2) and / the integer such that § ; = wy.;. The firing graphs
constructed by g, and g, are denoted by G; and G, respectively.

We claim that for every k+1 <i </—1 we have (8;, 6;) ¢ E. For a contra-
diction we assume to the contrary. By a similar argument as in the proof of Lemma
2.7, the set of arcs of G, with head §; is a subset of the set of arcs of G; with head
8. The assumption implies that there is an arc e € E with head 0 such that e € G;
and e ¢ Gy, therefore degg (8,) < degg (6,). Since pref(g;,f2) < pref(gi+1,f2)
for every 0 <i < p—1, degg, (6,) is equal to the in-degree of &, in the firing
graph constructed by g, = f», namely, F'. It follows that deg ~(8 ;) = degg (81) >
degg,(81) = deg;/(8,), therefore, ¢(8;) < ¢'(8;), a contradiction to the fact that
¢ <e.

Since E(G1)\E(G2) = {(6;, 8,) €E :k+1<i<I—1},it follows from the above
claim that E(G)\E(G,) = 0, therefore E(G;) C E(Gz). The choice of g implies that
E(G) = A, a contradiction to the fact that A is a maximal acyclic arc set.



MINFAS and MINREC Problems 385

The following is the main result of this subsection.

Theorem 2.9. Let F, denote the firing graph of c, the map from M to A defined by
c— F. is bijective.

Proof. Lemmas 2.6 and 2.7 imply that the map is well defined and injective. Lemma
2.8 implies the surjectivity.

3. Acyclic Arc Sets on Eulerian Graphs and NP-Hardness of Minimum
Recurrent Configuration Problem

3.1. Acyclic Arc Sets on Eulerian Graphs

From now until Proposition 3.8 we work with an Eulerian graph G = (V, E). We
will show in this subsection that finding a maximum acyclic arc set on an Eulerian
graph can be restricted to finding a maximum acyclic arc set with a unique given
source. This gives a connection between the MINFAS problem and the MINREC
problem on Eulerian graphs via Theorem 2.9. By using this connection we show that
the MINREC problem is NP-hard in the next subsection.

For two subsets A and B of V, we denote by cut(A,B) the set { (u,v) €E: u €
Aandv € B}. We write cutg(A) for cutg(A,V\A), and cut;'(A) for cutg(V\A,A).
The following appears stronger than the property Vv € V,deg(v) = deg(;(v), but are
actually equivalent.

Lemma 3.1. For every A CV, we have |cutg(A)| = ‘cutal(A)‘.

Proof. LetX = {(u,v) €E: ve A}, Y ={(u,v) €E:ucA},Z={(u,v)€E: uc

Aandv € A}. We have X = cut{;l(A) UZ and Y = cutg(A) UZ. Since cutg(A),

cut;'(A), and Z are pairwise disjoint, [X| = |cut61(A)‘ +|Z| and |Y| = |cutg(A)| +

|Z|. Since G is Eulerian, we have 0 = ZA(dega(v) —degl(v)) = |X|—|Y] =
I4S

Jeutg (4)] = eutg(4)].

Definition 3.2. Let A be an acyclic arc set and s a vertex of G. Let rg(A,v) denote
the subset of all vertices of G that are reachable from s by a path in G[A]. The set
A\cm‘{;l (rg(A,s))Ucutg(rg(A,s)) is called cut-stretch of A at s. We denote this set
by Csg(A,s).

The idea of cut-stretch is to construct a new acyclic arc set, so that it does not contain
less arcs than the old one. Moreover, the number of vertices, that are reachable from
a fixed vertex, increases after performing the cut-stretch. For an intuitive illustration
of this definition let us give here an example. Figure 6a shows an Eulerian graph with
an acyclic arc set A shown in Figure 6b (plain arcs). If we want to compute the cut-
stretch of A at v4, we look at all vertices reachable from v4 in G[A]. These vertices are
the set rg(A,v4) drawn in black in Figure 6¢. The plain arcs in Figure 6d form the set
cutgl (rG(A,vy4)): arcs of A going from the outside (the set {vo, v3, v7}) to rg(A,v4);
and the other dotted arcs in this figure form the set cutg(rg(A,v4)) : arcs of G going
from rg(A,vs4) to the outside. Remove the plain arcs in A from A and add the dotted
arcs of Figure 6d, we obtain Csg (A, v4) shown in Figure 6e.
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(e) The cut-stretch Csg (A, v4).

(d) the arcs of G going into R from the outside
(plain arcs) and the arcs of G going from R to

the outside (the dotted arcs).
Figure 6: An example of cut-stretch.

A simple observation from the above example is that a cut-stretch is still an acyclic
arc set and its number of arcs is not less than the number of arcs of the old one. The

following shows that this property holds not only for this example but also holds for

the general case.
Lemma 3.3. Let A be an acyclic arc set and s a vertex of G. Then Csg(A,s) is also

Al <[Cs6(A,s)|.

an acyclic arc set of G. Moreover,
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Proof. By the definition of cut-stretch there is no arc in Csg(A,s) from a vertex
in V\rg(A,s) to a vertex in rg(A, s). It implies that if Csg(A,s) contains a cycle, the
vertices in this cycle must be completely contained either in (A, s) orin V\rg(A,s).
In this case the arcs of the cycle are also the arcs of A, therefore the cycle is also a
cycle of A, a contradiction to the acyclicity of A.

To prove |A| < |Cs(A,s)|, we observe that AN cut;(rg(A,s)) = 0 (from the max-
imality of r(A,s)). From Lemma 3.1, we have |CsG(A,s)| > |A| + |cutg(rg(A,s))| —
|cutg Y(rg(A, 5))| = |A|, which completes the proof.

The following is the main result of this subsection.

Theorem 3.4. Let N be the maximum number of arcs of an acyclic arc set of G. For
every vertex s of G there is an acyclic arc set of N arcs such that s is a unique source
of this acyclic arc set.

Proof. Let X be an acyclic set of G of N arcs. We construct a sequence {A,-}l. cn 38
follows: Ag =X and A; = Csg(A;_1,s) forevery i > 1. Lemma 3.3 and the maximum
of N imply that |A;| = N for every i € N. If rg(Ay,s) =V for some k, then Ay is an
acyclic set that has the required property since for any vertex v # s of G there is a
path in A; from s to v. The proof is completed by showing that there always exists
such a k.

Since a path from s in G[4;] is also a path from s in G[A;4], we have rg(4;,s) C
r(Ait1,s). It suffices to show that if rg(A;,s) C V then rg(A;,s) C rg(Ait1,s). Since
rG(Ai,s) C V, there is an arc e = (vi,v2) of G such that v; € rg(A4;,s) and v, &
rG(Ai,s). Since e € Aj4, there is a path in A;| from s to v, going through v;. It
implies that vy € rg(A;+1,5), therefore rg(A;,s) C rg(Air1,s).

Definition 3.5. Let A be an acyclic arc set of G such that A has a unique source s. A
vertex s’ of G distinct from s is called sourceable in A if there is an arc of G whose
head is s and whose tail is in rg(A,s').

Figure 7a presents an Eulerian graph with an acyclic arc set (undashed arcs). This
acyclic arc set has a unique source s. The black vertices in Figure 7b are all vertices
that are reachable from v4 by a path in the acyclic arc set. Since vs is one of these
vertices and (vs, s) € E, v4 is sourceable.

(a) An Eulerian graph. (b) Reachable vertices from v4.

Figure 7: An example of sourceability.

We call such a vertex s’ sourceable because the idea is to use the arc from s’ to s
to construct an acyclic arc set where it becomes a source. The fact that this is done
by the cut-stretch at s’ is stated in the following lemma.
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Lemma 3.6. Let A be an acyclic arc set of G having exactly one source s. If s’
is sourceable in A then Csg(A,s’) has exactly one source s’ and s is sourceable in
Csg(A,s"). Moreover, A C Csg(Csg(A,s’),s).

Proof. Let X denote rg(A,s’) and Y = V\X. Since A has exactly one source s, for
any v € V there is a path in A from s to v, therefore from s to s’. The acyclicity of
G[A] implies that s € Y.

Clearly, s’ is a source of Csg(A,s’). To prove that Csg(A,s’) has a unique source,
it suffices to show that for any v € V there is a path in Csg(A,s’) from s’ to v. It is
trivial if v € X. We consider the case v € Y. Let (v’, s) be an arc of G such that v/ € X.
Such an arc exists because of the assumption of the lemma. By the definition of cut-
stretch we have (v/,s) € Csg(A,s’). Let P, and P, be paths in A from s’ to v/ and
from s to v, respectively. It follows from the definition of cut-stretch that Csg(A,s’)
contains P;. Since v € Y, the path P, goes through only the vertices in Y. Therefore,
Csg(A,s') also contains P». Hence, the path P U {(v', 5) } UP, is a path in CsG(A,s")
from s’ to v.

Let P be a path in A from s to s’. The acyclicity of G|A] implies that Py goes
through only the vertices in ¥ U {s"}. Therefore there is an arc (v”,s’) such that
v €Y. Clearly, we have r(Csg(A,s’),s) = Y. By the definition of sourceability we
have s is sourceable in Csg(A,s’).

It remains to show that A C Csg(Csg(A,s’),s). This follows immediately from
the fact that Csg(Csg(A,s'),s) = AUcutg(Y,X).

For each s € V, let y; denote the number of maximum acyclic arc sets of G with
exactly one source s. It is well known that for an undirected graph G, T (1, 0) counts
the number of acyclic orientations with a unique fixed source, therefore counts Jj,
where Tg(x, y) is the Tutte polynomial of G [14]. This implies that if G is an undi-
rected graph, ¥, is independent of the choice of s. The following is a generalization
of this fact to Eulerian graphs.

Proposition 3.7. For any two vertices sy, s, of G we have X5, = Xs,.

Proof. We claim that if (v/, v) € E(G) then %, < x,.. Let A; denote the set of max-
imum acyclic arc sets of G having exactly one source v, and .4, the set of maximum
acyclic arc sets having exactly one source v'. Since (v/,v) € E(G), v' is sourceable in
every acyclic arc set in A;. It follows from Theorem 3.4 and Lemma 3.6 that the map
0: Ay — Ay, defined by A — Csg(A,v’), is well defined. Let A be arbitrary in A;.
It follows from Lemma 3.6 that A C Csg(Csg(A,v’),v). Since A is maximum, we
have A = Csg(Csg(A,v'),v). This implies that 6 is injective. Therefore, |A;| < |Az|,
equivalently x, < x,.

The claim implies that for any two vertices v/ and v of G such that there is a path
in G from v’ to v, we have ¥, < x,. Since G is strongly connected, there is a path in
G from s1 to s» and a path in G from s, to s1. Hence, x5, = X,

Note that in an undirected graph a maximal acyclic arc set is also a maximum
acyclic arc set (and vice versa). This fact no longer holds for Eulerian graphs. The
assertion in Proposition 3.7 is not correct if we replace the maximum acyclic arc sets
by the maximal acyclic arc sets. By using the relation in Theorem 2.9 we have a
similar result for recurrent configurations.
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Proposition 3.8. The number of minimum recurrent configurations is independent of
the choice of sink.

Proof. Let s denote the sink of the game. Theorem 2.9 and Lemma 2.6 imply that the
map ¢ — F. induces a bijective map from the minimum recurrent configurations to
the maximum acyclic arc sets of G with exactly one source s, therefore their cardinal-
ities are equal. It follows, from Proposition 3.7, that the number of maximum acyclic
arc sets of G with exactly one source is independent of the choice of source, so is the
number of minimum recurrent configurations.

Proposition 3.8 states that the number of minimum recurrent configurations is
characteristic of the graph itself. We recall the definition of the MINFAS problem:

MINFAS Problem

Input: A graph G
Qutput: Minimum number of arcs of a feedback arc set of G

When the problem is restricted to Eulerian graphs, we call it EMINFAS prob-
lem for short. Although the EMINFAS problem was known to be NP-hard for its
multigraph version [11], it is worth studying the computational complexity of the
EMINFAS problem since most variants of the MINFAS problem are restrictions of
the class of graphs (simple) (see [18]). In the following we describe briefly the re-
duction presented in [11], and why it cannot be simply extended to the case of graphs
(simple).

For a graph G = (V, E) we create a new vertex s. Let G’ = (V U{s}, E). For each
arc (v,v') of G we add two arcs (s, v) and (v', s) to G’, thus obtaining an Eulerian
digraph G’. Let k denote the number of arcs of a minimum feedback arc set of G.
Then the number of arcs of a minimum feedback arc set of G’ is k+ |E|. Note that
if G has two arcs whose heads are the same, say v, then the graph G’ is not simple
since it has at least two arcs with tail v and head s. As a consequence the reduction
does not seem to be applicable to the case of simple graphs. As suggested by Flier in
private correspondence, a natural way to avoid multi-graphs is to create a new vertex
s, for each arc e of G and add two arcs (s,, v) and (v', s.) to G', where v, v/ are tail
and head of e, respectively. However, with this construction the number of arcs of a
minimum feedback arc set of G’ is no longer equal to k + |E|, and it is not easy to
understand how to patch the reduction, as shown by an example in Figure 8.

By using Theorem 3.4 and a stronger construction we show that the EMINFAS is
NP-hard. We work with a general graph G = (V, E), and construct an Eulerian graph
G’ so that an optimum value of the MINFAS problem on G implies an optimum value
of the EMINFAS problem on G’. The graph G’ = (V' E’) used in the reduction of
MINFAS to EMINFAS is constructed as follows.

The basic idea to construct an Eulerian graph G’ from G would be to create a new
vertex and add arcs from this new vertex to any vertex that has more out-degree than
in-degree, and arcs from vertices which have in-degree greater than out-degree to the
new vertex. To avoid multi-graphs, we furthermore add for each of those arcs a new
vertex in between, which has in-degree and out-degree 1. More precisely, the vertices
of G are denoted by v, va,..., v, for some n. If G is already an Eulerian graph then
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(a) A graph G. (b) Eulerian graph G'.

(¢) A minimum feedback arc set (un-
dotted arcs) of size 2.

Figure 8

G’ := G. Otherwise let G’ be a copy of G. We add to G’ a new vertex s. For each
vertex v; such that deg (v;) < degg(v,-) we add p; new vertices w; 1, W; 2,..., Wi p,
to G', and for each j € {1,2,..., p;} we add two arcs (s, w; ;) and (w; j, v;) to G,
where p; = deg(;(vi) — degg(vi). For each vertex v; such that degf(vi) < degg(vi)
we add g; new vertices w; 1, w;2,..., Wi 4 to G’, and for each j € {1,2,...,q;} we
add two arcs (w; j, s) and (v;, wi ;) to G, where g; = deg(vi) — deg(;(vi). Formally,
the vertex set and the arc set of G’ are defined by

Vi={s}uvu [ J {wij: 1 <j<|degg(vi) —degl(vi)|},

1<i<n
E':=E U U {(s, wi,j)colonl < j < degl(vi) — degg(vi) }
degg (vi)<deg§(v;)
U U {(wij,vi): 1< j <degl(vi) —degg(vi) }

degg (vi)<deg§(v;)

U U i) 1< <degg(vi)—degl(vi)}
deg(vi)<degg (vi)
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U U {(vi, wi ) 1< j<degg;(vi) —degg(v,')}.
degf;(vi)<degg(v;)

Q
V]
Vo V3
O< . O w0 o
\ "
o
(c) An acyclic arc set of G of maximum cardi- (d) An acyclic arc set of G’.

nality.
Figure 9: Maximum acyclic arc sets.

Figure 9 shows an example of G (Figure 9a) and the corresponding Eulerian graph
G’ (Figure 9b). Figure 9c shows an acyclic arc set of G of maximum cardinality. In
order to construct an acyclic arc set of G’, we add the arcs (s, w; ;), (w; j, vi) (all
the arcs created to offset vertices having out-degree greater than in-degree in G) and
(vi, wi,j) (half of the arcs created to offset vertices having in-degree greater than out-
degree in G) to this set, which indeed results in an acyclic arc set of G’ of maximum
cardinality. The following shows that we can always obtain an acyclic arc set of G’
of maximum cardinality with this construction.

Lemma 3.9. Let r be the maximum number of arcs of an acyclic arc set of G, and

d= )3 (degg(vi) — degg(vi)).-

degg (vi) <degl(vi)
The maximum number of arcs of an acyclic arc set of G' is 3d +r.

Proof. The lemma clearly holds if G is an Eulerian graph, in which case G’ = G. We
assume to the contrary. Note that 4d arcs and 2d + 1 vertices are added to G in order
to construct G’. Let r’ be the maximum number of arcs of an acyclic arc set of G'.
First, we show that 3d +r < r’. Let A be an acyclic arc set of G of r arcs. Let A’ =
AU {(S7 Wl‘,j)i (S7 W,‘_yj) c E/} U {(W,‘_yj, V,‘)Z (W,‘_’j, V,‘) c E/} U {(V,’, W,"j) : (V,‘, W,"j) S
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E’}. Since A is an acyclic arc set of G and A’ contains no arc (w; j, s) of E/, A" is an
acyclicarc setof G'. The sets { (s, wi ;) (s, wi ;) €E'}, {(wij, vi): (wij,vi) €E'},
and {(vi, w;,;): (vi, wi ;) € E'} are pairwise-disjoint, and each of them has exactly
d arcs, therefore we have constructed an acyclic arc set A’ of size |A'| =3d +r. It
implies that 3d +r < r’.

It remains to show that 7’ < 3d +r. Let B be an acyclic arc set of G’ of r’ arcs.
By Theorem 3.4 there is an acyclic arc set B’ of G’ of r’ arcs such that B’ contains
no arc (wj, j, s) of E’. The set B’ must contain all arcs e of G’ of the form (s, w;, ;),
(wi, j, vi) or (vi, w;, j) since if otherwise, B'U{ e} is an acyclic arc set of G’ containing
r'+1 arcs. Let A” denote B'\ ({ (s, wij): (s, wi,j) € E'} U {(wij,vi): (Wi j,vi) €
E'}U{(vi,wij): (vi,wi ) € E'}). The set A” is an acyclic arc set of G, therefore
|A”| < r. It implies r' = |B'| =3d + |A”| < 3d +r.

A direct consequence of Lemma 3.9 is a NP-hardness proof for the EMINFAS
problem.

Theorem 3.10. The EMINFAS problem is NP-hard.

Proof. Given a general graph G, the Eulerian graph G’ can be constructed in polyno-
mial time. Let b be the minimum number of arcs of a feedback arc set of G’, that is,
the solution of EMINFAS on G’'. Clearly |E’| — b is the maximum number of arcs of
an acyclic arc set of G’. By Lemma 3.9, the maximum number of arcs of an acyclic
arc set of G is |[E'| — b — 3d, where d is defined as in Lemma 3.9 and is computable
in polynomial time. Thus the minimum number of arcs of a feedback arc set of G is
|[E|—(|[E'|—b—3d) =b+3d+|E|— |E’|. This implies a polynomial-time reduc-
tion from the MINFAS problem to the EMINFAS problem. The MINFAS problem is
NP-hard, so is the EMINFAS problem.

3.2. NP-Hardness of Minimum Recurrent Configuration Problem

In this subsection we study the computational complexity of the following problem:

MINREC problem

Input: A graph G with a global sink
Output: Minimum total number of chips of a recurrent configuration
of G

If the input graphs are restricted to undirected graphs G with a sink s, the problem can
be solved in polynomial time since a minimum recurrent configuration has ‘EEG)‘ —
degg (s) chips. Nevertheless, we show that the problem is NP-hard when the input
graphs are restricted to Eulerian graphs.

EMINREC problem

Input: An Eulerian graph G with a sink s
Output: Minimum total number of chips of a recurrent configuration
of G
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Theorem 3.11. The EMINREC problem is NP-hard, so is the MINREC problem.

Proof. Let G be an Eulerian graph with sink s. Let k be the maximum number of arcs
of a feedback arc set of G and let &’ be the minimum number of chips of a recurrent
configuration of G. Since the EMINFAS problem is NP-hard, the proof is completed
by showing that k + k' = ¥,y () deg s (v).

By Theorem 3.4, there is an acyclic arc set A of G such that |A| =k and s is a
unique vertex of in-degree 0 in G[A]. Lemma 2.4 implies that the configuration ¢
defined by c(v) = deg(v) — deg g (v) forevery v € V\{s} is recurrent. Clearly, k +

Yoev\ (s €(v) = Lyev sy deg (v) and k+ k' < Y,ep (5 deg(v) since G is Bulerian.

It remains to prove that k + k' > Zvev\{x}degg(v). Let ¢ be a recurrent configu-
ration such that } ,cy\ {S}E(v) =k'. Let F be a firing graph of ¢. Lemma 2.5 implies
that ¢(v) > degzg(v) —deg,(v) foreveryv € V\{s}, therefore k+ k' > Zvev\{s}f(\’) +
|E(F)| > Lyev\(s1deg s (v).

Note that it follows directly from [34] that the EMINFAS problem restricted to
planar Eulerian graphs is solvable in polynomial time, so is the EMINREC problem.
This class of graphs is pretty big since it contains planar undirected graphs.

4. Conclusion and Perspectives

In this paper we pointed out a close relation between the MINFAS problem and the
MINREC problem. The important consequence of this relation is the NP-hardness of
the MINREC problem. It would be interesting to investigate classes of graphs that
are situated strictly between the class of undirected graphs and the class of Eulerian
graphs, for which the MINFAS and MINREC problems are solvable in polynomial
time. We discuss here about such a class.

It follows from Theorem 3.4 that to compute the maximum number of arcs of an
acyclic arc set of an Eulerian graph, we can restrict to the acyclic arc sets that satisfy
the condition in Theorem 3.4. With different choices of s we have different maximal
acyclic arc sets. One would prefer to choose a vertex s such that all maximal acyclic
arc sets have the same number of arcs since a maximal acyclic arc set can be computed
quickly, therefore a maximum acyclic arc set. Figure 10a shows an Eulerian graph.
If v; is chosen, we have exactly one maximal acyclic arc set that is shown in Figure
10b. If v, is chosen, we have exactly two maximal acyclic arc sets with different
sizes. Thus one computes easily a maximum acyclic arc set if v; is chosen.

Note that there are many Eulerian graphs in each of which there is no vertex s
that satisfies this good property. By an experimental observation we see that the class
of Eulerian graphs, for which at least one vertex s has the property, is rather large.
However, a characterization for this class of graphs, on which the MINFAS problem
is polynomial, is still unknown. In addition, the observation also provides a heuristic
algorithm for the EMINFAS problem. It is interesting to investigate the properties of
this algorithm.

For an undirected graph the minimal recurrent configurations coincide with the
minimum recurrent configurations, and has an one-to-one correspondence to the
acyclic orientations with a fixed source. This is the reason why the number of min-
imum (minimal) recurrent configurations is independent of the choice of sink. For
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. U/ N
(a) An Eulerian graph. (b) A maximal acyclic arc set with respect to
vI.
V3 Vl/’\ N\ V3 Vl/’*\
- ——{ \J

(c) Maximal acyclic arc sets with respect to v,.

Figure 10: Maximal acyclic arc sets with different choices of s.

a general Eulerian graph, minimum recurrent configurations may no longer coincide
with minimal recurrent configurations. Moreover, the number of minimal recurrent
configurations depends on the choice of sink. Nevertheless, we point out in this paper
(Proposition 3.8) that the number of minimum recurrent configurations is indepen-
dent of the choice of sink. This property is one of the most interesting and promising
results in this paper. Note that this property has a stronger version given in [25],
however with a different and complicated proof technique. It would be interesting to
investigate whether the technique we present in this paper can be applied to solve the
stronger result in [25]. The authors of [25] also conjecture a generalization of this
property to strongly connected graphs. Those problems are open and remain to be
investigated.
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