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Abstract—We present the implementation of a particle-filtering-
based prognostic framework that utilizes statistical characteriza-
tion of use profiles to (i) estimate the state-of-charge (SOC), and (ii)
predict the discharge time of energy storage devices (lithium-ion
batteries). The proposed approach uses a novel empirical state-
space model, inspired by battery phenomenology, and particle-fil-
tering algorithms to estimate SOC and other unknown model pa-
rameters in real-time. The adaptation mechanism used during the
filtering stage improves the convergence of the state estimate, and
provides adequate initial conditions for the prognosis stage. SOC
prognosis is implemented using a particle-filtering-based frame-
work that considers a statistical characterization of uncertainty for
future discharge profiles based on maximum likelihood estimates
of transition probabilities for a two-state Markov chain. All algo-
rithms have been trained and validated using experimental data
acquired from one Li-Ion 26650 and two Li-Ion 18650 cells, and
considering different operating conditions.
Index Terms—Lithium-ion battery, Markov chain, particle fil-

tering, state-of-charge prognosis.

ACRONYMS AND ABBREVIATIONS

EIS Electrochemical Impedance Spectroscopy
EOD End-of-Discharge
ESD Energy Storage Device
EWMA Exponentially Weighted Moving Average
FUDS Federal Urban Driving Schedule
JITP Just-In-Time Point
MC Markov Chain
OCV Open-Circuit Voltage
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PF Particle Filters
PDF Probability Density Function
SMC Sequential Monte Carlo
SOC State-of-Charge

NOTATION

Weight associated with the th particle at
time
Realization of the state vector trajectory,
associated with the th particle at time
-integrable function

True state vector probability density function
Measurements collected up to time
Posterior density function of the state vector,
conditional to noisy measurements
Importance sampling distribution for state
vector transition in time
Kernel density function
Square root of the empirical covariance
matrix for predicted state vector at
Probability of battery end-of-discharge at
any future time instant
Battery discharge current, measured in
amperes at time
Battery voltage, measured in volts at time
Sampling time, measured in seconds
Internal impedance estimate at time
State of charge estimate at time
Maximum nominal energy delivered by the
energy storage device
Process noise (state transition equation)
Process noise (state transition equation)
Measurement noise
Internal battery impedance
Open circuit voltage at time
Open circuit voltage when the battery is
fully charged
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I. INTRODUCTION

E VERY type of electronic device requires a power source
to work properly. Common gadgets such as notebook

computers, tablets, smartphones, or even more sophisticated
equipment such as medical devices, robots, and satellites are
also typically powered by some type of energy storage device
(ESD). Nowadays, it has been proven that lithium-based ESDs
offer a higher charge density by unit of mass (or volume) when
compared to other combinations such as Ni-MH, Ni-Cd, or
lead-acid. Also, Lithium-Ion (Li-Ion) batteries offer a longer
life cycle, and a limited self-discharge rate [1], [2].
The intensive use of Li-Ion ESDs in the electric automo-

tive industry has popularized the concept of battery manage-
ment systems [3]. These systems are mainly aimed at tasks such
as providing real-time information, reducing battery charging
times, maximizing the amount of operating cycles, maximizing
the usage time associated to the discharge cycle, maintaining
the operation of all cells within their rated limits, and compen-
sating for cell imbalance, among others. To accomplish these
tasks, battery management systems must use information about
the battery's State-of-Charge (SOC) [2], [3]and its remaining
useful life [4]; the latter is usually expressed in terms of the
State-of-Health [1], [3], [5].
SOC [2], [3], [5], [6], [8]–[13]is an indicator that represents

the amount of energy that is currently available in any given
ESD. The knowledge of this state variable is essential to ensure
optimal path-planning in autonomous electric vehicles, as
well as in any other application where it can be used as an
indicator of the system's autonomy. In the particular case of
Lithium-Ion batteries, SOC estimation and prognostic strate-
gies [2], [3], [5]–[17]are fundamental for the characterization
of the End-of-Discharge (EOD) time. However, as in many
other state estimation problems, the SOC is not observable,
and it has to be inferred from indirect but statistically related
measurements [3], [9]–[13](e.g., battery voltage, discharge
current, or temperature). Different structures have been pro-
posed to characterize the battery behavior for SOC estimation
purposes, including empirical models, stochastic models, and
electrochemical models. The use of electrochemical models is
computationally demanding in real-time applications because
they require a large number of parameters [3], [6]. Open-cir-
cuit voltage (OCV) models [12]offer a simpler choice, but
unfortunately their tuning requires large resting periods for
the battery in the middle of its operation [3], [6], [11]–[13].
Electrochemical Impedance Spectroscopy (EIS) models [3],
[8], [13]stand out as an alternative, but the equipment needed
for data acquisition purposes is expensive, and sometimes very
noisy [14], [18]. Current research efforts have put significant
attention on the use of empirical models [2], [3], [5], [6], [10],
[15], [17], [19]because of their flexibility, and the fact that they
deal better with limited, noisy data. In this context, there are
several approaches currently available in literature: impulse
response methods [2], fuzzy logic [5], neural networks [3], [6],
[10], [15], linear parameter varying system techniques [17],
and support vector machines [19].
In this article, we will focus on Bayesian models. Numerous

contributions have adopted stochastic filtering techniques for

SOC estimation such as the Kalman filter [7], [16], the un-
scented Kalman filter [20], the extended Kalman filter [6], [21],
and the unscented particle filter [22]. Particularly, the family of
sequential Monte Carlo (SMC) methods have shown to be very
effective in the process of incorporating model non-linearities,
as well as complex forms of uncertainty in acquired measure-
ments [1], [4], [11], [14], [18], [23]. One of the main advan-
tages of SMC methods, also referred to as particle filters (PF)
[24]–[26], is that they provide a clean characterization of the
uncertainty in the filtering stage, which is instrumental to define
risk functions associated with the SOC or EOD prognosis task.
On the negative side, Bayes-based prognostic methods are very
sensitive to the initial state conditions of the state-space model,
and hence the performance (accuracy and precision) of the SOC
estimator plays a major role in the development of long-term
predictors. Although some recent developments have already
used a combination of simplified electrochemical models and
SMC methods to estimate the SOC of a battery [27], the prob-
lems of SOC and EOD prognosis remain interesting challenges
for the prognostic and health management community.
Predicting a time threshold for safe device utilization is a

challenging problem. Whether the scope is industrial, automo-
tive, or military applications, we encounter some ubiquitous
considerations that apply in real operation conditions. First, the
energy left in the battery is at best poorly known. Second, the
future operating profile is also uncertain. In this paper, we use a
novel PF-based approach to deal with these issues, and to char-
acterize the EOD of Li-Ion batteries. In its filtering stage, the
PF algorithm handles uncertain initial conditions (which may
be associated with usage, age, or battery degradation processes).
This algorithm also provides for the initialization of the prog-
nostic stage. Then, and in combination with a Markov Chain
(MC) characterization of future battery operation, we obtain ac-
curate, precise results for the EOD.
It is only natural that very different validation data sets have

to be considered to test our methodology. Specifically, in this
case, we extract voltage and current measurements from one
Li-Ion 26650 cell and two Li-Ion 18650 cells, considering dif-
ferent discharge conditions. Three application scenarios are in-
vestigated. At one end of the required power spectrum, we have
a four-wheel ground robot that goes though different discharge
profiles due to changing terrain conditions. In this case, the
discharge profile is quasi-stationary. Then, a realization of a
two-state MC is tested. The states of this profile represent a
constant discharge consumption of 1 ampere, and 3 amperes
respectively, with transition probabilities ,

. The final data set considers an aggres-
sive-power requirement, which is common for battery packs
in electric vehicle applications. In this case, a Federal Urban
Driving Schedule (FUDS) is used to generate the discharge cur-
rent use profile.
This paper is organized as follows. Section II discusses PF

algorithms for estimation and prognosis. We also define the
EOD probability density function (PDF) by fusing informa-
tion about long-term predictions and system hazard zones.
Section III presents a novel state-space model for ESDs. Based
on battery phenomenology, it requires only a minimum number
of parameters, and thus is the preferred choice for online
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discharge prognosis. The data sets from three different Li-Ion
batteries are also presented here. Section IV deals with the
problem of characterizing future discharge profiles using a
two-state MC. In Section V, we present our results, which
cover a wide range of power requirements from the batteries.
The PF-based methodology is validated by obtaining precise
EOD estimates. Section VI summarizes the conclusions.

II. PARTICLE-FILTERING-BASED PROGNOSIS FRAMEWORK
FOR FAULTY DYNAMIC NONLINEAR SYSTEMS

PF are a class of algorithms designed to obtain samples from a
target state probability distribution sequentially. These
methods are aimed at generating a set of weighted parti-
cles , such that [24], [25]

(1)

in probability, and where is any -integrable function.
Typically, the target distribution is chosen as

, the posterior PDF of the state vector, conditional
to noisy observations [25].
As in any Bayesian processor, the estimation procedure

involves two main stages: prediction, and update. In the
prediction stage, the state vector paths are extended
using an arbitrary importance distribution ,
where . In the update stage, the new
weights are evaluated from the measurement likelihood
as ,
where . The most basic PF implementation, the
sequential importance sampling particle filter, assumes that

. This procedure generates an
empirical representation [25]of the target distribution

(2)

The efficiency of the procedure improves as the variance of
the particle weights is minimized [25].
Prognosis [28], and thus the generation of long-term predic-

tion, is a problem that goes beyond the scope of filtering appli-
cations (because it involves the characterization of future un-
certainty sources). The implementation of PF-based prognostic
algorithms [29], [31]requires a procedure to propagate the un-
certainty associated to the current estimate of the state PDF
throughout time, assuming no new measurements are acquired.
Failure prognosis algorithms always assume a nonlinear dy-
namic model that describes the evolution of (at least) one fea-
ture representing a measure of the severity of the fault condi-
tion (fault dimension [32]). Thus, the propagation of the uncer-
tainty associated to the estimate of the system health condition is
performed through the generation of -step-ahead predictions.
These predictions use the current particle population as the ini-
tial condition, and kernel functions to characterize the uncer-
tainty associated to each state transition, as shown in (3).

(3)

where is a kernel density function, which may be chosen
as the process noise or a rescaled version of Epanechnikov ker-
nels [4], [23], [29]. Furthermore, we use a regularized version
of this PF-based approach that characterizes the distribution of
the predicted state vector by the position of the particles in-
stead of their weights. As a result, the predicted state PDF in
the time instant is always represented by particles

, , where
is the optimal bandwidth of the kernel , is the square
root of the empirical covariance of the predicted state in ,
and is sampled according to (more details can
be found in [4]). The PDF for the remaining useful life of the
faulty system, or equivalently its Time-of-Failure, can then be
computed by combining information from these long-term pre-
dictions and system hazard zones (areas of the state space that
are associated with critical conditions for the system) [33], [34].
Focusing on the analysis of the EOD [18], the hazard zone may
be characterized as a threshold for the SOC. Thus, the proba-
bility of failure at any future time instant (namely the
EOD probability distribution) is given by the expression [4]

(4)
The conditional EOD probability distribution (4) assumes

that a particle represents a failure condition with proba-
bility 1 when its realization for the second state (SOC value) is
smaller than a given threshold.

III. STATE-SPACE MODEL FOR STATE-OF-CHARGE
ESTIMATION IN ESDS

Online discharge time prognosis requires an adequate char-
acterization of the ESD model, and information on future bat-
tery operating conditions. This section focuses on the first of
these tasks: the proposal of a model that characterizes the im-
pact of different discharge currents on the battery voltage, con-
ditional to a given SOC.We offer a prognostic-oriented solution
that estimates a minimum number of parameters, thus helping
to improve the accuracy and precision of the resulting EOD
estimates. We did not consider models based on electrochem-
ical characterization because they need to estimate numerous
parameters (affecting the observability of the state vector), re-
quire extremely precise measurements for on-line implementa-
tion, and represent a high computational cost. Models based on
EIS measurements were discarded for similar reasons.
Our solution is based on an empirical state-spacemodel that is

inspired on electric equivalent circuits for the battery cell. Pre-
vious research efforts have also used a state-space representa-
tion to describe the SOC evolution in time. In [35], the proposed
state-space model uses the traditional definition for SOC (based
on the battery capacity), and assumes a known look-up table to
characterize the OCV curve. In contrast, an energy-based defi-
nition for the SOC is used in [36], although the parameterization
that is proposed for the OCV curve is insufficient for large bat-
tery packs.
This article considers the SOC as a measure of the battery's

remaining energy. More specifically, for all practical purposes,
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we assume that the SOC represents a percentage of the max-
imum amount of energy that can be stored in the battery. This
subtle change from the usual definition is motivated mainly by
two facts. First, we believe that the concept of energy allows us
to efficiently fuse information from battery voltage and current
sensors into a single state by using the law of conservation of
energy. Second, this change is necessary to adequately prognos-
ticate the autonomy of electromechanical equipment because
all algorithms should characterize future consumption in terms
of the electrical power demand. Indeed, as the battery voltage
drops in a nonlinear manner with respect to the SOC, the elec-
trical power is not proportional to the battery current. Thus, a
definition of SOC in terms of ampere-hours becomes insuffi-
cient in this context.
We also propose a state-space model that incorporates an

improved version of the OCV curve presented in [36]as the
system measurement equation. It is important to note that this
new model provides an adequate representation of the dynamics
associated to the measured battery discharge voltage, in contrast
to the previous representation that assumed a constant value
for the open-circuit voltage for a wide range of SOC values.
We assume a discrete-time characterization for the battery dy-
namics, and the availability (real-time) of voltage and discharge
current measurements (5)–(7). The structure of the proposed
state-space model offers a modification to the observation equa-
tion (7) that incorporates most of the nonlinearities found in
Li-Ion open-voltage discharge curves, while simultaneously en-
abling the implementation of reliable off-line estimation proce-
dures for the estimation of all of its parameters.
State transition model:

(5)
(6)

Measurement equation:

(7)

The discharge current (measured in amperes), and the
sample time (measured in seconds) are input variables;
and the battery voltage (measured in volts) is the system
output. The quantities, , , , and are model parameters to
be estimated off-line. The states are defined as (unknown
model parameter), and (SOC, remnant battery energy
normalized by the parameter ). is the expected total
energy delivered by the ESD (that could be inferred from the
nominal capacity or discharge curves included in datasheets).
Process ( and ) and measurement noises are assumed
Gaussian. It is important to mention that process noise is
correlated with , the measurement noise, because the evolution
in time of state depends on voltage measurements.
The concept of artificial evolution [4], [26]has been applied

to estimate the instantaneous absolute value of the battery in-
ternal impedance. This concept is implemented by extending
the dimension of the state vector, and associating its first com-
ponent with the value of this time-varying parameter. Ar-
tificial evolution allows the implementation of outer feedback

Fig. 1. Li-ion cell discharge open circuit voltage (dark black line) and linear
zone projection (thin segmented line) as a function of SOC (reversed -axis).

correction loops for parameter adaptation [29], a procedure that
permits us to manipulate the variance of the process noise
to diminish the bias in Bayesian state estimates. This partic-
ular procedure has proved to be efficient because it incorporates
the effect of environmental factors (e.g., temperature, or battery
degradation and age). As the experimental setup did not include
temperature probes, the Bayesian processor requires an adap-
tation strategy to infer the effect of environmental temperature
changes on the internal battery impedance. The concept of arti-
ficial evolution plays an important role in that process.
Other available models (see Section I) incorporate a large

number of parameters, increasing the complexity of the online
estimation and prognosis stages. In contrast, (7) has only a few
parameters, and closely represents the typical behavior that can
be found in OCV vs. SOC curves of Li-Ion batteries (see Fig. 1).
Furthermore, our methodology allows obtaining the parameters
associated with the measurement equation (7) solely using in-
formation from a single, prior discharge test. This test (training
data) is mainly used for offline estimation of parameters, , ,
, , and in (7), as well as the characterization of the prior dis-

tribution for .
Equation (7) considers that the OCV curve has three different

zones that require proper characterization, as shown in Fig. 1.
In the first zone, the OCV curve shows an exponential decay as
the SOC diminishes from a fully-charged condition to approx-
imately 70%. In the second zone, the OCV basically presents
an affine relationship with respect to the SOC (SOC between
70% and 25%). The third zone is characterized by an abrupt
voltage drop with respect to small decrements in the SOC value.
As the OCV curve is basically approximated as the sum of the
voltage measured at battery terminals and a voltage drop caused
by the battery internal impedance, the state-space model would
become unobservable if all discharge tests were to consider con-
stant currents. For this reason, we characterize the OCV curve
using data from tests where at least two pulses are added to the
battery discharge current. These pulses can be implemented at
arbitrary time instants, as long as they take place inside Zone 2
(where the OCV-SOC relationship is linear; see Fig. 2(a)). This
experimental procedure can be easily implemented by approx-
imating the Ecrit parameter as the nominal battery energy. The
purpose of these pulses is to estimate the absolute value of the
internal impedance from the expression , as-
suming , where is the voltage
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Fig. 2. Measured voltage and current discharge data for Li-Ion cells: (a) model
identification test for Battery #1, (b) validation data set for Battery #1, and
(c) validation data set for Battery #3.

measured at the terminals of the battery at time , is the in-
ternal battery impedance, and is the open-circuit voltage
at time .
Once and the internal impedance approximation for
are obtained using the aforementioned procedure, it is pos-

sible to estimate (off-line) the parameters that define the struc-
ture of (7). To do this estimate, the voltage discharge curve in
Zone 2 is first modeled as (SOC—1), where
is the curve slope, and is the -intercept of the curve when
considering a reverse SOC axis ( , fully charged bat-
tery); see Fig. 1. Although this affine representation is sufficient
to characterize Zone 2, a complete representation of the OCV
discharge curve for the whole SOC range requires us to incor-
porate additional terms to characterize Zones 1 and 3. Thus,
for SOC values close to 1, the OCV curve includes the term

, where is the OCV when the battery is
fully charged (a value that can be easily measured before per-
forming the test), and the parameter may be obtained by min-
imizing the mean squared error with respect to the measured
OCV curve in Zone 2. Finally, to represent the abrupt voltage
drop that occurs at low SOC values, it is necessary to add the
term, where minimizes the mean squared error in Zone 3 with
respect to the voltage measured in the battery terminals during
discharge.
Three different Li-Ion batteries were used to validate the ef-

ficacy of the proposed off-line parameter estimation method-
ology, as well as the capability of the model structure to char-
acterize the battery discharge voltage curve. Training data were
collected by implementing the discharge profile at a nominal
constant current that is illustrated in Fig. 2(a)). Cells used on
these experiments were discharged until the voltage dropped
to 0.5 volts, although the manufacturer recommends to operate
them with a safety lower voltage of 2.8 volts. In real applica-
tions, either for safety reasons or constant-power load require-

TABLE I
MODEL PARAMETERS FOR BATTERIES #1 AND #2

ments, the high voltage drop that occurs at low SOC values may
not be reached. However, for identical reasons, model errors for
that specific operating zone may not be relevant.
Validation data set #1 (see Fig. 2(b)) is obtained from a Li-Ion

18650 cell (3.7 volts, 2.4 ampere-hours) that is dischargedwith a
profile that emulates the operation of a four-wheel ground robot
[37], where the maximum, and minimum current values were
defined as 2.809 amperes, and 1.619 amperes, respectively. Val-
idation data set #2 corresponds to a discharge test for a Li-Ion
18650 cell (3.7 volts, 3 ampere-hours), where the battery cur-
rent discharge profile is computed as a realization of a two-state
Markov chain with transition probabilities ,

, and where the states are defined in terms of
the discharge current value (state #1, 1 ampere; state #2, 3 am-
peres). Validation data set #3 (See Fig. 2(c)) is obtained from
a LiNiCoMn 26650 cell (3.7 volts, 4 ampere-hours) that is dis-
charged with a profile that corresponds to an adaptation of the
FUDS test [38]. This test adaptation assumes that the lowest
discharge current is 2.5 amperes, and that the maximum dis-
charge current is 7 amperes (the latter representing 100% dis-
charge power). For every discharge power datum (mea-
sured as a percentage of the maximum discharge power), the
test computes the corresponding discharge current value
as . As can be seen in Fig. 2(c),
the proposed discharge profile covers a wide range of current
values. Table I shows the parameters obtained for each battery
using the proposed methodology.

IV. STATISTICAL CHARACTERIZATION OF USE PROFILES
IN ESDS, AND IMPLEMENTATION ISSUES RELATED

TO PF-BASED PROGNOSTIC ALGORITHMS

This section provides an analysis of the aspects that should
be considered in a statistical characterization of future discharge
profiles. Also, some important considerations to be followed in
the implementation of PF-based frameworks for SOC prognosis
are studied, including the accuracy of EOD expectation, and the
Just-In-Time Point (JITP) [28].

A. Statistical Characterization of Future Battery Discharge
Current Profiles

The large uncertainty associated with the problem of EOD
prognosis has at least two main sources. On the one hand, the
uncertainty of the current state estimate has to be propagated in
time according to the state transition model (5), (6). As a result,
even if the future battery use profile is known, the EOD must
be defined as a random variable. On the other hand, the future
discharge profile is unknown in practical applications. Fortu-
nately, the implementation of particle-filtering-based prognostic
methods [4], [18], [23], [29]–[32]allows us to define the prior
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distribution of system input variables in terms of empirical dis-
tributions, which can afterwards be fused with information of
state PDF estimates to generate long-term predictions. How-
ever, we propose a slightly different approach, where the dis-
charge profile that was applied to the battery in the recent past
is considered as a realization of a two-stateMarkov chain. In this
statistical characterization, one of the states of theMarkov chain
represents a high-energy consumption profile, while the second
state is related to low-energy consumption profiles. Once the
Markov chain is properly defined, which is equivalent to esti-
mating the most appropriate values for maximum and minimum
discharge currents and all transition probabilities, it can be used
to generate several (equally probable) realizations of future dis-
charge profiles. Each of these profiles can be then used as fu-
ture system inputs within the particle-filtering-based prognostic
framework to generate a PDF estimate for the EOD. As a re-
sult, and using the law of total probability, it is possible to fuse
information from both the system state estimate and the most
probable utilization profiles to prognosticate the EOD.
The implementation of this prognostic method requires the

estimation of transition probabilities, and the definition of max-
imum and minimum discharge currents. For example, if it is
assumed that the battery is energizing electro-mechanical sys-
tems and providing relatively constant power, the average value
of the current will tend to increase as the SOC decreases (be-
cause the battery voltage also decreases). This tendency makes
it essential to include adaptation schemes that could learn (from
acquired data) the most representative values for high and low
energy consumption states.
The statistical characterization of battery discharge data con-

siders a segmentation of all acquired current measurements in
regular time intervals. Each interval contains a fixed number of
samples , as shown in Fig. 3. This segmentation generates

time intervals such that , where is the number
of measurements available at the moment. For simplicity, if the
ratio between the number of measurements and is not an
integer, then the first window can include more data samples. A
low-pass filter is applied to the discharge current data to discard
outliers and anomalous peaks, obtaining a filtered signal as
a result. Then, for each interval , we compute
the minimum and maximum discharge current values,

, and , where is a
time index valid within the window. Next, on each interval,
current measurements are quantized into two possible values de-
fined by , and . These values define the low-energy,
and high-energy consumption states of the Markov Chain that
characterizes the interval. Discharge current data satisfying

are quantized as ; otherwise, they
are quantized as . For each interval, it is possible to compute
transition probabilities between low-energy and high-energy
consumption states. These transition probabilities are estimated
through maximum likelihood [39], [40], obtaining the estimator

(where corresponds to the number of
transitions from state to state in the interval). The min-
imum number of samples to be included in any interval
should allow us to attain a maximum likelihood estimator for
the transition probabilities.

Fig. 3. Example of characterization of maximum and minimum discharge cur-
rent levels for future operation of the ESD based on exponentially weighted
moving average algorithms.

To incorporate information about how the battery was used
before the time interval, an adaptation scheme is imple-
mented by using an exponentially weighted moving average
(EWMA) [41]to compute the two values, and , that
define the states of the Markov chain that will be used to char-
acterize the discharge profile during the prediction stage:

(8)
(9)

The parameter corresponds to the forgetting factor
of the EWMA algorithm. The EWMA is also applied to the
transition probabilities. As a result of the adaptation scheme,
the prognostic module solely considers the low and high current
values, and the transitions probabilities of the last time interval
. This method may be extended to a multiple-state Markov

Chain.

B. Implementation Issues: PF-Based Discharge Time
Prognosis Framework
The formulation of PF-based prognostic approaches has been

widely covered in literature [1], [4], [14], [23], [29], [31]. How-
ever, there are specific issues associated to the implementation
of these schemes that depend, in a strong manner, on the number
of states of the dynamic system, and the type of nonlinearities
exhibited by them. For this reason, it is important to determine
the best algorithm parameters that should be used in prognostic
applications oriented at SOC monitoring in ESD, and predic-
tions about the EOD time. More specifically, it is important to
focus on the number of particles that needs to be considered
to represent the state PDF on each realization of the stochastic
predictive model, as well as the number of realizations of the fil-
tering algorithm that are required to ensure standards in terms of
accuracy of the predicted EOD PDF. Similarly, it is important to
analyze the number of realizations of the MC that are required
for an adequate characterization of different future ESD dis-
charge profiles, always considering that each realization of the
MC corresponds to a possible future usage of the ESD through
a sequence of the current states.
The analytical solution of the SOC monitoring problem

during a discharge in ESD may prove to be complex to obtain,
due to the fact that the process is non-linear and non-Gaussian.
In this regard, the utilization of a simplified scenario, where the
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TABLE II
EFFECT OF NUMBER OF PF REALIZATIONS ON VALUE (MEASURED

IN SECONDS), USING 40 PARTICLES IN THE BAYESIAN FILTER DESIGN

discharge is described by a linear Gaussian dynamic system,
offers the opportunity to compare the performance of sub-
optimal PF-based SOC prognosis for ESD using the a priori
prediction equation of the Kalman filter. For this reason, a
similar procedure to the one applied in [42]is used on a battery
discharge simplified model to characterize the PDF of the
EOD. This comparative analysis provides information about
the most appropriate values for the parameters that define the
filter implementation.
Performance indicators for prognostics algorithms used in

this analysis incorporate information from EOD expectations,
which correspond to the instant when the expectation of the
battery SOC reaches a null condition, as well as the Just-In-Time
Point value. The latter measure incorporates the concept of risk,
specifying the cycle of operation where the probability of failure
reaches a specified threshold .

(10)
(11)

Several experiments were conducted to test PF-based dis-
charge time prognostic algorithms. These experiments utilized
a simplified discharge model, and varied either the number of
particles of the PF implementation or the number of MC realiza-
tions that are needed to characterize the uncertainty of the future
discharge profile. Results were compared with the analytic solu-
tion of the simplified model in terms of the value and
the EOD expectation (equivalent to in symmetrical
distributions) [43]. The value is critical to define the
number of particles that are needed to represent the uncertainty
of the system because it provides information about the tails of
the distribution. Also, and as explained in [42], the accuracy on
the EOD expectation greatly depends on both the number of re-
alizations for the stochastic process that defines the innovations
of the PF implementation and the number of realizations of the
Markov chain. This analysis helped to determine that 40 parti-
cles are appropriate for algorithm implementation purposes, if
the computational cost associated to the implementation of PF
estimators is also considered. In addition, as shown in Table II,
25 realizations of the PF algorithm are sufficient to provide rea-
sonable estimates for the , , and ,
conditional to the fact that 40 particles are to be used, because
changes on the estimates were negligible even when using 100
realizations.
Furthermore, and following the guidelines proposed in [42],

an exhaustive analysis was conducted to determine the number
of MC realizations that are required to generate reliable EOD

TABLE III
EFFECT OF NUMBER OF MARKOV CHAIN REALIZATIONS

ON VALUE (MEASURED IN SECONDS)

estimates, assuming the utilization of 40 particles in the PF im-
plementation. Table III summarizes the results obtained in terms
of the .
Note that, for more than 25 realizations of the MC that char-

acterizes the battery future operating profile, improvements are
negligible. This fact determines that 25 realizations of the im-
plemented MC are adequate, conditional to the fact that the im-
plementation of the PF-based prognostic algorithm uses 40 par-
ticles and 25 realizations of the Bayesian filter to characterize
the uncertainty associated to the state.

V. PARTICLE-FILTERING-BASED DISCHARGE
TIME PROGNOSIS FOR LITHIUM-ION ESDs

The problem of battery EOD time has been discussed by sev-
eral authors in recent years. Most of them learn the trend of the
discharge curve assuming that the only sources of uncertainty
are associated to unknown model parameters or the estimates
of the state vector, while the future operating profile is assumed
to be a deterministic function of time (constant battery current,
most of the times). This assumption is equivalent to assuming
that the a priori probability distribution of the battery discharge
profile distribution is a Dirac's delta function. Although this as-
sumption speeds up the prognostic procedure (a desirable con-
dition for real-time prognostic algorithms), it does not char-
acterize changes in future operating conditions that could af-
fect the system's autonomy. By combining a classic implemen-
tation of a particle-filtering-based prognostic framework [4],
[15]with a statistical characterization of the battery use profile
(Section IV), we characterize the uncertainty of future discharge
profiles, and improve the accuracy of the prognostic results.
Our PF-based approach considers two stages for the gener-

ation of the EOD PDF: filtering, and prognosis. In the begin-
ning of the filtering stage, most of the time there is no certain
knowledge about the amount of energy stored in the battery.
This condition implies that there is no information about the
SOC and the initial condition of its associated state. To ensure
its convergence to the actual SOC value during this stage, it is
important to correct for errors that could be associated to in-
adequate initial conditions. This fact is a critical issue to guar-
antee an adequate initialization of the prognosis stage, which is
based on the results of the filtering stage. This approach con-
siders an adaptive learning strategy [29]that increases the un-
certainty associated with the state in (6) (through the ma-
nipulation of the variance of the process noise ), based on the
fact that changes on the internal battery impedance (and thus the
value associated to the state ) are negligible during a given
discharge cycle [44]. Although this procedure helps to adjust
the prior knowledge on the initial condition of the state vector,
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TABLE IV
RESULTS FOR DIFFERENT REALIZATIONS OF THE PROPOSED PF-BASED SOC
PROGNOSIS MODULE (BATTERY #1). GROUND TRUTH EOD AT 2738 SECONDS

TABLE V
RESULTS FOR DIFFERENT REALIZATIONS OF THE PROPOSED PF-BASED SOC
PROGNOSIS MODULE (BATTERY #2). GROUND TRUTH EOD AT 3381 SECONDS

it may incorporate artificial sources of uncertainty within the
Bayesian processor if kept invariant [29]. For this reason, and
after a few battery voltage and current measurements are ac-
quired, the variance is exponentially reduced, converging to a
pre-defined lower bound (which is part of the PF implementa-
tion design parameters). This procedure, which can be consid-
ered as an outer feedback correction loop [29]in a failure prog-
nostic routine, is critical to ensure a reasonable initial condition
for the state vector. Once the uncertainty associated to the state
estimate has been quantified and bounded, it is possible to im-
plement regularization [4]and kernel-based techniques within
the particle-filtering-based prognostic framework to study the
manner in which the state probability distribution will evolve in
time (3).
Validation of the proposed approach has been performed

using the data from three different Lithium-Ion cells (as de-
scribed in Section III), and using performance measures (10)
and (11). Validation data set #1 emulated the operation of a
four-wheel ground robot. Validation data set #2 corresponds
to a discharge profile computed as a realization of a two-state
Markov chain. Validation data set #3 emulates and adapts the
FUDS test. The ground truth EOD for the first data set, obtained
from Battery #1, occurred at 2738 seconds of operation. In
the case of Battery #2, the ground truth EOD is 3381 seconds.
For Battery #3, the value of the ground truth EOD is 4283
seconds. The initial condition for state is arbitrarily gener-
ated as a uniform random variable [0.80, 0.90], even when it
was known that in all experiments the batteries were always
fully charged. The latter intended to demonstrate how well the
estimation algorithm responds to erroneous initial conditions.
Provided that PF-based EOD estimates are random variables,
the validation analysis included several realizations of the filter
for each data set. Figures will only illustrate results for one
particular realization, whereas Tables IV, V, and VI aggregate
information from all computed realizations.

TABLE VI
RESULTS FOR DIFFERENT REALIZATIONS OF THE PROPOSED PF-BASED SOC
PROGNOSIS MODULE (BATTERY #3). GROUND TRUTH EOD AT 4283 SECONDS

Fig. 4. SOC prognosis for Battery #1 using the proposed PF-based framework.
(a) Estimated SOC (dark black line), predicted SOC (dark black dashed line),
and 95% confidence interval for SOC prediction (thin segmented line), with
EOD threshold defined as 5% SOC. (b) Evolution of the state , as a function
of SOC, during the estimation (solid line), and prediction (dashed line) stages.
(c) Measured voltage (thin black line), estimated voltage (dark black line), and
predicted voltage drop (dashed dark black line), as a function of SOC.

Fig. 4 and Fig. 5 show the results of the prognostic algorithm
using a (random) single realization of the PF-estimation algo-
rithm, and one of the 25 realizations of the Markov chain that
characterizes the future battery use profile according to the pro-
cedure described in Section IV-A. EOD prognosis is computed
at the 1800th second of operation for Battery #1 and #2, and
at the 2947th second for Battery #3. In these three cases, the
proposed method and model structure allow us to quickly over-
come the problem of erroneous initial conditions for state ,
obtaining reliable estimates of the SOC in terms of the condi-
tional expectation of the PF-based PDF estimate. Furthermore,
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Fig. 5. SOC prognosis for Battery #3 using the proposed PF-based framework.
(a) Estimated SOC (dark black line), predicted SOC (dark black dashed line),
and 95% confidence interval for SOC prediction (thin segmented line), where
EOD threshold is defined as 5% SOC. (b) Evolution of the state , as a function
of SOC, during the estimation (solid line), and prediction (dashed line) stages.
(c) Measured voltage (thin black line), estimated voltage (dark black line), and
predicted voltage drop (dashed dark black line), as a function of SOC.

the predicted output voltage for Battery #1 (see Fig. 4(c)) cor-
rectly includes a characterization of the voltage drop that oc-
curs when the SOC reaches less than 10% (even considering
that this event occurs at late stages within the prediction rou-
tine). However, Fig. 5(c) shows an early voltage drop for the
output voltage of Battery #3 at a SOC of 6%, due to a higher
uncertainty associated to the usage profile (with respect to Bat-
teries #1 and #2). The resulting EOD PDF estimate allows the
building of 95% confidence intervals for the discharge event, as-
suming that the statistical characterization of the system input
(discharge profile) is invariant. Although this graphical informa-
tion is useful to illustrate the system autonomy, it is incomplete
because it is first necessary to evaluate the response of the filter
to various realizations of the innovation process. Tables IV, V,
and VI present the results obtained when running at least 5 dif-
ferent instances of the proposed approach, considering that each
instance implies a single realization of the PF algorithm to esti-
mate the state PDF at the 1800th second of operation in the case
of Battery #1 and #2, or the 2947th second of operation in the
case of Battery #3, and 25 realizations of the Markov chain that
characterizes the future battery use profile. These results show
that the proposed method can be used to statistically quantify
the effect that random changes in the battery discharge current
have on the ESD SOC.

Fig. 6. EOD PDF estimate (normalized) for Battery #3. Vertical dashed lines
show the PDF expectation and the limits of the 95% confidence interval. Ground
truth EOD is 4283 seconds.

EOD estimates presented in Table IV show that the EOD ex-
pectation is, indeed, a random variable. Furthermore, it may
happen that some realizations of this random variable under-
estimate (or overestimate) the ground truth EOD. Nevertheless,
the obtained estimates (for both batteries) are sufficiently ac-
curate. More importantly, they tend to underestimate the EOD,
thus minimizing the probability of unexpected failure (conser-
vative approach). In fact, the values obtained for the
in Table IV are always smaller than the ground truth EOD, thus
ensuring a safety utilization of the ESD. The maximum over-
estimation error in the conditional expectation is only 23 sec-
onds, over a 938 seconds prediction window. The EOD condi-
tional expectation estimates for Battery #2, and Battery #3 are
presented in Table V, and VI respectively, following a similar
procedure as in the case of Battery #1. In those cases, all prog-
nosis results provide EOD conditional expectations that under-
estimate the EOD ground truth. The proposed method obtained
a maximum error of 116 seconds, and 222 seconds for Battery
#2, and Battery #3, while the prediction horizon was 1581 sec-
onds, and 1336 seconds, respectively. As the characterization of
the future usage profile for Battery #2 is made with realizations
of a two state Markov chain, the prognosis stage leads to better
results compared with Battery #3. This difference produces a
higher underestimation of the EOD expectation for Battery #3.
Underestimation of the EOD is not critical when compared to
its overestimation because the latter would lead one to make
wrong decisions in terms of systems autonomy. Fig. 6 shows an
illustration of the EOD PDF estimate, including the expectation
and 95% confidence interval limits (ground truth EOD at 4283
seconds).
Considering the length of the long-term prediction windows,

the maximum error between the ground truth and the expected
EOD correspond to only 2.45%, 7.3%, and 16.6% for Battery
#1, Battery #2, and Battery #3, respectively. Also, the corre-
sponding maximum lengths for the obtained confidence inter-
vals are 30.6%, 9.4%, and 11.8% of the prediction window.
These results show that the proposed prognosis SOC frame-
work presents a trade-off between the accuracy and precision
of EOD estimates. In terms of Just-In-Time Point estimates, the
maximum difference between the ground truth EOD and the

, and values are 184 seconds, and 142 sec-
onds, respectively (19.6%, and 15.1% of the prediction window)
for Battery #1. In the case of Battery #2, that difference is 195
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seconds, and 160 seconds, respectively (12.3%, and 10.1% of
the prediction window). For Battery #3, the difference is 309
seconds, and 280 seconds, respectively (23.1%, and 20.9% of
the prediction window). All these results provide reliable in-
formation for decision making processes associated to the ESD
autonomy.

VI. CONCLUSIONS

A particle-filtering-based SOC and EOD prognostic approach
has been proposed, tested, and validated. This approach uses a
statistical characterization of battery use profiles to estimate the
SOC, and predict the discharge time of Li-Ion batteries. Three
different lithium-ion battery cells have been used to generate ex-
perimental data, under dissimilar operating conditions, for both
training and validation purposes. The first of these discharge
profiles emulated the operation of a four-wheel ground robot.
The second data set corresponded to a discharge profile com-
puted as a realization of a two-state Markov chain. Finally, the
third discharge profile emulated the FUDS test.
An empirical state-space model, inspired by the battery phe-

nomenology, was also hereby introduced and validated. The
model allows the implementation of Bayesian filtering methods
that efficiently (and effectively) estimated SOC in real-time.
Furthermore, the implementation of an outer correction loop
during the filtering stage (to modify the variance of the process
noise ) provided quick adaptation for erroneous initial con-
ditions. This reduced dramatically the associated impact on the
EOD estimate bias.
SOC and EOD prognosis is implemented using a PF-based

method that considers a statistical characterization of future dis-
charge profiles based on maximum likelihood estimates of tran-
sition probabilities for a two-state Markov chain. Experimental
results prove that the proposed framework allows us to success-
fully prognosticate the discharge time in terms of conditional
expectations, 95% confidence intervals, and points.
This ability offers conservative (but accurate) EOD estimates
that help to minimize the probability of unexpected failure, and
ensure a safe utilization of the ESD.
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