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Abstract

This paper studies the role of productivity on determiningaol plants exit during the
last two crises in the Chilean economy. Using data on matwiag plants from 1995 to
2011, | find that the process of less efficient plants exitiogeatuated during the Asian
Crisis. This accentuation is called cleansing effect, Whgcwhat creative-destruction the-
ories would predict during an economic downturn. Howevdind that during the Great
Recession in Chile this process attenuated, i.e. prodiycidiess important in determining
which plants exit the market. The mechanism behind thisraétgon is the exposition to
international competition faced by sectors. To furtherarsthnd this, | use Customs data to
get indirect evidence to support the idea that sectors mdnerable also had trade partners
that shrunk the most their international demand, and hemce more severely affected by

the crisis, so more likely to exit.
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INTRODUCTION

1 INTRODUCTION

Crises may hamper economies in a variety of ways, such asngustms out of the market or
creating job losses. However, there might be some mechartisan can compensate, mainly
in the long run, the damage a crisis does to the economy. Tied tetionale is that a greater
proportion of less productive firms exit, hence the aggeetgatel of productivity may even rise
after a recession. This idea comes, initially, fr@ohumpete1939 who posits the concept
of creative-destructioras an engine of growth in capitalist economies. Nonethekegting
businesses may not necessarily be the less efficient, amdhty be due to other mechanisms
that play a more active role during recessions, such as tianperfections (e.g. financial con-

straints) or certain firm characteristics (e.g. exportnsity).

The effect of productivity omlecidingwhich plants exit and which do not can be interpreted
as aselection processWhen this process accentuates, we observe crises wittaasingef-
fect as the market “gets cleansed” of the least efficienttpland it might even be observed an
increase in aggregate productivity. However, if this pescattenuates, we observe crises with
ascarringeffect as the economy is also damaged in the long-run in teenaéth of the crisis.
This is given by the fact that not necessarily the most efiigeants are staying in the market.

In this later scenario is critical to question what is expilag the exit of establishments.

During the past 20 years, Chile has experienced two cribesAsian Crisis and the Great
Recession. Although, both were international in natugeld similar spans of time and affected
the Chilean economy similarly (in terms of real GDP growthgy had different implications.
The Asian Crisis was mainly a local crisis that affected pdrAsia and a handful of coun-
tries outside Asia, whereas the Great Recession has bedeépest downturn since the Great
Depression, and it has affected almost every country in thedw Additionally, it has been

accompanied, either as a cause or as a consequence, bytaeradh and a trade collapse.

1Seelyer, Peydrd, da Rocha-Lopes, and Sch214 or Nguyen and Qiarf2014 for evidence of the credit
crunch in Portugal and Europe, respectively. And Baklwin (2009 for a revision of the trade collapse around
the world.



INTRODUCTION

| assess to what extent, if any, the effects mentioned abm/@r@sent during the Asian
Crisis and the Great Recession in Chile. If one of the criseteinsing it is good news as
that is what is expected under normal functioning of the readk economy. However, if any
of them isscarring, it is necessary to address the reasons or mechanismsgtivrexits, and
ultimately, the dynamics in productivity. Thus, if the kattis true, two alternative reasons for
it are explored. First, a crisis may restrict or worsen theeas to financing, and if within the
sectors more subject to external financing, the firms ex#negnot necessarily exiting, then this
could explain the effect. Secondly, a crisis may affectldsthments through their exposition
to international competition, given that sectors more gtdible can be associated with higher

levels of productivity as non-exporters usually perforrtolaeexporters’

In order to approach these issues, a data panel of Chileanfatamring plants from 1995
to 2011 is utilized, which is very useful as it has vast anaitled information on plants. More-
over, the time span allows to compare both crises with theesgatabase, and with most plants
participating on both events. The empirical strategy permai identify the Asian Crisis as one
where the selection process deepens as it makes ineffitgams pnore likely to exit the market,
i.e. cleansing effect is present. It also allows to find thairdy the Great Recession, the selec-
tion process weakens as inefficient plants are now lessilslegto leave, i.e. scarring effect is
present. This can be proposed as a mean for the significgntrdpwoductivity, that has already

been documented for the case of Chile in 2809.

The reason lying behind comes from the exposition to intenal competition. Sectors
that tend to export larger shares of their production areoties where the scarring effect con-
centrates. Namely, in those sectors there are plants thatktively more productive that the
ones exiting in other years. In order to better understaisd itise Customs data to get indirect

evidence of what is happening. | find that sectors more exptisenternational trade are the

2For example, seBernard and Jensgmn999.
3SeeFuentes and Garc{2014 andUAI and CORFO(2013 for works with aggregate data on the whole econ-
omy and the manufacturing sector as well.



Related Literature

ones more affected, as their trade partners suffer more a@dpo sectors less vulnerable.

The contribution of this paper is twofold. First, it positvew mechanism (exposition to
international competition) by which firms exit during a @iand how this can explain produc-
tivity dynamics. Second, this study adds to the literatweuinenting what happens at the firm
level during crises, and in particular what has occurredduthe last (and even ongoing) major
downturn the world economy has experienced since the Gregatddsion. Specifically, the case

of Chile; a small developing country.

2 Related Literature

The theoretical discussion of what happens to firms duriegehession starts withBchumpeter
(1939, who poses that crises are an opportunity to clean out thikenhaf less efficient busi-
nesses. This may suggest the release of resources that caed®r entrants or incumbents,
and it is the main rationale of the work bavis and Haltiwangef1992, which studies creation
and destruction along the cycle. Th&wgballero and Hammo{f994) try to put both together
and propound a model to determine if the Schumpeterian geefulfills, which they coined as

a cleansing effect.

Despite this, and up until recently, there were no studiekita at this using microeconomic
data. Namely, papers focused on how the relation betweetuptigity and exit compares be-
tween a crisis and the rest of the economic cyklallward-Driemeier and Rijker2013 study
the effect for the Asian Crisis in Indonesia. They define adpobivity measure and see how
this is related to probability of exit over the cycle. Thelaus find that the crisis did not have
cleansing features as relatively more productive firmsadatown. Additionally, when they de-
compose productivity growth followingoster, Haltiwanger, and Krizai2007), they find that
during this downturn the between component, that capturesrhore efficient plants gain mar-

ket power, does not decrease around the crisis. Hence, tizerdgs between plants do not play
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a distinct role during a recession. Similarislava, Galindo, Hofstetter, and lzquier(@d11)
study the same effect during the same crisis but in Colonfigain, these authors find that this

period is scarring as the selection process attenuates.

One different approach is done Bypster, Grim, and Haltiwang€2014), who study several
downturns from the mid-1970s to 2011 in the United Stated,law the relationship between
productivity and reallocation fluctuates over time. Thegnitify the Great Recession to differ

greatly from other crises where reallocation used to rigseearhance productivity.

Some literature has documented mechanisms that can acioutite attenuation effect
during a crisis. Hallward-Driemeier and Rijker$2013 explore financial dependence mea-
sured using the calculations froRmjan and Zingale€l998, as plants more reliant on finance
should be more affected during the crisis, given that theynaore productive and that financ-
ing conditions worsen. The authors find this to explain panvibat happened in Indonesia.
They also propose labor market regulations and connectmiise Suharto regime as prob-
able mechanisms. However these variables are found to havelation to firms exiting.
Eslava, Galindo, Hofstetter, and Izquier(®011) evaluate the mechanism of credit constraint,
which is related to the previous, although these authorausber database from a government
agency in charge of overseeing large corporations, whiclsesl to measure constraints on an
establishment basis, rather than on a sector one. They fduhing the Asian crisis, the least
productive plants without credit constraints can be adylike exit as some more productive
firms but with credit constraint. Finally, whdroster, Grim, and Haltiwang€2014) find the

Great Recession not to be cleansing, they do not try to findehanism behind.

2.1 THE CASE OF CHILE

Although there is no direct study for Chile that investigatae link between productivity
and exit at the firm or plant level during crises, there are yr&tndies that shed light on it.
Bergoeing and Repett@006 study the productivity dynamics between 1980 and 2001gusin
the same database as in the present paper. They find thateipet®87 and 2001 reallocation
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increases considerably respect to other periods analyzed.

Likewise,Alvarez and Gorg2012 study directly what happens in Asian Crisis regarding to
how national and foreign firms respond differently in Chilée authors find that the latter ones
are more likely to exit, but within that group, the survivinges grow more than the national
ones. Finally, there is also documentation about the aoisi®©82, which was the worst since
the Great DepressiorLiu and Tybout(1996 analyzes continuing and exiting plants in Chile
(and Colombia) between 1980 and 1985, and find that thereiiglation between productivity
and the business cycle in the two groups, and that even ég# dad not increase significantly
in 1982.

Similarly, Oberfield(2013 studies productivity and misallocation during the Criid982.
He tries to understand what drove down the productivity adotne greatest financial crisis in
the Chilean history. To do so, the author measures the mesdibn of resources, and finds
that the fall is partially explained by a deterioration itoahtional efficiency between-industry,
where the mechanism is given by the sensitivity to dome&iahd, i.e. it is concentrated in

sector that produce durable goods and that export less.

3 DATA

The data used comes from the Annual National Industry Su(E®IA, for its acronym in
Spanish) from 1995 to 2011, which is carried out by the Natidnstitute of Statistics (INE,
for its acronym in Spanish). The survey contains generaladteristics of each establishment,
plus information on sales, production, inventories, ldbore, capital, material, and other inputs
and expenses. This survey is representative for each oftthea@ regions and manufacturing
activity, and it is applied to establishments with 10 or maekers (NE, 2013. Therefore, an
establishment may not appear either because it was cladet] less than 10 workers or it did

not respond to the survey. In order to overcome this probteensample is restricted to plants



3.1 PRODUCTIVITY MEASURES

with 15 or more workers, that sell at least 87,000 US dollaysa?* Thus, an exit is flagged as
such when the plant appears in yéabut then it does not in year+ 1.°> Appendix A shows

annual descriptive statistics for the sample.

3.1 PRODUCTIVITY MEASURES

Productivity is difficult to gauge and any measure is subjext different critiques
(Van Biesebroeck2007. In order to cover all the potential drawbacks, three défife
measures of productivity are utilized throughout the papée first one is labor productivity,
which is measured as the logarithm of value added per workes. measure is less susceptible
to measurement error as it does not take into account capiteing the rest of this paper, this

productivity measure is denoted hy(V'/L).

The second measure is the total factor productivity, at #wos level, of the following

Cobb-Douglas production function (in logarithm):

Yijt = Bo+ Bilie + Brki + uy (1)

with Ui = Wit + Nir (2)

wherey;;, l;; andk;; correspond to value added, labor and capital for plantyeart, respec-
tively. u; is the total factor productivity that is assumed to have t@mponents: one that is

only known by the businessman;{) and one that acts as a shogk).°

Estimating (1) by Least Squares (LS) generates two probl&inst, it creates a problem of
simultaneity, because one productivity component is oblyeoved by the plant owner or man-
ager (i.e.w;;), and not by the econometrician. So, when there is a pogtwductivity shock

in that component, it is expected a higher use of inputs. 8fbez, estimating by LS provides

4After a meeting with the INE, it was suggested to work withgkar firms where the non-response rate was
lower. The threshold corresponds to 2,400 UF, which is aiapenit account adjusted to inflation.

5Only continuing plants are considered in the sample. Hstabkents that enter and exit constantly are excluded
from the sample as it is even harder to assume that they botixdl

SMaterials are not included, because deflators specific &-tligit are not longer available by INE.
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parameters for (1) that are overestimated as the error teem the total factor productivity)
correlates with the explanatory variables. This effectnaengts as the inputs are more flexible,
so for instance it would be expected to be more severg,ftinan for5,. One way to correct
this is given byHarrison(1994, who includes fixed effect per plant in a panel. This indeed
fixes the problem, however it is not reasonable to assumeatpknt keeps the same level of
productivity for 17 years (1995 to 2011), as it is the casehefsgample utilized. Another way
is the method used blyiu (1993, where total factor productivity is modeled as a functidn o
time.” Once again, this solves the problem, but the loss of degfdesenlom compromises too

much the significance of the estimated parameters.

The second issue is the selection bias generated by the fuits, their size and produc-
tivity. Thus, when negative productivity shocks occurgkarfirms (i.e. with more capital) can
withstand better than smaller ones, and hence they havetlagsses to exit. Therefore, negative
productivity shocks are more associated with large firmsclwleads to a negative correlation
between the error term and the capital variable. IncidgntaS method delivers an under-
estimation of the parameter associated with capital. Heweahe usage oDlley and Pakes
(1996, andLevinsohn and Petri(fR003 methodologies overcome the two problems mentioned

above?? During the rest of this paper, this productivity measuredsated byl'F Py p.

Value added and capital are deflated using IPM (which is treniSp acronym for Whole-
saler Price Index) series at the 3-digit. INE constructéd #eries until 2009, so it was necessary
to splice them with a different series until 2011. For thisgmse IPP series (which is the Span-

ish acronym for Producer Price Index) were joined followiNg: (2013.

The third measure is also the total factor productivity at&ar level from (1). In this case |
follow Oberfield(2013 and assume constant returns to scale witk- 5, = 0.45, and without

heterogeneity among sectors. This does not resolve thdepnofi¥ deflators or measurement

"Specifically, the authors establish the functional foff# P, = a1; + gt + asit?.
8More technical details are contained in Appendix B.
SProduction functions as a result of this procedure can beddauAppendix C.



3.2 CRISES INCHILE

error of capital that are also present in the previous measiowever, it does not rely on all the
assumptions i®lley and Pake§1996 andLevinsohn and Petri(fR003, such as the invertibil-
ity of the profit function. During the rest of this paper, tpioductivity measure is denoted by
TF Ps5.

3.2 CRISES IN CHILE

Crises are broadly defined as a year when there is annuaivee@&P growth and at least one
guarter with negative growth. These years correspond t8 286 1999 for the Asian Crisis and
to 2008 and 2009 for the Great Recession. Alternative @itayuld be used in order to define a
year as one with crisis. For instance, to also consider thati@ in the manufacturing sector.

In this case, the only year that did not have negative gromthe manufacturing sector is 2008.

It is worth mentioning that using the variation in the marmid@ing sector is not necessarily
a good approach as it is less exogenous given that it corttarexit of establishments. Unfor-
tunately and given the data limitation, there is no other wfagapturing the shocks if it is not by

assuming that the shock is homogeneous to all plants and teaiurs during the whole year.

4 EMPIRICAL STRATEGY

The first stage of the empirical approach consists on idengjfthe sources of productivity vari-
ations. For instance, to know whether they come from withedlants or from their interaction,
i.e. between them; or if it is due to the entrance of more pectidel producers or the exit of less
efficient units. Thus, | use the novel decomposition by Medihd Polanec (2016) which ex-

tends the one done initially b@lley and Pake$1996), as it includes entrants and exiters. The
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decomposition is as follow¥:

=5 =S =S =S
AF, = Py =P, + ZA(@%—@t)(pit—Pt)
— i€s
Within ~ -— _
Between
—E =S =S =X
+ etE(Pt - Pt) + et)gl(Pt—l - Pt—l)' (3)
_/_/ (. ~ /
Entry Exit

wherep;; is the productivity measure?i the unweighted productivity average for eajth
group, withj = {S, £/, X'} standing for survivors, entrants and exiters, respegtivithe same
applies for?f which is the average of the participation within each grc'mp,?f = % Dics 67,
wheret’, = 6,/ "

producers.

icj 0;:, andd;; is the share of year production or labor within a year acrtiss a

It is noteworthy, as it happens with other decompositidribat rises in productivity may
come fromWithin plants as they get more efficient themselves; fBatweerthem as the most
(least) productive are also the ones that grow more (lessj fheEntry of establishments given
they are more efficient than the relevant average; and frer&xit of plants given they are less
productive than the average. Thus, if a crisis has Schumaeteharacteristics, we should ob-

serve a higher relative importance of the Between and Exitpoments.

The second stage is carried out in order to know which effemtgiled during each crisis.
Namely, to test how exit and productivity varied during thesis years. To assess this, the

following linear probability model is estimated:
Zijt = OPijt + Z Brpije X di +vYWije + 0p + pij + €ijt (4)
TEN

wherez;;; flags the exit and hence it takes the value of 1 if establishmiersector; is in year

t, but not in yeat + 1; p;;, is any of the productivity measures explained in Sectiof? are the

19t resemble©lley and Pake€1996 decomposition which is give by, = Py + ", A0t Ap;,, whereAz;, =
x;; — X and X, is unweighted average af,’s.
HseeFoster, Haltiwanger, and Krizg2007) for alternative decompositions.
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set of crisis years, d7 takes the value of one if = ¢ and W, are controls such as the size of

the plant, age and foreign ownershifi; andy; are year and sector fixed effects.

Crisis in yearr is cleansingif ET < 0 as less efficient plants are more likely to exit during
yearT compared to other non-crisis years. Conversely, a crisygan is scarring if BT > 0
as more productive plants are more likely to exit during trestr compared to other non-crisis

periods.

To better understand this, consider that productivity esk@y variable in theelection pro-
cessof whether a plant survives or not, and the mechanics is ascéag: higher productivity
increases the chances of besgjectedo survive. During a recession, this incidence can in-
crease (cleansing effect), decrease (scarring effectjagrtee same. However, under any of
those scenarios the mechanics maintains, but not nedgstaintensity. Econometrically, a

cleansing effect corresponds to:

02 02 ;
15t 151 < 07 (5)
apijt tis Crisis apijt t is No Crisis
and a scarring effect to:
0z 0z
15t 151 <0. (6)
apijt t is No Crisis apijt t is Crisis

5 PRODUCTIVITY DYNAMICS

The estimation method described in Section 3 and AppendixrBoe joined to see how produc-
tivity evolves over the years. Figure 1 shows the produtgtidynamics for labor productivityf
It starts growing fairly steep until 1999; from then and up2@4 there is a slight reduction

in the slope, plus a small drop in 2005. After that, it growsiaguntil 2008, when it drops

2In the baseline scenario there are four years (1998, 1998 a0d 20098), which means that there are four
interaction terms.

3we follow Hallward-Driemeier and Rijker€013 andBernard and Jens€@007 to select these covariates.

¥appendix D.1 shows the dynamics for both TFP measures, ORand 0.45, as well as Figure 1 measured
as an index.

10
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substantially. It then recovers in 2010 and 2011. This pattas already been documented in
the literature for the case of Chite.The vertical lines represent crisis periods. The dottad-|i
is a year with one quarter of negative GDP growth, and theodit&tuous-line is a year with

negative GDP growth.

Productivity grows 4.56 on average (see Table 2), with 2062009 as the only drops in
productivity. The largest of these two is during the Greatd®sion where from 2008 to 2009,
it falls 7 percent, which is close to the 5 percent documemégil and CORFO(2013 for the

manufacturing sector using aggregate data.

Figure 1: Productivity Evolution

Productivity

Labor Productivity (Added value, in logs)
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For the question this paper studies, it is necessary to sgebes this dynamic behaves for
plants staying compared to plants exiting the economy. rEiguillustrates this, where it can

be seen that exiters are consistently less productive thgers for every year. Having a closer

15SeeFuentes and Garc(2014 andUAI and CORFO(2013 for works with aggregate data on the whole econ-
omy and the manufacturing sector as well.

11
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look at what happens during recessions, it can be seen th&80® the average productivity of
exiters is lower than in 1997, but the average productivitstayers is higher. This suggests that
a cleansing process is characterizing part of this crismversely, in 2009, average productiv-
ity grows for exiters and drops for stayers. This means tkiéts are more productive that the
previous year, but also that the ones staying are less piieduc the previous year too. This
suggests a scarring effect, because even though the piatintg @re less productive, theelec-
tion process seems to be milder in the sense that it now seleatsisbments that would have
not closed in other periods. This is consistent with Figues it seems the drop in productivity

can be potentially explained by the exit of some efficientsuni

Another way of looking at this stems from Table 1 that showsafwhich quintiles the exiters
come from. As it is expected, in general, there are more fixxitghg from lower quintiles of
productivity compared to higher ones. However, for 2008 tlas some sort of reversion with
Q1 having the least share among all years, and Q5 having gine$ti. When analyzing 1998,
1999 or 2008, it can be observed that even though they arecatss years, there is no such

pattern as it happened in 2009.

12
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Figure 2: Average productivity of firms staying and exiting
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Table 1: Origin of exiters by quintiles

Ql Q2 Q3 Q4 Q5
1995 30.6 20.8 13.0 20.8 14.8
1996 32.1 195 170 17.0 145
1997 284 17.1 158 189 19.7
1998 334 169 185 182 131
1999 28.7 22.0 15.2 18.0 16.2
2000 29.8 19.1 221 140 149
2001 26.1 209 14.2 18.0 20.9
2002 33.0 18.7 16.1 152 17.0
2003 26.9 194 225 163 150
2004 278 218 235 132 137
2005 28.9 206 211 16.7 127
2006 28.8 198 185 158 17.1
2007 27.3 200 16.3 208 155
2008 22.6 193 204 200 17.8
2009 238 17.2 188 19.2 211
2010 254 184 20.3 164 196




RESULTS

6 RESULTS

6.1 PRODUCTIVITY GROWTH DECOMPOSITION

Table 2 displays the figures for the growth decompositionarpd above. The exit term is
positive for every year, which means that exiters are alvimgJew survivors in terms of their
productivity. In year 1999, it can be noted that the betweemts high and that it explains more
than half of the productivity growth in that year. The exithgoonent is also high and it explains
approximately a third of the growth. Both components arevalibe sample average, although
not the highest. Once again, this indicates that the Asi&igds characterized by a cleansing

effect.

Looking at the years during the Great Recession, it can betbed¢ 2008 does not seem to
be very different to the rest of the years, apart from the tlaat the exit component is below
the average. The large drop in 2009 seems to be driven majriwier productivity within the
plants. However, the between component is negative, whitei contrary of what is expected
to happen during a crisis, as it means that most (least) ptivéwnits have obtained less (more)
market share. Again, the exit component does not have mqguertance as it is expected to be

if the crisis is characterized by a scarring effect.
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6.2 MAIN RESULTS

Table 2: Productivity Growth Decomposition (in percenfage

Within Between Entry Exit| Growth
1996 11.80 -0.60 -3.40 199 9.78
1997 -3.30 3.08 -0.57 2.65 1.86
1998 1.13 0.96 0.14 2.67 4091
1999 2.46 5.69 -0.83 3.65 10.96
2000 2.90 -3.55 0.24 3.48 3.06
2001 0.70 1.36 0.05 0.14 2.26
2002 2.74 0.19 -2.88 1.96 2.00
2003 0.68 0.12 -250 2.73 1.03
2004 0.04 2.72 -0.71 2.01 4.06
2005 -2.02 -6.64 -1.17 4.86 -4.97
2006 2.78 5.91 -0.69 0.37 8.37
2007 1.89 -3.66 0.18 1.67 0.08
2008 3.98 12.17  -2.48 1.80 15.47
2009 -8.76 -1.39 0.58 236 -7.21
2010 5.91 -2.10 -0.28 0.36 3.89
2011 10.79 3.27 -2.75 6.17 17.47
Average| 2.11 1.10 -1.07 2.43 4.56

6.2 MAIN RESULTS

Table 3 shows the main results for the specification in (4eré&lare three pairs of columns, each
pair for each productivity measure. Each calculated privdticis estimated with and without
controls. Analyzing the first year of the Asian Crisis, it d@noted that theelection procesis
stronger now, as the effect that productivity has on thelddglihood in 1998 is now 1.2 points
higher (in absolute terms) (1.0 points if we considdr Ppp and 2.1 points if we usé'F Px).
The sign and even the magnitude are very close when | exdhedsontrols. In 1999, this effect
is still negative, but not significant, i.e. plants do notrfpa their relation between productivity

and likelihood of exiting during this year.

The opposite happens during the Great Recession. Evenhilauiong 2008 the interaction
term is not significant, it is positive under five of the sixwwmins displayed. In 2009, the effect is
2.2 points smaller (in absolute terms) (0.9 points if we ad&sI'F' Py p). This finding implies

the presence of a scarring effect during the Great Recesstoah is consistent with what was

15



6.2 MAIN RESULTS

shown in the previous section regarding the productivity exit dynamics.

Table 3: Main Results using a Linear Probability Model

1) 2 3 4) 5) (6)
Exit Exit Exit Exit Exit Exit
Year98x In(V/L) -0.0120* -0.0131*
(-1.97) (-2.15)
Year99x In(V/L) -0.00456 -0.00588
(-0.75) (-0.96)
Year08x In(V/L) 0.00717 0.00854
(1.15) (1.36)
Year09x In(V/L) 0.0218**  0.0225**
(2.98) (3.05)
Year98x T FPop -0.0103* -0.0111*
(-2.16) (-2.32)
Year99x T FPpp 0.00191 0.00124
(0.40) (0.26)
Year08x T FPop -0.00000449 0.000415
(-0.00) (0.09)
Year09x TFPpp 0.00909 0.00905
(1.89) (1.88)
Year98x TF Py -0.0208*  -0.0245**
(-2.35) (-2.76)
Year99x TF P -0.0117 -0.0152
(-1.34) (-1.72)
Year08x TF P5 0.0102 0.0139
(1.13) (1.52)
Year09x TF Py 0.0145 0.0173
(1.62) (1.93)
Size -0.01871** -0.0156** -0.0199**
(-12.24) (-10.05) (-13.96)
Foreign 0.0153+* 0.0102 0.00876
(2.91) (1.95) (1.70)
Age -0.00591** -0.00603** -0.00610**
(-12.20) (-12.43) (-12.53)
Observations 48025 48025 46592 46592 46592 46592

t statistics in parentheses
*p<.10," p < .05 " p<0.01
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6.2 MAIN RESULTS

The results for the two crises are both in line with what | hdgeumented in the previous
sections and sizable, in terms of how important they are evatpto the baseline effect. To see
this, Table 4 displays the marginal effects for the proditgtmeasures of the same six columns
of Table 3. The first column shows that the baseline effeabynpeeriod without crisis is -0.0196,
i.e. a one-percent increase in productivity reduces treditikod of exit by 1.96% (or 1.8% if
we take any of the TFP measures). The next row has the masedfaat of productivity in 1998,
which in the first column is 3.16%. This is 1.2 points highergbsolute terms) compared to a
non-crisis period® Namely, the role played by productivity Belectingunits to exit the econ-
omy is 61% (=1.20/1.96) higher in 1998. Something similggens in year 1999, however this

Is not significant.

The fourth and fifth rows display the final effect during theggeof the Great Recession. In
the first column it can be observed that effects in year 2002809 are both smaller in absolute
terms. This is a direct consequence of the last two intemad¢grms in Table 3. In 2008, the
effect is still negative and significant, i.e. a one-perdeatease in productivity diminishes the
chances of exiting the economy by 1.24% (or 1.74% when UBifig, » and 0.81% when using
TF P5). One year after, the effect is no longer significant and mehenegative. The incidence
played in 2009 on determining which plants were to exit iseya@r in the best scenario very

modestly. Column 3 is the exception if we only consider djEations with controls.

16Gijven the linearity of the model, this 1.2 figure is the samthasnteraction coefficient in Table 3.
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6.2 MAIN RESULTS

Table 4: Marginal Effects for the main equation

(1) (2) () (4) (5) (6)
Exit Exit Exit Exit Exit Exit

Productivity
No Crisis -0.0196* -0.0244** -0.0175** -0.0244** -0.0183** -0.0181**

(-9.28)  (-12.03)  (-7.54)  (-11.43)  (-7.12) (-7.01)

Year98  -0.0318* -0.0375" -0.0278** -0.0355"* -0.0391** -0.0426"*
(-5.25) (-6.27) (-5.58) (-7.24) (-4.56) (-4.96)

Year99  -0.0242* -0.0303** -0.0156** -0.0231"* -0.0300** -0.0333**
(-4.02) (-5.05) (-3.13) (-4.70) (-3.52) (-3.89)

Year08  -0.012# -0.0158** -0.0175* -0.0240"* -0.00810  -0.00421
(-2.02) (-2.58) (-3.57) (-4.97) (-0.93) (-0.47)

Year 09  0.00219  -0.00187 -0.00842 -0.0153** -0.00382  -0.000856
(0.30) (-0.26) (-1.68) (-3.13) (-0.44) (-0.10)
N 48025 48025 46592 46592 46592 46592

t statistics in parentheses
*p<.10,* p < .05, p<0.01

In order to have a better interpretation of the results, lEgishows the predicted proba-
bilities of exit for any given percentile of productivity. average, a plant that belongs to the
percentile 25 of productivity (where percentile 100 is thestrefficient cluster) has a predicted
probability of 10%. In the Asian Crisis, this probabilitycieases to 12%. More interestingly,
this difference narrows as productivity grows and at thé pescentiles, there is even a slight
reversion. This once again supports the idea of a cleanffiej.eThe negative effect of a crisis

increases with productivity, and at the extreme there can be an improvement.

Despite this, it does not happen the same during the GreasBien. The plants in the per-
centile 25 now have the same chances they have at any othrawiglkeaut crises. Actually, the
likelihood has dropped for some of the least productive firiitse relation between likelihood
and productivity is now less clear, although negative. Befthe higher the productivity, the
least the plant was affected by the downturn, in compariedhe baseline situation (i.e. initial
predicted probability). Now, the higher the productivitiye most the plant is affected, as the

wider the gap between the baseline years and the years irrélae Recession iS.

"Appendix D.2 contains the same graphs when using TFP mesastipeoductivity.
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6.3 ROBUSTNESS CHECKS

Figure 3: Predicted probabilities according to period aradipctivity

Predicted Probabilities
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The following section aims at checking if the results abaeeret driven by the specification

and variables used up to this point.

6.3 ROBUSTNESS CHECKS

The first robustness exercise is to reestimate (4) replabmteft-hand side by(z;;;) and thus
estimate a Probit model. So far it has only been considereearlprobability model, given that
the specification in (4) is improved if a dichotomic depertdeamiable model (such as Probit or
Logit) is considered. However, the use of fixed effects ksimgthe incidental parameters prob-
lem (Lancaster2000) that generates biased standard ert®diBespite this, Table 5 displays the
results under this new specification. The three columns @aly according to the productivity

measure considered. The magnitude and level of significaase@ow changed, but the results

18The econometric literature has already dealt with this le@mbusing a bias correction developed by
Fernandez-Va(2009.
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6.3 ROBUSTNESS CHECKS

from last section hold.

The second exercise concerns what we understand by praitiuctip to this point, three
measures have been considered to account for this. Addilyphnow reestimate (4) replacing
contemporaneous productivity by one- and two-period ldggeductivity. The aim is to solve
the problems such as labor hoarding or future expectatlmméiims may have with regards to
the crisis, because in both cases, plants can hire morg Weskers or buy more (less) inputs,
and make themselves artificially less (more) productivendée biasing the measure of a more

intrinsic productivity. Tables 6 and 7 present these rasult

Again, columns in both tables only differ by the relevantdurotivity measure utilized. Ta-
ble 6 improves the significance in 2009 for the Great Recassieen though the magnitudes
change slightly. It has a worst fit for 1998 as it is no longgngicant when using'F' P5. Table
7 improves the fit overall, but mainly for the Great Recessibhis is despite that the number
of observations diminishes considerably. The improvensent surprise, in the sense that is
a more exogenous measure and therefore it is a better imgcztthetrue productivity of the

establishment.
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6.3 ROBUSTNESS CHECKS

Table 5: Main Results using a Probit Model

1) (2) 3)
Exit Exit Exit
Year98x In(V/L) -0.0709
(-1.68)
Year99x In(V/L) -0.0126
(-0.33)
Year08x In(V/L) 0.0452
(2.13)
Year09x In(V/L)  0.141*
(3.33)
Year98x T FPop -0.0616
(-1.91)
Year99x TFPpp 0.0244
(0.84)
Year08x T'F Ppp -0.00404
(-0.13)
Year09x TFPpp 0.0592
(1.83)
Year98x TF Py -0.113*
(-2.06)
Year99x TF Py -0.0493
(-0.99)
Year08x TF Py 0.0600
(1.14)
Year09x TF Py 0.0923
(1.69)
Size -0.121*  -0.106™**  -0.133**
(-12.26) (-10.23) (-13.49)
Foreign 0.0951** 0.0607 0.0507
(2.65) (1.65) (1.40)
Age -0.0328** -0.0347** -0.0351**
(-12.87) (-13.15) (-13.25)
Observations 48025 46592 46592

t statistics in parentheses
*p<.10,* p < .05,** p < 0.01
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Table 6: Results using One-Period Lagged Productivity

(1) (2) )
Exit Exit Exit
Year98x In(V;—1/L;—1) -0.0106
(-1.65)
Year99x In(V;—1/L;—1) -0.00684
(-1.08)
Year08x In(V;—1/Li—1) 0.00939
(1.53)
Year09x In(V;—1/L;—1) 0.0172*
(2.42)
Year98x T'F Popi—1 -0.0118*
(-2.31)
Year99x T'FPopi—1 0.000512
(0.10)
Year08x T'FPopi—1 -0.000111
(-0.02)
Year09x T'FPopi—1 0.0107*
(2.13)
Year98x T'F Py ;1 -0.0152
(-1.60)
Year99x TFPs ;4 -0.00983
(-1.08)
Year08x T'F Py ;1 0.00891
(1.01)
Year09x TF P4 0.0224*
(2.44)
Size -0.0213*  -0.0203**  -0.0235**
(-13.29) (-11.92) (-15.18)
Foreign 0.0183* 0.0130* 0.0130G*
(3.15) (2.25) (2.28)
Age -0.0049%** -0.00516** -0.00528**
(-9.10) (-9.34) (-9.49)
Observations 41416 40304 40296

t statistics in parentheses
*p<.10," p < .05,** p < 0.01



6.3 ROBUSTNESS CHECKS

Table 7: Results using Two-Period Lagged Productivity

1) 2 3
Exit Exit Exit
Year98x In(V;_o/L;_9) -0.0119
(-1.85)
Year99x In(V;_o/L;_9) 0.000520
(0.08)
Year08x In(V;—o/Li—2) 0.00650
(1.09)
Year09x In(V;_o/L;—2)  0.0279**
(3.90)
Year98x T'FP,_s op -0.0093¢r
(-1.86)
Year99x TFP,_s op 0.00289
(0.54)
Year08x T'F'P,_s op -0.000300
(-0.06)
Year09x TFP,_s op 0.0128*
(2.51)
Year98x T'FP,_s 5 -0.0155
(-1.70)
Year99x TFP,_s 4 0.00681
(0.72)
Year08x T'FP,_ o5 0.00695
(0.78)
Year09x TFP,_s 0.0287**
(2.98)
Size -0.0228* -0.0223** -0.0241**
(-13.17) (-12.10) (-14.53)
Foreign 0.0178* 0.0149* 0.0149*
(2.87) (2.40) (2.45)
Age -0.00457* -0.00444** -0.00464**
(-7.17) (-6.92) (-7.19)
Observations 35525 34597 34603

t statistics in parentheses

*p < .10,** p < .05, ** p < 0.01
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The final robustness check has to do with the role played biralsrand interactions. First,
the variable age is proxied by how many years the establishhees continuously been in the
sample'® This is, of course, an imperfect measure. Therefore, wéineat® (4) without the age
variable. Column 1 in Table 8 shows that the results assattatthe interaction terms are main-
tained. Second, | consider two variables which are propbgéthllward-Driemeier and Rijkers
(2013 to check the strength of the results. These are capitaisitieand export status. Capital
Intensity is measure big(K /L) and Export status by a dummy variable. The results using

these two variables are displayed in columns 2 and 3 in Table 8olumn 4, all variables are

put together. These modifications bear the same concluastie main results.

Table 8: Results using different controls (Labor Produtst)v

1) 2) (3) (4)
Exit Exit Exit Exit
Year98x In(V/L) -0.0124* -0.0114 -0.0120* -0.0114
(-2.04) (-1.84) (-1.97) (-1.84)
Year99x In(V/L) -0.00529 -0.00718 -0.00457 -0.00718
(-0.87) (-1.18) (-0.75) (-1.18)
YearO8x In(V/L)  0.00893 0.00614 0.00717 0.00615
(1.43) (0.99) (1.15) (0.99)
Year09x In(V/L) 0.0233**  0.0246™* 0.0218** 0.0246**
(3.18) (3.40) (2.98) (3.40)
Size -0.0204*  -0.0183**  -0.0180**  -0.0181**
(-13.95) (-12.03) (-11.18) (-11.04)
Foreign 0.0163*  0.0146** 0.0154** 0.0149**
(3.09) (2.74) (2.92) (2.78)
Age -0.00607** -0.00591** -0.00607**
(-12.44) (-12.21) (-12.44)
Capital Intensity 0.00359 0.00362*
(2.56) (2.57)
Export -0.000488 -0.00137
(-0.14) (-0.39)
Observations 48025 46659 48025 46659

t statistics in parentheses
*p<.10," p < .05, " p < 0.01

Third, so far | have assumed that the only explanatory vhithat is subject to change

9This has been done before when using the ENIA survey.
Alvarez and Gorg2012 for examples in Chile with the same dataset.
2OTable 8 is replicated in Appendix D.3 usifigF Pop andT F Ps.

Bepavente and Ferradé2004 or
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6.3 ROBUSTNESS CHECKS

during the crises is the productivity. To account for thd that this assumptions plays no role
in driving the results, Table 9 shows what happens when tiee ttontrol variables are interacted
with years of crises. The three columns only differ in theduretivity measure utilized. Under
these three, the main results still hold. The Asian Crisishracterized by a cleansing effect,
mainly during 1998, and the Great Recession by a scarrirgtefnainly during 2009. It is
worth mentioning that none interaction of the crisis yeaith whe controls is significant, apart
from age in 1998 for all measures and the foreign variablaanyear too when usingF Py p.
This is important, because it tells us that most variablegiterature has considered as relevant
when explaining the exit of establishments do not normallgttlate during recessions, though
there seems to be exceptions. Age in 1998 can be explaingdsabighly correlated with
productivity, and therefore it also produces the intemactierm of 1998 with productivity to
drop compared to the main results. The interaction of theidordichotomous variable in 1998
can be understood by the work Afvarez and Goérg2019, who find that multinationals are

more likely to exit during the Asian Crisis.
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SCARRING EFFECT IN THE GREAT RECESSION

Table 9: Results using control interactions

1) (2) 3)

Exit Exit Exit
Year98x In(V/L) -0.0120 (-1.74)
Year99x In(V/L) -0.00309 (-0.46)
YearO8x In(V/L) 0.00783  (1.10)
Year09x In(V/L) 0.0257** (3.13)
Year98x T F Pyp -0.0108* (-2.17)
Year99x TF Ppp 0.00343 (0.69)
Year08x TFPpp -0.00140 (-0.27)
Year09x TFPpp 0.00996 (1.90)
Year98x TF Py -0.0197* (-2.23)
Year99x TF Py -0.0106  (-1.18)
Year08x TF Ps 0.0106 (1.14)
Year09x TF Py 0.0160 (1.76)
Year98x Size 0.00768 (1.32) 0.00817 (1.42) 0.00620 (1.12)
Year98x Age -0.0125 (-1.66) -0.0141 (-1.77) -0.0150 (-1.85)
Year98x Foreign -0.0300 (-1.59) -0.0342 (-1.82) -0.0309 (-1.61)
Year99x Size -0.000146 (-0.02) -0.00180 (-0.27) -0.000270 (-0.04)
Year99x Age -0.00648 (-1.13) -0.00446 (-0.76) -0.00488 (-0.82)
Year99x Foreign -0.0124 (-0.57) -0.0213 (-0.98) -0.0180 (-0.84)
Year08x Size 0.00544 (0.90) 0.00791 (1.37) 0.00779 (1.41)
Year08x Age 0.00131 (0.98) 0.00160 (1.21) 0.00144 (1.08)
Year08x Foreign -0.0292 (-1.38) -0.0123 (-0.57) -0.0105 (-0.48)
Year09x Size -0.00258 (-0.43) 0.000133 (0.02) 0.00375 (0.67)
Year09x Age 0.000954 (0.71) 0.00139 (1.06) 0.00183 (1.39)
Year09x Foreign -0.0342  (-1.49) -0.0201 (-0.93) -0.0196 (-0.91)
Observations 48025 46592 46592

t statistics in parentheses
*p<.10," p < .05, p < 0.01

{ SCARRING EFFECT IN THE GREAT RECESSION

This sections attempts to understand why the effect of mrpdty on firm survival does not

accentuate, and even attenuates during the Great Rece$giormechanisms are proposed in

order to account for this finding. First, | inspect if the ficarg needs play a role. Second, |

explore whether the international exposure, and spedifitta exposition to international com-

petition, is related to the attenuation documented here.
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7.1 FINANCING CONSTRAINTS

7.1 HNANCING CONSTRAINTS

The literature has usually focused on the financing needsmst@ints plants faégin gen-
eral, but specially during a crisis, to explain the non-Sohaterian features of a recession.
The explanation for this mechanism is based on the assumipbidd a crisis generates financial
shortages and instability. Therefore, plants with higleehnhological needs encounter larger
constraints during a crisis, hence making those estabésksrmore likely to exit. Moreover,
if this set of plants are not the least efficient, as it mighthe case at any given economy or

market studied; productive units may be exiting more lilgilyen their financial connection.

Hallward-Driemeier and Rijker@013 also focus on the technological financing needs faced
by establishments. They use the measures proposBajayn and Zingalefl999. The advan-
tage of this measure is its exogeneity, since it is calcdlagng data from the U.S. and it is
sector- and not plant-specific. Additionally, it is an ind&at captures onlyechnologicalre-
quirements in each sector in their relation to cash flow arahfimg.Rajan and Zingale$RZ2)

indexes are measured monotonically, i.e. the higher thexirg] the higher the needs are.

lyer, Peydrd, da Rocha-Lopes, and Sch(z@14) study the credit market for firms in Por-
tugal in the aftermath of the Great Recession. They find thattajor reduction of loans is
for small businesses, which in turn do not have many othenéiah sources. Our estimation
already controls for size and the interaction exercise wrigis years in Table 9 did not result in

significant coefficients.

To study the potential effect financing needs may have, | uspla interaction that allows
to capture the relation between the three variables at:stakecessionary period, productivity
and financing needs. Table 10 displays the results of addinigla interaction to (4), plus
all the subsequent double interactions. For a matter okeptaton, only new interactions are

presented. The difference between the columns is soleéndiy the different measures utilized.

2lSee Section for further details. See alsélallward-Driemeier and Rijkers (2013 and
Eslava, Galindo, Hofstetter, and Izquierf@®17).
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7.1 FINANCING CONSTRAINTS

As RZ is defined monotonically, a positive and significantftoient for the triple interaction in

year 2009 would be in line with the argument given above. H@ardor the three productivity

measures this is not the case, although they are all pasitiean be noted too, that it is not
significant for the years in the Asian Crisis, which is expdas productivity itself is the leading
explanation for the exit of plants during that period. Hoem\the last column is positive and
significant for a year without any of the effects. The intetption of this is that, although the
selection process of productivity did not attenuate, sagedet of plants that exit in 2008 have

high financing needs and are relatively more productive uhder;.
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INTERNATIONAL EXPOSURE

Table 10: Triple interactions with Rajan and Zingales

(1)

(2)

)

Exit Exit Exit
Year98x In(V/L) x RZ 0.0333
(2.02)
Year99x In(V/L) x RZ -0.0153
(-0.65)
Year08x In(V/L) x RZ 0.0270
(1.05)
Year09x In(V/L) x RZ 0.0302
a.17)
Year98x T FPop x RZ 0.0332
(1.33)
Year99x TFPop x RZ -0.00772
(-0.44)
Year08x T FPop x RZ 0.0313
(1.33)
Year09x TFPop x RZ 0.0128
(0.66)
Year98x TFP; x RZ 0.00636
(0.17)
Year99x TFP; x RZ -0.00503
(-0.15)
Year08x TFP; x RZ 0.0726
(1.85)
Year09x TFP; x RZ 0.00918
(0.23)
Size -0.0195*  -0.0172**  -0.0218**
(-11.39) (-9.76) (-13.24)
Foreign 0.0183* 0.0120* 0.0100
(2.98) (1.98) (1.66)
Age -0.00488* -0.00507** -0.00527**
(-7.55) (-7.82) (-8.08)
Observations 44317 43011 43025

t statistics in parentheses

*p <0.10,* p < 0.05, " p < 0.01

7.2

INTERNATIONAL EXPOSURE

The origin of the Great Recession was completely alien ceggrthe Chilean economy. More-

over, it created one of the greatest trade collapses seée iwdrld economyBaldwin (2009

do a thorough revision of causes and consequences of tla@selbccurring in the aftermath of

29



7.2 |INTERNATIONAL EXPOSURE

the Great Recession. On their own wordis€e’ collapse was caused by the sudden, recession-
induced postponement of purchases, especially of durasisumer and investment godds
They show, using data from the World Trade Organization éxgbrts and imports of the 10
largest economies plus the European Union shrunk by 40%egt@m-quarter (Figure 3 in the
book). Eichengreen and O’Rourk@009 compare the trade dynamics after the Great Depres-
sion and Great Recession. They find that the drop in tradehisatrisis exhibited in 9 months,

the crisis of the last century attained it in 30 months.

Taking this context into account, exporters can be mordyiteefinish their operations, and
hence exit, as they receive a larger shock compared to tbhaierporting counterparts. Ad-
ditionally, it is well-studied in the international tradigerature that exporting establishments
perform better that non-exportei%s. Therefore, productive units may be exiting more likely

given their connection to the international markets.

The methodology is identical to the one used above regafidiagcial needs. In this case,
| measure exposure to international competition by theesbfiproduction that is exported. To
avoid endogeneity issues, the variable is used with oneddbeacontemporaneous share cap-
tures what we are actually trying to study. Table 11 showsehalts. Again, the three columns
only differ in their productivity measures. It can be appaésd that in the three columns, ex-
posure to international competition at the sector-levelaying a role in explaining the exit of
plants in 2009 and even 2008. The positive coefficients atdithe presence of a cleansing
effect in sectors with low exposure, as lower levels of painhity increase the probability of
exiting during the Great Recession. Conversely, withinaeeith high levels of exposure, the
more productive the plant is the higher its exit probabilstycompared to its level without the

crisis.

Figure 4 shows the predicted probabilities for all the ganthormal years, for all the plants

in the Asian Crisis, for all the plants with low exposure tteimational competition and with

22For evidence on it see BernardandJensen(1999, Bernard and Jensen(2007). See
Bravo-Ortega, Benavente, and Gonz4@@14 for Chilean evidence.
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7.2 |INTERNATIONAL EXPOSURE

high exposure, separately. The relation between normalstiand the Asian Crisis is indis-
tinguishable to what is pictured in Figure 3. The curve fa @reat Recession has now been
splitted and shows that the scarring effect is no longergoem plants with low exposure to
international competition. Actually, it seems as the iel&hip does not change compared to
normal times. The long-dash-dotted line resembles thet&eeession in Figure 3, but more

importantly, it informs about where the scarring effecteyed in 2009 is concentrated.
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Table 11: Triple interactions with Exposure to InternaibBompetition

(1) (2) 3)

Exit Exit Exit
Year98x In(V/L) x Exp.Exp. -0.000100
(-0.00)
Year99x In(V/L) x Exp.EXp. 0.10#
(2.09)
Year08x In(V/L) x Exp.Exp.  0.068%
(2.35)
Year09x In(V/L) x Exp.Exp.  0.0918*
(3.37)
Year98x T FPpp x Exp.Exp. 0.00690
(0.22)
Year99x T FPpp x EXp.EXp. 0.0540
(1.44)
Year08x T FPpp x Exp.EXxp. 0.0119
(0.62)
Year09x TFPpp x Exp.EXp. 0.0315
(1.65)
Year98x TF Px x Exp.EXp. 0.0617
(0.92)
Year99x TF Px x Exp.EXp. 0.0334
(0.46)
YearO8x TF Py x Exp.Exp. 0.079%
(2.09)
Year09x TF Py x Exp.Exp. 0.110™
(3.01)
Size -0.0208*  -0.0175**  -0.0221**
(-13.04) (-10.42) (-14.47)
Foreign 0.0187* 0.013* 0.0128*
(3.25) (2.29) (2.27)
Age -0.00499* -0.00507** -0.00513**
(-9.14) (-9.28) (-9.39)
Observations 41346 40271 40297

t statistics in parentheses
*p <0.10," p < 0.05, *** p < 0.01

To be sure about the strength of these last results, | extidhieanalysis to other two aspects
of the international exposure, as a whole, that may have hadcidence during the crisis in
the last decade. First, the international exposure medsyréhe share of imports plus exports
over all the production in a sector. Second, the exposur@@imiport side only, i.e. the share

of imports over all the production. These variables areistlitb figure out if the export relation
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just found is not a mere consequence of the internationalexion itself rather than a relation

through the exposure to international competition.

Appendix D.4 shows the results. The coefficients in Tableigpldy the results for the first
measure. The relevant coefficiente are expected as thagdtigiicontain what has just been
documented above. However, the results in Table 16 for tip@ityside tell us that part of the
exit in 2009, though not in 2008, is also explained by the eation plants have as importers.
This mechanism is less intuitive than the relation with etgpoBown (2011) points out that
importers may be affected by the rise of trade barrier in ftermath of the Great Recession.
Despite this, Chile has not erected barriers to trade duhagast decades, hence it does not

seem as a plausible mediis.

Figure 4: Predicted exit probabilities according to perjmebductivity and exposure

Predicted Probabilities

1
1

.05
1

Exit Predicted Probability

T T T T T T T T T T T T T T T T T T T T
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
Percentiles

Normal === Asian Crisis

————Great Recession Low Exp Great Recession High Exp

ZThe Office of the United States Trade Representative eltdmbeareport on the actual state of Chilean trade
barriers (ink), where they state this are almost non-existent. Likewfselnternational Trade Aministration, which
depends on the Department of Commerce of the United Statete warsimilar report, where they give the details
about importing and exporting in Chilérk).
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7.3 EXPOSURE TO INTERNATIONAL TRADE

Finally, to understand the exporting link, | briefly expldestoms data on exports from Chile
to obtain indirect evidence on what happens to sectors Yigkbosed to international trade.
This database has every export that any business did in Qlirileg 2005 and 2006. Hence, all
exports in the ENIA sample | use are contained within thissket. However, data cannot be
merged as identifiers differ. Each entry has the type of prbdsing Harmonized System Code
(HS), the date of the export itself, an establishment idientthe value of exports and the desti-
nation. Given this data limitation, only aggregate conidas by sector can be made. Additional
data is merged. Import percent change for years 2008 and@80&untry (i.e. destination) is

added, plus the measures of exposure to international tadelated in ENIA in the previous

subsection.

To have a measure of how much each sector was affected byattedollapse, | calculate
a weighted change of imports from destinations faced by sactor. First, | obtain the relative

importance each destination has within each sector for Baacifically,

Zp Xeijt
N — —————
YYS, X

where X,;;, stands for all exports done by establishmemt sector; to destinationi y year
t. Then, a weighted aggregate effect (WAE computed by adding the relative importance
each destination has in terms of their change in externabddm.e. imports, during the Great

Recession4Imp;),

WAE; = " ay; x Almp, (7)
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7.3 EXPOSURE TOINTERNATIONAL TRADE

Weighted Change of Imports from Destinations (2006 weights, percent

Figure 5: Effect of the Trade Collapse per Sector

Effect of Trade Collapse according to Exposure to International Trade
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Figure 5 shows WAEfor all j in our original dataset against their average exposure. The

number on the right of each observation corresponds to i@ 38ligit code. This graph uses

2006 weights since they are the more recent and availabls. t&xposure is measured as the

average during five years previous to the Great Recessiongdsve understood it) in order

to have a more exogenous calculatférFigure 5 clearly shows a negative relation, which can

be read as follows. Sectors with higher exposure are mooei@ssd to countries that suffered

the most during the Great Recession. This is in line with odifig related to a scarring effect

concentrated at highly exposed sector. Although, this dog$ully account for the actual exit

of firms, it sheds light on what is happening.

24pppendix D.5 replicates the same graph when using a diffevap to gauge exposure and different weights.
The results from Figure 5 are maintained.
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CONCLUSIONS

8 CONCLUSIONS

Crises have a history of profoundly damaging the econonmesany respects. They destroy
labor, stop investment and even provoke a larger exit of firidewever, this can be desir-
able, given that these businesses are lacking behind irstefqpushing the economy forward.
Namely, if they are creating inefficiencies that in the long-would affect the development

itself, the fact that they are closing down is good news.

Using Chilean manufacturing data from 1995 to 2011, | find thig is what happens during
the Asian Crisis and specifically during 1998. Moreover retl®ugh there was negative GDP
growth, this accelerated process was accompanied by awrmeductivity. Regardless of this,
the opposite occurred during the Great Recession, and yraining 2009. If in 1998 the most
productive plants were not even affected at all, in 2009ghbtf units was, at least, as affected

as the least efficient establishments.

The mechanism that accounts for part of this aftermath oGieat Recession is the export
exposure that sectors have. Sectors where more produstsant abroad are more vulnerable
to external demand shocks. Hence, a trade collapse as tleomeing between 2008 and 2009
should make plants in these categories more likely to egiingpect this, Customs data is used,
which allows to assert that sectors with higher exposuresaged to economics that diminished

the most their external demand during the Great Recession.

This last piece of results permits to better, not yet fullyderstand what has happened in
the first global crisis of the millennium. Further data of ion{s and exports merged with plants
in the ENIA can enrich the analysis and, possibly, permitbusompletely comprehend what is

underlying firm dynamics during this recession.
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A DESCRIPTIVE STATISTICS

Table 12: Descriptive Statistics

Plants Firms Exitrate (%) Workers % Exporters % Importers d&elgn RZ
1995 3407 3206 6.75 93.91 25.39 27.59 10.07 0.27
1996 3595 3397 10.65 88.27 24.17 28.12 6.01 0.26
1997 3419 3213 11.44 90.69 24.57 29.13 6.84 0.26
1998 3172 2989 10.56 90.08 24.59 27.30 6.56 0.26
1999 2996 2819 11.11 86.29 23.87 23.53 6.94 0.26
2000 2828 2666 8.38 89.43 23.59 23.16 7.07 0.26
2001 2706 2540 7.65 92.67 24.61 25.72 6.84 0.27
2002 2825 2658 7.82 90.32 24.99 25.20 7.19 0.27
2003 2924 2756 7.46 89.59 25.00 25.72 6.77 0.28
2004 3000 2826 13.20 90.26 25.00 25.97 7.13 0.28
2005 2812 2633 7.97 105.24 27.45 26.21 7.29 0.28
2006 2745 2555 7.61 109.28 28.01 26.74 7.72 0.28
2007 2603 2416 9.03 119.23 28.24 26.78 7.41 0.28
2008 2716 2525 10.05 111.22 27.87 29.49 7.66 0.27
2009 2585 2404 9.83 111.49 27.89 30.21 7.78 0.28
2010 2438 2265 16.94 116.47 26.91 31.05 8.33 0.27
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B ToOTAL FACTOR PRODUCTIVITY CALCULATION PROCE -
DURE

Following Olley and Pake$1996 to estimate productivity, there are three stages thatallo
to estimate productivity consistently. The first consistapproximating the productivity no
observed by the econometrician as a function of capital aretgy. This is suggested by
Levinsohn and Petrif2003 that replaces investment for energy. The reason is duesttatit
that investment is lumpy, whereas energy is not.Thus, wrebd productivity can be written

as,
Wi = h<eit7 kit) (8)

wheree;, is the logarithm of energy consumptiéhThen, replacing (8) into (2), and this into

(1), the production function can be rewritten as,

Yie = Bili + B + d(eir, ki) + nit 9)

where¢(e;, ki) = h(ew, ki) + Bo + Prki, Which is approximated by a second-degree poly-
nomial that includes its interactions. This, (9) is estiatklby LS and consistent estimators are

obtained for materials and labor, which are solely affettgthe simultaneity bias.

The second stage builds up the predicted probability ofrexithe market%; = 1) as

follows:
2 2
Pf(Zzt = 1) = (I)(ei,t—la kz’,t—la €it—1s ki,t—la €it—1 X ki,t—l),

from wherez;; is obtained and latter used in the third phase.

25This comes from the theoretical model@iley and Pake§1996, where investment is explained as a function
of capital and productivity, and thanks to the monotoniotythe latter, the investment function can be inverted
allowing to rewrite the unobserved productivity like in (8)
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The third and last stage includes into a modified version of (9), and it then estimates by

non-linear LS the following equation:

Uit = Brkit + 9(Ppt—1 — Bikpi—1, Zit) + Nt

~

wherey;; = yir — @lit — Bmmy andg(+) is an unknown function that is approximated by a
second-degree polynomial that includes its interactidfigally with this, parameters for the

capital are correctly estimated.
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C PRODUCTION FUNCTIONSUSING OLLEY AND PAKES PRO-

CEDURE
ISICrev.3 15 17 18 19 20 21 22 24
Labor 0.466™ 0.634™ 0.649** 0.784" 0508 0.640* 0.495" 0.602*
(15.87) (8.48) (11.25) (16.73) (9.51) (9.87) (10.21) (9.80
Capital  0.23#* 0.293* 0.264* 0.19T 0.380** 0.235* 0.120 0.257*
(6.57) (450) (4.13) (2.57) (8.43) (3.75) (2.14)  (4.25)
N 15325 2577 2787 1540 3566 1681 2123 3183
ISICrev.3 25 26 28 29 31 33 34 36
Labor 0506 0.369°* 0574~ 0.677~ 0.473" 0.944" 0.974* 0.761"
(10.30) (5.84) (14.05) (12.29) (3.56) (5.65) (8.29) (15.53
Capital  0.285* 0.30%* 0.31F* 0.322** 0.450* 0.205 0.220  0.199
(3.47) (2.63) (7.09) (4.13) (3.09) (1.40) (1.01) (2.45)
N 3496 2445 3921 3021 903 203 673 2446

t statistics in parentheses
*p < 0.05,** p < 0.01, ** p < 0.001
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D FURTHER RESULTS

D.1 DYNAMICS FOR OTHER MEASURES OF PRODUCTIVITY

Figure 6: Productivity Evolution (Olley and Pakes, 19958110

Productivity

= 100)
108
1

104 106
1 1

102
1

100
1

95 96 97 98 99 00 01 02 03 04 05 06 07 08 09 10 1
Year

Labor Productivity (Added value, Productivitity 1995

46



D.1 DYNAMICS FOR OTHER MEASURES OF PRODUCTIVITY

Figure 7: Productivity Evolution (Olley and Pakes)
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D.2 PREDICTED PROBABILITIES FOR OTHER MEASURES OF PRODUCTIVITY

D.2 PREDICTED PROBABILITIES FOR OTHER MEASURES OF PRODUC -

TIVITY

Figure 9: Predicted probabilities (Olley and Pakes)
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D.3 CONTROLS

Table 13: Results using different controls (LP’s Total iBa&roductivity)

(1) 2 ) (4)
Exit Exit Exit Exit
Year98x T F'Ppp -0.0106* -0.0104* -0.0103* -0.0104*
(-2.21) (-2.17) (-2.16) (-2.17)
Year99x TFPop  0.00142 0.00180 0.00189 0.00180
(0.29) (0.37) (0.39) (0.37)
Year08x TF'Pop 0.000242  0.0000484 -0.00000205 0.0000482
(0.05) (0.01) (-0.00) (0.01)
YearQ9x T FPpp 0.00943* 0.0091% 0.00908 0.00909
(1.97) (1.90) (1.89) (1.89)
Size -0.0184*  -0.0148** -0.0150** -0.0145**
(-12.04) (-9.30) (-8.97) (-8.56)
Foreign 0.011T 0.0125* 0.0110* 0.0129*
(2.11) (2.36) (2.09) (2.42)
Age -0.00592**  -0.00602** -0.00592**
(-12.19) (-12.41) (-12.19)
Capital Intensity -0.00303 -0.00294*
(-2.53) (-2.43)
Export -0.00365 -0.00212
(-1.03) (-0.60)
Observations 46592 46592 46592 46592

t statistics in parentheses
*p <.10,* p < .05, ** p < 0.01
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D.3 CONTROLS

Table 14: Results using different controls (Total Factadeictivity)

1) 2) (3) (4)
Exit Exit Exit Exit
Year98x TF Py -0.0230**  -0.0211* -0.0207* -0.021*
(-2.59) (-2.38) (-2.35) (-2.38)
Year99x TFP;  -0.0140 -0.0120 -0.0117 -0.0120
(-1.59) (-1.36) (-1.33) (-1.36)
Year08x T'F P 0.0137 0.0103 0.0102 0.0103
(1.51) (1.14) (1.14) (1.14)
Year09x TF Py  0.0174 0.0144 0.0145 0.0144
(1.95) (1.61) (1.63) (1.61)
Size -0.0223* -0.0178**  -0.0190**  -0.0176**
(-15.86) (-11.83) (-12.01) (-10.85)
Foreign 0.00983  0.0145** 0.00996 0.0147**
(1.90) (2.75) (1.92) (2.78)
Age -0.00593* -0.00609** -0.00593**
(-12.19) (-12.51) (-12.19)
Capital Intensity -0.00650* -0.00643**
(-5.33) (-5.19)
Export -0.00534 -0.00135
(-1.52) (-0.38)
Observations 46592 46592 46592 46592

t statistics in parentheses

*p < .10,* p < .05,** p < 0.01
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D.4

INTERNATIONAL EXPOSURE: AGGREGATE AND | MPORTS

Table 15: Triple interactions with International Expositi

1) (2) 3)
Exit Exit Exit
Year98x In(V/L) x Int.Exp.  -0.00572
(-0.12)
Year99x In(V/L) x Int.Exp. 0.100*
(2.09)
Year08x In(V/L) x Int.Exp.  0.0500*
(2.27)
Year09x In(V/L) x Int.Exp.  0.0789**
(3.78)
Year98x T FPpop x Int.EXp. 0.0255
(0.79)
Year99x T FPpp x Int.Exp. 0.0646
(2.79)
Year08x T FPpp x Int.Exp. 0.0127
(0.82)
Year09x T FPpp x Int.Exp. 0.0443**
(2.92)
Year98x TF Py x Int.Exp. 0.0593
(0.91)
Year99x TF Py x Int.Exp. 0.0259
(0.37)
Year08x T F Ps x Int.Exp. 0.0684*
(2.30)
Year09x T F Pz x Int.Exp. 0.0983*
(3.60)
Size -0.0216  -0.0176**  -0.022%1**
(-13.13) (-10.51) (-14.52)
Foreign 0.0191+ 0.0134* 0.0130*
(3.30) (2.34) (2.30)
Age -0.00498* -0.00506** -0.00509**
(-9.11) (-9.26) (-9.33)
ObserVtions 41346 40271 40297

t statistics in parentheses

*p<0.10, " p < 0.05, *** p < 0.01
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Table 16: Triple interactions with Exposition to Imports

1) 2 3
Exit Exit Exit
Year98x In(V/L) x Imp.Exp 0.0331
(0.32)
Year99x In(V/L) x Imp.Exp 0.0166
(0.16)
Year08x In(V/L) x Imp.Exp 0.0456
(0.82)
Year09x In(V/L) x Imp.Exp ~ 0.125"*
(2.61)
Year98x T FPpp x Imp.Exp 0.141
(1.69)
Year99x T FPpp x Imp.Exp 0.00412
(0.05)
Year08x T F Ppp x Imp.Exp 0.00263
(0.06)
Year09x T FPop x Imp.Exp 0.129*
(3.26)
Year98x TF Py x Imp.Exp 0.0250
(0.19)
Year99x TF P x Imp.Exp -0.0503
(-0.36)
Year08x TF Py x Imp.Exp 0.123
(1.53)
Year09x TF Pz x Imp.Exp 0.187**
(2.90)
Size -0.0208*  -0.0175**  -0.0221**
(-13.08) (-10.47) (-14.49)
Foreign 0.0189* 0.0133* 0.0127*
(3.27) (2.34) (2.26)
Age -0.00501** -0.00508** -0.00512**
(-9.16) (-9.28) (-9.36)
ObserVtions 41346 40271 40297

t statistics in parentheses

*p < 0.10,** p < 0.05, *** p < 0.01
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D.5 EFFECT OF THE TRADE COLLAPSE (ALTERNATIVE MEASURES )

Figure 11: Effect of the Trade Collapse per Sector (2005 lts)g
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Figure 12: Effect of the Trade Collapse per Sector (overalbits)
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