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DYNAMICAL CUBES AND A CRITERIA FOR SYSTEMS HAVING
PRODUCT EXTENSIONS
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(Communicated by Omri Sarig)

ABSTRACT. For minimal Z2-topological dynamical systems, we introduce a
cube structure and a variation of the usual regional proximality relation for
Z2 actions, which allow us to characterize product systems and their factors.
We also introduce the concept of topological magic systems, which is the topo-
logical counterpart of measure theoretic magic systems introduced by Host
in his study of multiple averages for commuting transformations. Roughly
speaking, magic systems have less intricate dynamics, and we show that every
minimal Z2 dynamical system has a magic extension. We give various applica-
tions of these structures, including the construction of some special factors in
topological dynamics of Z2 actions and a computation of the automorphism
group of the minimal Robinson tiling.

1. INTRODUCTION

We start by reviewing the motivation for characterizing cube structures for
systems with a single transformation, which was first developed for ergodic
measure preserving systems. To show the convergence of some multiple er-
godic averages, Host and Kra [12] introduced for each d ∈N a factor Zd which
characterizes the behavior of those averages. They proved that this factor can
be endowed with a structure of a nilmanifold: it is measurably isomorphic to
an inverse limit of ergodic rotations on nilmanifolds. To build such a structure,
they introduced cube structures over the set of measurable functions of X to
itself and they studied their properties. Later, Host, Kra and Maass [13] intro-
duced these cube structures into topological dynamics. For (X ,T ) a minimal dy-
namical system and for d ∈N, they introduced the space of cubes Q[d+1] which
characterizes being topologically isomorphic to an inverse limit of minimal rota-
tions on nilmanifolds. They also defined the d-step regionally proximal relation,
denoted by RP[d ], which allows one to build the maximal nilfactor. They showed
that RP[d ] is an equivalence relation in the distal setting. Recently, Shao and
Ye [21] proved that RP[d ] is an equivalence relation in any minimal system and
that the quotient by this relation is the maximal nilfactor of order d . This theory
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is important in studying the structure of Z-topological dynamical systems, and
recent applications of it can be found in [6], [14].

Back to ergodic theory, a natural generalization of the averages considered
by Host and Kra [12] are averages arising from a measure preserving system
of commuting transformations (X ,B,µ,T1, . . . ,Td ). The convergence of these
averages was first proved by Tao [22] with further insight given by Towsner [23],
Austin [3] and Host [11]. We focus our attention on Host’s proof. In order to
prove the convergence of the averages, Host built an extension of X (magic in
his terminology) with suitable properties. In this extension he found a char-
acteristic factor that looks like the Cartesian product of single transformations.
Again, to build these objects, cubes structures are introduced, analogous to the
ones in [12].

1.1. Criteria for systems having a product extension. A system of commuting
transformations (X ,S,T ) is a compact metric space X endowed with two com-
muting homeomorphisms S and T . A product system is a system of commuting
transformations of the form (Y ×W,σ× id, id×τ), where σ and τ are homeo-
morphisms of Y and W , respectively (we also say that (Y ×W,σ× id, id×τ) is
the product of (Y ,σ) and (W,τ)). These are the simplest systems of commuting
transformations one can imagine.

We are interested in understanding how “far” a system of commuting trans-
formations is from being a product system and, more generally, from being a
factor of a product system. To address this question, we need to develop a new
theory of cube structures for this kind of action, which is motivated by Host’s
work in ergodic theory and provides a fundamental tool.

Let (X ,S,T ) be a system of commuting transformations S and T . The space of
cubes QS,T (X ) of (X ,S,T ) is the closure in X 4 of the points (x,Sn x,T m x,SnT m x),
where x ∈ X and n,m ∈Z.

Our main result is that this structure allows us to characterize systems with a
product extension:

THEOREM 1.1. Let (X ,S,T ) be a minimal system of commuting transformations
S and T . The following are equivalent:

1. (X ,S,T ) is a factor of a product system;
2. If x and y ∈ QS,T (X ) have three coordinates in common, then x = y;
3. If (x, y, a, a) ∈ QS,T (X ) for some a ∈ X , then x = y;
4. If (x,b, y,b) ∈ QS,T (X ) for some b ∈ X , then x = y;
5. If (x, y, a, a) ∈ QS,T (X ) and (x,b, y,b) ∈ QS,T (X ) for some a,b ∈X , then x = y.

Of course, not every system is a factor of a product system. Nevertheless, the
cube structure QS,T (X ) also provides us a framework for studying the structure
of an arbitrary system of commuting transformations. We introduce the (S,T )-
regional proximality relation RS,T (X ) of (X ,S,T ), defined as

RS,T (X ) := {
(x, y) : (x, y, a, a), (x,b, y,b) ∈ QS,T (X ) for some a,b ∈ X

}
.
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We remark that in the case S = T , this definition coincides with Q[2] and RP[1]

defined in [13]. When S 6= T , the relation RS,T (X ) is included in the regionally
proximal relation for Z2 actions [1] but can be different. So RS,T (X ) is a varia-
tion of RP[1] for Z2 actions.

In a distal system of commuting transformations, it turns out that we can
further describe properties of RS,T (X ). We prove that RS,T (X ) is an equivalence
relation and that the quotient of X by this relation defines the maximal factor
with a product extension (see Section 5 for definitions). We also compute this
relation in an example given by a pair of commuting rotations in the Heisenberg
nilmanifold (Section 5.3).

We also study the topological counterpart of the “magic extension” in Host’s
work [11]. We define the magic extension in the topological setting and show
that in this setting every minimal system of commuting transformations ad-
mits a minimal magic extension (Proposition 3.13). Combining this with the
properties of the cube QS,T (X ) and the relation RS,T (X ), we are able to prove
Theorem 1.1.

We provide several applications, both in a theoretical framework and to con-
crete examples. Using the cube structure, we study some representative tiling
systems. For example, we show that the RS,T relation on the two dimensional
Morse tiling system is trivial. Therefore, it follows from Theorem 1.1 that it
has a product extension. Another example we study is the minimal Robinson
tiling system. Since automorphisms preserve the RS,T relation, we can study
the automorphism group of a tiling system by computing its RS,T (X ) relation.
We show that the automorphism group of the minimal Robinson tiling system
consists of only the Z2-shifts.

Another application of the cube structure is to study the properties systems
having a product system as an extension, which include the following (see Sec-
tion 6 for definitions):

1. Enveloping semigroup: we show that (X ,S,T ) has a product extension if
and only if the enveloping semigroup of X is automorphic (see Defini-
tion 6.1).

2. Disjoint orthogonal complement: we show that if (X ,S,T ) is an (S-T )-
almost periodic system with a product extension (Definition 6.5), then
(X ,S,T ) is disjoint from (Y ,S,T ) if and only if both (Y ,S) and (Y ,T ) are
weakly mixing system.

3. Set of return times: we show that in the distal setting, (x, y) ∈ RS,T (X ) if
and only if the set of return time of x to any neighborhood of y is a B∗

S,T
set (see Section 6.3).

4. Topological complexity: we define the topological complexity of a system
and show that in the distal setting, (X ,S,T ) has a product extension if and
only if it has bounded (S-T )-topological complexity (Definition 6.25).

1.2. Organization of the paper. In Section 3, we formally define the cube struc-
ture, the (S,T )-regional proximality relation and the magic extension in the
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setting of systems with commuting transformations. We prove that every mini-
mal system of commuting transformations has a minimal magic extension, and
then we use this to give a criteria for systems having a product extension (Theo-
rem 1.1).

In Section 4, we compute the RS,T (X ) relation for some tiling systems and
provide some applications.

In Section 5, we study further properties of RS,T (X ) in the distal case.
In Section 6, we study various properties of systems with product extensions,

which includes the study of its enveloping semigroup, disjoint orthogonal com-
plement, set of return times, and topological complexity.

2. NOTATION

A topological dynamical system is a pair (X ,G0), where X is a compact metric
space and G0 is a group of homeomorphisms of the space X into itself. We also
refer to X as a G0-dynamical system. We always use d(·, ·) to denote the metric
in X and we let ∆X := { (x, x) : x ∈ X } denote the diagonal of X ×X .

If T : X → X is a homeomorphism of the space X , we use (X ,T ) to denote
the topological dynamical system (X , {T n : n ∈Z }).

If S : X → X and T : X → X are two commuting homeomorphisms of X , we
write (X ,S,T ) to denote the topological dynamical system (X , {SnT m : n,m ∈Z }).
The transformations S and T span a Z2-action, but we stress that we consider
this action with a given pair of generators. Throughout this paper, we always
use G ∼=Z2 to denote the group generated by S and T .

A factor map between the dynamical systems (Y ,G0) and (X ,G0) is an onto,
continuous map π : Y → X such that π◦ g = g ◦π for every g ∈G0. We say that
(Y ,G0) is an extension of (X ,G0) or that (X ,G0) is a factor of (Y ,G0). When π

is bijective, we say that π is an isomorphism and that (Y ,G0) and (X ,G0) are
isomorphic. By a factor map between two systems (Y ,S,T ) and (X ,S′,T ′) of
commuting transformations, we mean that π◦S = S′ ◦π and π◦T = T ′ ◦π.

We say that (X ,G0) is topologically transitive if there exists a point in X whose
orbit is dense. Equivalently, (X ,G0) is topologically transitive if for any two non-
empty open sets U ,V ⊆ X there exists g ∈G0 such that U ∩ g−1V 6= ;.

A system (X ,G0) is weakly mixing if the Cartesian product (X ×X ) is topolog-
ically transitive under the action of the group {(g , g ) : g ∈G0 } (the diagonal of
G0). Equivalently, (X ,G0) is weakly mixing if for any four non-empty open sets
A,B ,C ,D ⊆ X there exists g ∈G0 such that A∩ g−1B 6= ; and C ∩ g−1D 6= ;.

Let (X ,G0) be a topological dynamical system. Denote the orbit closure of
a point x ∈ X by OG0 (x) := { g x : g ∈G0 }. If G0 is generated by one element R,
we write OR (x) :=OG0 (x) for convenience. We say that (X ,G0) is minimal if the
orbit of any point is dense in X . Let (X ,G0) be a topological dynamical system.
A point x ∈ X is minimal or almost periodic if (OG0 (x),G0) is a minimal system.
A system (X ,G0) is pointwise almost periodic if any x ∈ X is an almost periodic
point.
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3. CUBE STRUCTURES AND GENERAL PROPERTIES

3.1. Cube structures and the (S, T )-regional proximality relation.

DEFINITION 3.1. For a system (X ,S,T ) with commuting transformations S and T ,
let FS,T denote the subgroup of G4 generated by id×S×id×S and id×id×T ×T
(recall G is the group spanned by S and T ). Write G∆ := { g × g × g × g ∈G4 : g ∈G }.
Let GS,T denote the subgroup of G4 generated by FS,T and G∆.

The main structure studied in this paper is a notion of cubes for a system of
commuting transformations:

DEFINITION 3.2. Let (X ,S,T ) be a system of commuting transformations S
and T . We define the space of cubes of (X ,S,T ) as

QS,T (X ) = { (x,Sn x,T m x,SnT m x) : x ∈ X ,n,m ∈Z }.

We also define the spaces

QS(X ) =π0 ×π1(QS,T (X )) = { (x,Sn x) ∈ X : x ∈ X ,n ∈Z };

QT (X ) =π0 ×π2(QS,T (X )) = { (x,T n x) ∈ X : x ∈ X ,n ∈Z };

Kx0
S,T = {

(Sn x0,T m x0,SnT m x0) ∈ X 3 : n,m ∈Z}
for all x0 ∈ X ,

where πi : X 4 → X is the projection to the i -th coordinate in X 4 for i = 0,1,2,3.

We start with some basic properties of QS,T (X ). The following proposition
follows immediately from the definitions:

PROPOSITION 3.3. Let (X ,S,T ) be a minimal system of commuting transforma-
tions S and T . Then

1. (x, x, x, x) ∈ QS,T (X ) for every x ∈ X ;
2. QS,T (X ) is invariant under GS,T ;
3. (Symmetries) If (x0, x1, x2, x3) ∈ QS,T (X ), then (x2, x3, x0, x1), (x1, x0, x3, x2) ∈

QS,T (X ) and (x0, x2, x1, x3) ∈ QT,S(X );
4. (Projection) If (x0, x1, x2, x3) ∈ QS,T (X ), then (x0, x1), (x2, x3) ∈ QS(X ) and

(x0, x2),(x1, x3) ∈ QT (X );
5. If (x0, x1) ∈ QS(X ), then (x0, x1, x0, x1) ∈ QS,T (X ); If (x0, x1) ∈ QT (X ), then

(x0, x0, x1, x1) ∈ QS,T (X );
6. (Symmetry) (x, y) ∈ QR (X ) if and only if (y, x) ∈ QR (X ) for all x, y ∈ X , where

R is either S or is T .

REMARK 3.4. We remark that when S = T one has an additional symmetry,
namely (x0, x1, x2, x3) ∈ QS,T (X ) if and only if (x0, x2, x1, x3) ∈ QS,T (X ).

It is easy to see that (QS,T (X ),GS,T ) is a topological dynamical system. More-
over, we have the following:

PROPOSITION 3.5. Let (X ,S,T ) be a minimal system of commuting transforma-
tions S and T . Then (QS,T (X ),GS,T ) is a minimal system. In particular, taking R
to be either S or T , QR (X ) is minimal under the action generated by id×R and
g × g for g ∈G.
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Proof. We use results on the enveloping semigroups, and defer the definitions
and basic properties to Appendix A.

The proof is similar to the one given in [9, page 46] for some similar diagonal
actions. Let E(QS,T (X ),GS,T ) be the enveloping semigroup of (QS,T (X ),GS,T ).
For i = 0,1,2,3, let πi : QS,T (X ) → X be the projection onto the i -th coordinate
and let π∗

i : E(QS,T (X ),GS,T ) → E(X ,G) be the induced factor map.
Let u ∈ E(QS,T (X ),G∆) denote a minimal idempotent. We show that u is

also a minimal idempotent in E(QS,T (X ),GS,T ). By Theorem A.1, it suffices to
show that if v ∈ E(QS,T (X ),GS,T ) with vu = v , then uv = u. Projecting onto the
corresponding coordinates, we deduce that π∗

i (vu) =π∗
i (v)π∗

i (u) =π∗
i (v) for i =

0,1,2,3. It is clear that the projection of a minimal idempotent to E (QS,T (X ),G∆)
is a minimal idempotent in E(X ,G). Since π∗

i (v)π∗
i (u) =π∗

i (v), by Theorem A.1
we deduce that π∗

i (u)π∗
i (v) = π∗

i (u) for i = 0,1,2,3. Since the projections onto
the coordinates determine an element of E(QS,T (X ),GS,T ), we have that uv = u.
Thus we conclude that u is a minimal idempotent in E(QS,T (X ),GS,T ).

For any x ∈ X , (x, x, x, x) is a minimal point under G∆, so there exists a mini-
mal idempotent u ∈ E(QS,T (X ),G∆) such that u(x, x, x, x) = (x, x, x, x). Since u is
also a minimal idempotent in E(QS,T (X ),GS,T ), the point (x, x, x, x) is minimal
under GS,T . Since the orbit closure of (x, x, x, x) under GS,T is QS,T (X ), we have
that (QS,T (X ),GS,T ) is a minimal system.

The fact that QR (X ) is minimal follows immediately by taking projections.

We remark that Kx0
S,T is invariant under Ŝ := S × id×S and T̂ := id×T ×T . We

let F
x0
S,T denote the action spanned by Ŝ and T̂ . We note that (Kx0

S,T ,F x0
S,T ) is not

necessarily minimal, even if X is minimal (the minimality of Kx0
S,T implies the

minimality of OS(x0) under S and the minimality of OT (x0) under T , which does
not always hold). See the examples in Section 4.

The following lemma follows from the definitions:

LEMMA 3.6. Let π : Y → X be a factor map between two minimal systems (Y ,S,T ),
(X ,S,T ) with commuting transformations S, T . Then (π×π×π×π)(QS,T (Y )) =
QS,T (X ). Therefore, π×π(QS(Y )) = QS(X ) and π×π(QT (Y )) = QT (X ).

Associated to the cube structure, we define a relation on X , as was done in
[13], with cubes associated to a Z-system. This is the main relation we study in
this paper:

DEFINITION 3.7. Let (X ,S,T ) be a minimal system of commuting transforma-
tions S and T . We define

RS(X ) = {
(x, y) ∈ X ×X : (x, y, a, a) ∈ QS,T (X ) for some a ∈ X

}
;

RT (X ) = {
(x, y) ∈ X ×X : (x,b, y,b) ∈ QS,T (X ) for some b ∈ X

}
;

RS,T (X ) =RS(X )∩RT (X ).

It then follows from (3) of Proposition 3.3 that RS(X ),RT (X ),RS,T (X ) are
symmetric relations, i.e., (x, y) ∈ A if and only if (y, x) ∈ A for all x, y ∈ X , where A
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is RS(X ),RT (X ), or RS,T (X ). It is worth noting that in the case S = T , RS,T (X )
is the regionally proximal relation RP[1] defined in [13].

Using these definitions, our main Theorem 1.1 is equivalent to the following
theorem (we postpone the proof to Section 3.4):

THEOREM 3.8. Let (X ,S,T ) be a minimal system of commuting transformations
S and T . The following are equivalent:

1. (X ,S,T ) is a factor of a product system;
2. If x and y ∈ QS,T (X ) have three coordinates in common, then x = y;
3. RS(X ) =∆X ;
4. RT (X ) =∆X ;
5. RS,T (X ) =∆X .

REMARK 3.9. In the case where (X ,S,T ) = (Y ×W,σ× id, id×τ) is exactly a prod-
uct system, we have that

QS,T (X ) = {
((y1, w1), (y2, w1), (y1, w2), (y2, w2)) : y1, y2 ∈ Y , w1, w2 ∈W

}
.

In this case, RS,T (X ) = ∆X holds for trivial reasons. Suppose that for some
(y1,w1), (y2,w2) ∈ X , ((y1, w1), (y2, w2)) ∈ RS,T (X ). There exists a ∈ X such that
((y1,w1), (y2,w2), a, a)∈QS(X ) since ((y1,w1), (y2,w2))∈RS(X ). Therefore w2=w1

and (y1, w2) = a = (y2, w2), which implies that y1 = y2. Thus RS,T (X ) =∆X .

3.2. Magic systems. We construct an extension of a system of commuting trans-
formations which behaves like a product system for use in the sequel. This
construction is an essential ingredient in proving Theorem 1.1. Following the
terminology introduced in [11] in the ergodic setting, we introduce the notion
of a magic system in the topological setting:

DEFINITION 3.10. A minimal system (X ,S,T ) with commuting transformations
S and T is called a magic system if RS(X )∩RT (X ) = QS(X )∩QT (X ).

REMARK 3.11. The term magic comes from its analogue in ergodic theory, and
its important fact is that the relation RS,T =RS ∩RT has a simple description.
In fact, to compute RS,T it suffices to compute QS(X ) and QT (X ), which is in
principle a much simpler task.

We remark that the inclusion in one direction always holds:

LEMMA 3.12. Let (X ,S,T ) be a system of commuting transformations S and T .
Then RS(X )∩RT (X ) ⊆ QS(X )∩QT (X ).

Proof. Suppose (x, y) ∈ RS(X )∩RT (X ). Then in particular (x, y) ∈ RS(X ). So
there exists a ∈ X such that (x, y, a, a) ∈ QS,T (X ). Taking the projections onto the
first two coordinates, we have that (x, y) ∈ QS(X ). Similarly, (x, y) ∈ QT (X ), and
so RS(X )∩RT (X ) ⊆ QS(X )∩QT (X ).

In general, not every system of commuting transformations is magic. In
fact, RS(X )∩RT (X ) and QS(X )∩QT (X ) may be very different. For example,
let (T=R/Z,T ) be a rotation on the circle given by T x = x +α mod 1 for all
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x ∈ T, where α is an irrational number. Then, taking S = T , we have that
QT (T)∩QT (T) = T×T but RT (T)∩RT (T) = { (x, x) ∈T2 : x ∈T }. However, we
can always regard a minimal system of commuting transformations as a factor
of a magic system:

PROPOSITION 3.13 (Magic extension). Let (X ,S,T ) be a minimal system of com-
muting transformations S and T . Then (X ,S,T ) has an extension which is a
minimal magic system.

Proof. We use some results of [10, Section 4], where Glasner studied the so-
called prolongation relation and its relation with closed orbits to propose a topo-
logical analogue of the ergodic decomposition. By [10, Lemmas 4.1 and 4.5],
we can find a point x0 ∈ X such that QS[x0] := { x ∈ X : (x0, x) ∈ QS(X ) } and
QT [x0] := { x ∈ X : (x0, x) ∈ QT (X ) } coincide with OS(x0) and OT (x0), respectively
(moreover, the set of such points is a Gδ set).

Let Y be a minimal subsystem of the system (Kx0
S,T , Ŝ, T̂ ), where Ŝ = S × id×S,

T̂ = id×T ×T . Since the projection onto the last coordinate defines a factor
map from (Y , Ŝ, T̂ ) to (X ,S,T ), there exists a minimal point of Y of the form
~z = (z1, z2, x0). Hence, Y is the orbit closure of (z1, z2, x0) under Ŝ and T̂ . We
claim that (Y , Ŝ, T̂ ) is a magic extension of (X ,S,T ).

It suffices to show that for any ~x = (x1, x2, x3) and any ~y = (y1, y2, y3) ∈ Y ,
(~x,~y) ∈ QŜ(Y )∩QT̂ (Y ) implies that (~x,~y) ∈RŜ(Y )∩RT̂ (Y ). Since (~x,~y) ∈ QŜ(Y )
and the second coordinate of Y is invariant under Ŝ, we get that x2 = y2. Simi-
larly, (~x,~y) ∈ QT̂ (Y ) implies that x1 = y1.

We recall that d(·, ·) is a metric in X defining its topology. Let ε > 0. Since
(~x,~y) ∈ QŜ(Y ), there exists ~x ′ = (x ′

1, x ′
2, x ′

3) ∈ Y and n0 ∈Z such that d(xi , x ′
i ) < ε

for i = 1,2,3 and that d(Sn0 x ′
1, x1) < ε, d(Sn0 x ′

3, y3) < ε. Let 0 < δ< ε be such that
if x, y ∈ X and d(x, y) < δ, then d(Sn0 x,Sn0 y) < ε.

Since ~x ′ ∈ Y , there exist n,m ∈ Z such that d(x ′
1,Sn z1), d(x ′

2,T m z2), and
d(x ′

3,SnT m x0) are less than δ. Then d(Sn0 x ′
1,Sn0+n z1), d(Sn0 x ′

3,Sn0+nT m x0) < ε.
Let 0 < δ′ < δ be such that if x, y ∈ X and d(x, y) < δ′, then d(Sn x,Sn y) < δ.

Since ~z ∈ Kx0
S,T , we have z1 ∈ QT [x0]. By assumption, there exists m0 ∈ Z such

that d(T m0 x0, z1) < δ′. Then d(SnT m0 x0,Sn z1) < δ, d(Sn+n0 T m0 x0,Sn+n0 z1) < ε.
Denote ~z ′ = (Sn z1,T m z2,SnT m x0) ∈ Y . Then the distance between

(~z ′, Ŝn0~z ′, T̂ m0−m~z ′, Ŝn0 T̂ m0−m~z ′)

and the corresponding coordinates of w = (~x,~y ,~u,~u) is smaller than Cε for some
uniform constant C > 0, where ~u = (x1, a, x1) for some a ∈ X (the existence of a
follows by passing to a subsequence). We conclude that (~x,~y) ∈RŜ(Y ). Similarly,
(~x,~y) ∈RT̂ (Y ).

Moreover, if (X ,S,T ) is a system of commuting transformations S and T and
(Y , Ŝ, T̂ ) is the magic extension described in Proposition 3.13, we have

COROLLARY 3.14. If ((x1, x2, x3), (x1, x2, y3)) ∈ QŜ(Y ), then ((x1, x2, x3), (x1, x2, y3))
is in RŜ(Y ).
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The following lemma is proved implicitly in Proposition 3.13. We state it here
for use in the sequel:

LEMMA 3.15. Let (X ,S,T ) be a minimal system of commuting transformations
S and T . Let (Y , Ŝ, T̂ ) be the minimal magic extension given by Proposition 3.13
and let ~x = (x1, x2, x3), ~y = (y1, y2, y3) be points in Y . For R being either S or T , if
(~x,~y) ∈RR̂ (Y ) then x1 = y1, x2 = y2 and (x3, y3) ∈RR (X ).

3.3. Partially distal systems. We first recall the definition of proximal pairs and
distality:

DEFINITION 3.16. Let (X ,G0) be a topological dynamical system, where G0 is an
arbitrary subgroup of homeomorphism group. We say two points x, y ∈ X are
proximal if there exists a sequence (gi )i∈N in G0 such that lim

i→∞
d(gi x, gi y) = 0.

A topological dynamical system is distal if the proximal relation coincides
with the diagonal relation ∆X = { (x, x) ∈ X ×X : x ∈ X }. Equivalently, (X ,G0) is
distal if x 6= y implies that

inf
g∈G0

d(g x, g y) > 0.

We introduce a definition of partial distality, which can be viewed as a gener-
alization of distality and is the main ingredient in the proof of Theorem 1.1.

Let (X ,S,T ) be a minimal system of commuting transformations S and T .
For R being either S or T , let PR (X ) be the set of proximal pairs under R.

DEFINITION 3.17. Let (X ,S,T ) be a minimal system of commuting transfor-
mations S and T . We say that (X ,S,T ) is partially distal if QS(X )∩PT (X ) =
QT (X )∩PS(X ) =∆X .

We remark that when S = T , partial distality coincides with distality. If QS(X )
is an equivalence relation on X , then the system (X ,S,T ) being partially distal
implies that the quotient map X → X /QS(X ) is a distal extension between the
systems (X ,T ) and (X /QS(X ),T ).

We recall that if G0 is a group of homeomorphisms of X , E (X ,G0) denotes the
enveloping semigroup of (X ,G0) (the closure of G0 under the pointwise topol-
ogy; see Appendix A). Thus, if (X ,S,T ) is a system of commuting transforma-
tions S and T , E(X ,S) and E(X ,T ) are the enveloping semigroups associated
to the systems (X ,S) and (X ,T ), respectively. Hence E(X ,S) and E(X ,T ) are
subsemigroups of E(X ,G).

The following lemma allows us to lift a minimal idempotent in E(X ,G) to a
minimal idempotent in E(X 4,FS,T ) (recall Definition 3.1). Remark that taking
R to be either S or T , if u ∈ E (X ,R) is an idempotent, then (x,ux) ∈ PR (X ) for all
x ∈ X (Theorem A.2).

LEMMA 3.18. Let (X ,S,T ) be a minimal system of commuting transformations S
and T , and let u ∈ E (X ,G) be a minimal idempotent. Then there exists a minimal
idempotent û ∈ E(X 4,FS,T ) of the form û = (e,uS ,uT ,u), where uS ∈ E(X ,S) and
uT ∈ E(X ,T ) are minimal idempotents. Moreover, if (X ,S,T ) is partially distal,
we have that uSu = uT u = u.
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Proof. For i = 0,1,2,3, let πi be the projection from X 4 onto the i -th coordinate
and let π∗

i be the induced factor map in the enveloping semigroups. Hence
π∗

2 : E(X 4,FS,T ) → E(X ,S), π∗
3 : E(X 4,FS,T ) → E(X ,T ), and π∗

4 : E(X 4,FS,T ) →
E(X ,G) are factor maps. By Proposition A.3, we can find a minimal idempotent
û ∈ E(X 4,FS,T ) such that π∗

4 (û) = u. Since the projection of a minimal idem-
potent is a minimal idempotent, û can be written in the form û = (e,uS ,uT ,u),
where uS ∈ E(X ,S) and uT ∈ E(X ,T ) are minimal idempotents.

Now suppose (X ,S,T ) is partially distal. Let u ∈ E (X ,G) and û = (e,uS ,uT ,u) ∈
(X 4,FS,T ) be minimal idempotents in the corresponding enveloping semigroups.
Note that

(ux,uSux,uT ux,uux) = (ux,uSux,uT ux,ux) ∈ QS,T (X ) for all x ∈ X ,

so we have that (ux,uSux) ∈ PS(X )∩QT (X ) and (ux,uT ux) ∈ PT (X )∩QS(X ).
Thus uSux = uT ux = ux for all x ∈ X since X is partially distal. This finishes the
proof.

COROLLARY 3.19. Let (X ,S,T ) be a partially distal system of commuting trans-
formations S and T . Then for every x ∈ X , the system (Kx

S,T , Ŝ = S × id × S,

T̂ = id×T ×T ) with commuting transformations Ŝ and T̂ is a minimal system.
Moreover, (Kx

S,T , Ŝ, T̂ ) is a magic extension of (X ,S,T ).

Proof. Since (X ,S,T ) is a minimal system, there exists a minimal idempotent
u ∈ E (X ,G) such that ux = x. By Lemma 3.18, there exists a minimal idempotent
û ∈ E(X 4,FS,T ) such that û(x, x, x) = (x, x, x), which implies that (x, x, x) is a
minimal point of Kx

S,T . The proof that (Kx
S,T , Ŝ, T̂ ) is a magic extension is similar

to Proposition 3.13.

COROLLARY 3.20. Let (X ,S,T ) be a partially distal system. Then (X ,S) and (X ,T )
are pointwise almost periodic.

Proof. By Lemma 3.18, for any x ∈ X , we can find minimal idempotents uS ∈
E(X ,S) and uT ∈ E(X ,T ) such that uS x = uT x = x. This is equivalent to being
pointwise almost periodic.

3.4. Proof of Theorem 1.1. Before completing the proof of Theorem 1.1, we
start with some lemmas:

LEMMA 3.21. For any minimal system (X ,S,T ) with commuting transformations
S and T , QS(X )∩PT (X ) ⊆RS(X ).

Proof. Suppose (x, y) ∈ QS(X )∩PT (X ). Since (x, y) ∈ PT (X ), passing to a sub-
sequence if necessary, there exists (mi )i∈N in Z such that d(T mi x,T mi y) → 0.
We can assume that T mi x and T mi y converge to a ∈ X . Since (x, y) ∈ QS(X ),
we have that (x, y, x, y) ∈ QS,T (X ) and therefore (x, y,T mi x,T mi y) converges to
(x, y, a, a) ∈ QS,T (X ). We conclude that (x, y) ∈RS(X ).

LEMMA 3.22. Let (X ,S,T ) be a minimal system of commuting transformations
S and T such that RS(X ) = ∆X . Then for every x ∈ X , (Kx

S,T , Ŝ, T̂ ) is a minimal
system. In particular, for every x ∈ X we have that (OS(x),S) and (OT (x),T ) are
minimal systems.
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Proof. Since RS(X ) =∆X , by Lemma 3.21, we deduce that QS(X )∩PT (X ) =∆X .
For any x ∈ X , let u ∈ E(X ,G) be a minimal idempotent with ux = x and let
(e,uS ,uT ,u) ∈ E (X 4,FS,T ) be a lift given by Lemma 3.18. Then (x,uS x,uT x,ux) =
(x,uS x,uT x, x) ∈ QS,T (X ). Projecting to the last two coordinates, we get that
(uT x, x) ∈ QS(X ). On the other hand, (uT x, x) ∈ PT (X ) since uT ∈ E(X ,T ). Be-
cause QS(X )∩PT (X ) =∆X , we deduce that x = uT x and thus (x,uS x,uT x,ux) =
(x,uS x, x, x). Since RS(X ) =∆X , we have that (uS x,uT x,ux) = (x, x, x) and this
point is minimal.

The second statement follows by projecting Kx
S,T onto the two first coordi-

nates.

LEMMA 3.23. Let (X ,S,T ) be a minimal system of commuting transformations S
and T . If QS(X )∩QT (X ) =∆X , then RS(X ) =∆X .

Proof. We remark that if (x, a,b, x) ∈ QS,T (X ), then (x, a) and (x,b) belong to
QS(X )∩QT (X ). Consequently, if (x, a,b, x) ∈ QS,T (X ), then a = b = x. Now let
(x, y) ∈ RS(X ) and let a ∈ X such that (x, y, a, a) ∈ QS,T (X ). By minimality we
can take two sequences (ni )i∈N and (mi )i∈N in Z such that Sni T mi a → x. We
can assume that Sni y → y ′ and T mi a → a′, and thus (x,Sni y , T mi a,Sni T mi a)
→ (x, y ′, a′, x) ∈ QS,T (X ). We deduce that y ′ = a′ = x and particularly T mi a → x.
Hence (x, y,T mi a,T mi a) → (x, y, x, x) ∈ QS,T (X ) and therefore x = y .

We are now ready to prove Theorem 1.1:

Proof of Theorem 1.1.
(1) ⇒ (2). Let π : Y ×W → X be a factor map between the minimal systems

(Y ×W,σ× id, id×τ) and (X ,S,T ). Let (x0, x1, x2, x3) and (x0, x1, x2, x ′
3) ∈ QS,T (X ).

It suffices to show that x3 = x ′
3. Since π4(Qσ×id,id×τ(Y ×W )) = QS,T (X ), there ex-

ist
(
(y0, w0), (y1, w0), (y0, w1), (y1, w1)

)
and ((y ′

0, w ′
0), (y ′

1, w ′
0), (y ′

0, w ′
1), (y ′

1, w ′
1)) in

Qσ×id,id×τ(Y ×W ) such that π(y0, w0) = x0 =π(y ′
0, w ′

0), π(y1, w0) = x1 =π(y ′
1, w ′

0),
π(y0, w1) = x2 =π(y ′

0, w ′
1), π(y1, w1) = x3 and π(y ′

1, w ′
1) = x ′

3.
Let (ni )i∈N, (mi )i∈N be sequences in Z such that σni y0 → y1 and τmi w0 → w1.

We can assume that σni y ′
0 → y ′′

1 and τmi w ′
0 → w ′′

1 so that

((y ′
0, w ′

0), (y ′′
1 , w ′

0), (y ′
0, w ′′

1 ), (y ′′
1 , w ′′

1 )) ∈ Qσ×id,id×τ(Y ×W ).

Since π(y0, w0) =π(y ′
0, w ′

0), we have that

π4((y ′
0, w ′

0), (y ′′
1 , w ′

0), (y ′
0, w ′′

1 ), (y ′′
1 , w ′′

1 )) = (x0, x1, x2, x3).

In particular, π(y ′
1, w ′

0) = π(y ′′
1 , w ′

0) and π(y ′
0, w ′

1) = π(y ′
0, w ′′

1 ). By minimality
of (Y ,σ) and (W,τ), we deduce that π(y ′

1, w) = π(y ′′
1 , w) and π(y, w ′

1) = π(y, w ′′
1 )

for every y ∈ Y and w ∈W . Hence x3 =π(y ′′
1 , w ′′

1 ) =π(y ′′
1 , w ′

1) =π(y ′
1, w ′

1) = x ′
3.

(2) ⇒ (3). Let (x, y) ∈RS(X ) and let a ∈ X such that (x, y, a, a) ∈ QS,T (X ). We
remark that this implies that (x, a) ∈ QT (X ) and then (x, x, a, a) ∈ QS,T (X ). Since
(x, x, a, a) and (x, y, a, a) belong to QS,T (X ), we have that x = y .

(3) ⇒ (1). By Lemma 3.22, for every x0 ∈ X , we can build a minimal magic sys-
tem (Kx0

S,T , Ŝ, T̂ ) which is an extension of (X ,S,T ) whose factor map is the projec-
tion onto the last coordinate. We remark that if~x = (x1, x2, x3) and ~y = (y1, y2, y3)
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are such that (~x,~y) ∈ RŜ(Kx0
S,T ), then by Lemma 3.15 we have x1 = y1, x2 = y2,

and (x3, y3) ∈ RS(X ). Hence if RS(X ) coincides with the diagonal, so does
RŜ(Kx0

S,T ).

Let φ : Kx0
S,T →OS(x0)×OT (x0) be projection onto the first two coordinates. φ

is a factor map between the minimal systems (Kx0
S,T , Ŝ, T̂ ) and (OS(x0)×OT (x0),

S × id, id×T ) with commuting transformations. We remark that the latter is a
product system.

We claim that the triviality of the relation RS(X ) implies that φ is actually
an isomorphism. It suffices to show that (a,b,c), (a,b,d) ∈ Kx0

S,T implies that
c = d . By minimality, we can find a sequence (ni )i∈N in Z such that Sni a → x0.
Since RS(X ) = ∆X , we have that limSni c = b = limSni d . So lim Ŝni (a,b,c) =
lim Ŝni (a,b,d) and hence ((a,b,c), (a,b,d)) ∈ PŜ(Kx0

S,T ). Since RŜ(Kx0
S,T ) is the

diagonal, by Lemma 3.22 applied to the system (Kx0
S,T , Ŝ, T̂ ) we have that every

point in Kx0
S,T has a minimal Ŝ-orbit. This implies that (a,b,c) and (a,b,d) are

in the same Ŝ-minimal orbit closure and hence they belong to QŜ(Kx0
S,T ). By

Proposition 3.13, since they have the same first two coordinates, we deduce
that ((a,b,c), (a,b,d)) ∈RŜ(Kx0

S,T ), which is trivial. We conclude that (Kx0
S,T , Ŝ, T̂ )

is a product system and thus (X ,S,T ) has a product extension.
(2) ⇒ (4) is similar to (2) ⇒ (3), (4) ⇒ (1) is similar to (3) ⇒ (1), and (3) ⇒ (5) is

obvious.
(5) ⇒ (1). By Proposition 3.13, we have a magic extension (Y , Ŝ, T̂ ) of (X ,S,T )

with Y ⊆ Kx0
S,T for some x0 ∈ X . The magic extension satisfies QŜ(Y )∩QT̂ (Y ) =

RŜ(Y )∩RT̂ (Y ). Since RS(X )∩RT (X ) is the diagonal, by Lemma 3.15, we have
that RŜ(Y )∩RT̂ (Y ) = QŜ(Y )∩QT̂ (Y ) is also the diagonal. By Lemma 3.23, we
have that RŜ(Y ) coincides with the diagonal relation. Therefore, (Y , Ŝ, T̂ ) satis-
fies property (3) and we have proved above that this implies that (Y , Ŝ, T̂ ) (and
consequently (X ,S,T )) has a product extension. This finishes the proof.

We remark that if (X ,S,T ) has a product extension, then Theorem 1.1 gives
us an explicit (or algorithmic) way to build such an extension. In fact,

PROPOSITION 3.24. Let (X ,S,T ) be a minimal system of commuting transforma-
tions S and T . The following are equivalent:

1. (X ,S,T ) has a product extension;
2. There exists x ∈ X such that the last coordinate of Kx

S,T is a function of the

first two coordinates. In this case, (Kx
S,T , Ŝ, T̂ ) is a product system;

3. For any x ∈ X , the last coordinate of Kx
S,T is a function of the first two coor-

dinates. In this case, (Kx
S,T , Ŝ, T̂ ) is a product system.

Proof. (1) ⇒ (3). By Theorem 1.1, when (X ,S,T ) has a product extension, the
last coordinate of QS,T (X ) is a function of the first three, which implies (3).

(3) ⇒ (2) is obvious.
(2) ⇒ (1). Let Y ⊆ Kx

S,T be a minimal subsystem and let (x1, x2, x3) ∈ Y . We

remark that (Y , Ŝ, T̂ ) is an extension of (X ,S,T ) and that the last coordinate of

JOURNAL OF MODERN DYNAMICS VOLUME 9, 2015, 365–405



DYNAMICAL CUBES AND A CRITERIA FOR SYSTEMS HAVING PRODUCT EXTENSIONS 377

Y is a function of the first two. Hence, the factor map (x ′
1, x ′

2, x ′
3) → (x ′

1, x ′
2) is

an isomorphism between (Y , Ŝ, T̂ ) and (OS(x1)×OT (x2),S × id, id×T ), which is
a product system.

We can also give a criterion to determine when a minimal system (X ,S,T )
with commuting transformations S and T is actually a product system:

THEOREM 3.25. Let (X ,S,T ) be a minimal system of commuting transformations
S and T . Then (X ,S,T ) is a product system if and only if QS(X )∩QT (X ) =∆X .

Proof. Suppose that (X ,S,T ) = (Y ×W,σ× id, id× τ) is a product system and
(y1, w1)(y2, w2) ∈ Qσ×id(Y ×W )∩Qid×τ(Y ×W ). Then we have ((y1, w1), (y2, w2)) ∈
Qid×τ(Y ×W ) implies y1 = y2, and ((y1, w1), (y2, w2)) ∈ Qσ×id(Y ×W ) implies
w1 = w2. Therefore, QS(Y ×W )∩QT (Y ×W ) =∆Y ×W .

Conversely, suppose that QS(X )∩QT (X ) =∆X . By Lemma 3.23, Theorem 1.1
and Proposition 3.24, we have that for any x0 ∈ X , (Kx0

S,T , Ŝ, T̂ ) is a product
extension of (X ,S,T ). We claim that these systems are actually isomorphic.
Recall that the factor map π : Kx0

S,T → X is the projection onto the last coordi-

nate. It suffices to show that (x1, x2) = (x ′
1, x ′

2) for all (x1, x2, x), (x ′
1, x ′

2, x) ∈ Kx0
S,T .

Let (ni )i∈N and (mi )i∈N be sequences in Z such that Sni T mi x → x0. We can
assume that Sni x1 → a1, Sni x ′

1 → a′
1, T mi x2 → b1 and T mi x ′

2 → b′
1. Therefore,

(x0, a1,b1, x0) and (x0, a′
1,b′

1, x0) belong to QS,T (X ). Since QS(X )∩QT (X ) = ∆X ,
we have that a1 = b1 = a′

1 = b′
1 = x0. We can assume that Sni x → x ′ and thus

(x0,Sni x1, x2,Sni x) → (x0, x0, x2, x ′), (x0,Sni x ′
1, x ′

2,Sni x) → (x0, x0, x ′
2, x ′). More-

over, these points belong to QS,T (X ). Since RS(X ) is the diagonal, we conclude
that x2 = x ′ = x ′

2. Similarly, x1 = x ′
1, and the proof is finished.

3.5. Equicontinuity and product extensions. In this section we study connec-
tions between the property of having a product extension and equicontinuity.
We show that if a system has a product extension then one can always find a
(maybe different) product extension where the factor map satisfies some relative
equicontinuity conditions.

We recall the definition of equicontinuity:

DEFINITION 3.26. Let (X ,G0) be a topological dynamical system, where G0 is
an arbitrary group action. We say that (X ,G0) is equicontinuous if for any ε> 0,
there exists δ > 0 such that if d(x, y) < δ for x, y ∈ X , then d(g x, g y) < ε for
all g ∈ G0. Let π : Y → X be a factor map between the topological dynamical
systems (Y ,G0) and (X ,G0). We say that Y is an equicontinuous extension of X
if for any ε > 0, there exists δ > 0 such that if d(x, y) < δ and π(x) = π(y) then
d(g x, g y) < ε for all g ∈G0.

The following proposition provides a first connection between equicontinuity
and the property of being a factor of a product system:

PROPOSITION 3.27. Let (X ,S,T ) be a minimal system of commuting transforma-
tions S and T . If either S or T is equicontinuous, then (X ,S,T ) has a product
extension.
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Proof. Suppose that T is equicontinuous. For any ε> 0, let 0 < δ< ε be such that
if two points are δ-close to each other, then they stay ε-close under the orbit
of T . Suppose (x, y) ∈RS(X ). Pick x ′, a ∈ X and n,m ∈Z such that d(x, x ′) < δ,
d(Sn x ′, y) < δ, d(T m x ′, a) < δ, d(SnT m x ′, a) < δ. By equicontinuity of T , we
have that d(T −mSnT m x ′,T −m a) < ε, d(T −mT m x ′,T −m a) < ε. Thus d(x, y) < 4ε.
Therefore RS(X ) coincides with the diagonal and (X ,S,T ) has a product exten-
sion.

Specially, when S = T we have the following:

COROLLARY 3.28. Let (X ,T ) be a minimal system. Then (X ,T ) is equicontinous
if and only if (X ,T,T ) has a product extension.

The previous result strongly relies on the minimality assumption of the trans-
formation T . In the following result, we show a similar criterion under the
weaker assumption that QT (X ) is an equivalence relation.

PROPOSITION 3.29. Let (X ,S,T ) be a minimal system of commuting transforma-
tions S and T . Suppose that QT (X ) is an equivalence relation. Then the system
(X ,S) is an equicontinuous extension of (X /QT (X ),S) if and only if (X ,S,T ) has
a product extension.

Proof. Suppose that (X ,S,T ) has no product extensions. By Theorem 1.1, we
can pick x, y ∈ X with x 6= y such that (x, y) ∈ RT (X ). Denote ε = d(x, y)/2.
For any 0 < δ< ε/4, there exist z ∈ X and n,m ∈ Z such that d(z, x), d(T m z, y),
d(Sn z,SnT m z) < δ. Let x ′ = Sn z, y ′ = SnT m z. Then (x ′, y ′) ∈ QT (X ), d(x ′, y ′) < δ
and d(S−n x ′,S−n y ′) = d(z,T m z) > ε−2δ> ε/2. So (X ,S) is not an equicontinu-
ous extension of (X /QT (X ),S).

Alternatively, if (X ,S) is not an equicontinuous extension of (X /QT (X ),S),
then there exists ε > 0 and there exist sequences (xi )i∈N, (yi )i∈N in X and a se-
quence (ni )i∈N in Z with d(xi , yi ) < 1/i , (xi , yi ) ∈ QT (X ), and d(Sni xi ,Sni yi ) ≥ ε.
By passing to a subsequence, we may assume (Sni xi )i∈N, (Sni yi )i∈N, (xi )i∈N
and (yi )i∈N converges to x0, y0, w and w , respectively. Then x0 6= y0. For any
δ> 0, pick i ∈N such that d(Sni xi , x0), d(Sni yi , y0), d(xi , w), d(yi , w) < δ. Since
(xi , yi ) ∈ QT (X ), we can pick z ∈ X ,m ∈Z such that d(z, xi ), d(T m z, yi ), d(Sni z,
Sni xi ), d(Sni T m z,Sni yi ) < δ. So the distances between the corresponding coor-
dinates of

(Sni z, z,Sni T m z,T m z) and (x0, w, y0, w)

are all less than Cδ for some uniform constant C . Thus (x0, y0) ∈ RT (X ), and
(X ,S,T ) does not have a product extension.

In the following, we relativize the notion of being a product system to factor
maps.

DEFINITION 3.30. Let π : Y → X be a factor map between the systems of com-
muting transformations (Y ,S,T ) and (X ,S,T ). We say that π is S-equicontinuous
with respect to T if for any ε > 0 there exists δ > 0 such that if y, y ′ ∈ Y satisfy
(y, y ′) ∈ QT (Y ), d(y, y ′) < δ and π(y) =π(y ′), then d(Sn y,Sn y ′) < ε for all n ∈Z.
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LEMMA 3.31. Let (X ,S,T ) be a minimal system of commuting transformations S
and T , and let π be the projection to the trivial system. Then π is S-equicontinous
with respect to T if and only if (X ,S,T ) has a product extension.

Proof. If π is not S-equicontinuous with respect to T , there exists ε> 0 such that
for any δ= 1

i > 0 one can find (xi , x ′
i ) ∈ QT (X ) with d(xi , x ′

i ) < δ and ni ∈Z with
d(Sni xi ,Sni x ′

i ) ≥ ε. For a subsequence, (xi ,Sni xi , x ′
i ,Sni x ′

i ) ∈ QS,T (X ) converges
to a point of the form (a, x, a, x ′) ∈ QS,T (X ) with x 6= x ′. We remark that this is
equivalent to (x, a, x ′, a) ∈ QS,T (X ) and hence (x, x ′) ∈ RS(X ). By Theorem 1.1
(X ,S,T ) has no product extension.

Conversely, if (X ,S,T ) has no product extension, by Theorem 1.1 we can find
x 6= x ′ with (x, x ′) ∈ RS(X ). Let 0 < ε < d(x, x ′) and let 0 < δ < ε/4. We can
find x ′′ ∈ X and n,m ∈ Z such that d(x ′′, x),d(Sn x ′′, x ′),d(T m x ′′,SnT m x ′′) < δ.
Writing w = T m x ′′, w ′ = SnT m x ′′, we have (w, w ′) ∈ QS(X ), d(w, w ′) < δ and
d(T −m w,T −m w ′) > ε/2. Hence π is not S-equicontinuous with respect to T .

The following proposition gives a connection between a magic system and a
system which is S-equicontinuous with respect to T :

PROPOSITION 3.32. For every minimal system of commuting transformations
(X ,S,T ), the magic extension constructed in Theorem 3.13 is S-equicontinuous
with respect to T .

Proof. Let (X ,S,T ) be a minimal system of commuting transformations S and
T . Recall that the magic extension Y of X is the orbit closure of a minimal
point (z1, z2, x0) under Ŝ and T̂ , and the factor map π : Y → X is the projection
onto the last coordinate. Let ~x = (x1, x2, x3),~y = (y1, y2, y3) ∈ Y be such that
π(~x) = π(~y) and (~x,~y) ∈ QT̂ (Y ). Then we have that x1 = y1 and x3 = y3. Since
Ŝn~x = (Sn x1, x2,Sn x3) and Ŝn~y = (Sn x1, y2,Sn x3), we conclude that Ŝ preserves
the distance between ~x and ~y .

A direct corollary of this proposition is

COROLLARY 3.33. Let (X ,S,T ) be a minimal system of commuting transforma-
tions S and T . If (X ,S,T ) has a product extension, then it has a product extension
which is S-equicontinuous with respect to T .

Proof. If (X ,S,T ) has a product extension, by Theorem 1.1, we can build a
magic extension which is actually a product system. This magic extension is
S-equicontinuous with respect to T .

3.6. Changing the generators. Let (X ,S,T ) be a system of commuting trans-
formations S and T . We remark that QS,T (X ) depends strongly on the choice
of the generators S and T . For instance, let (X ,S) be a minimal system and
consider the minimal systems (X ,S,S) and (X ,S, id) with commuting transfor-
mations. We have that (X ,S, id) has a product extension, but (X ,S,S) does not
(unless (X ,S) is equicontinous). However, there are cases where we can deduce
some properties by changing the generators. Let (X ,S,T ) be a minimal system
of commuting transformations S and T . Denote S′ = T −1S, T ′ = T . We have that
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(X ,S′,T ′) is a minimal system of commuting transformations S′ and T ′. Sup-
pose now that (X ,S′,T ′) has a product extension. By Proposition 3.24, for any
x ∈ X we have that (K x

S′,T ′ , Ŝ′, T̂ ′) is an extension of (X ,S′,T ′) and is isomorphic

to a product system. We remark that (K x
S′,T ′ , T̂ ′Ŝ′, T̂ ′) is an extension of (X ,S,T )

and is isomorphic to (Y ×W,S ×T,T ×T ), where Y =OS′(x) and W =OT ′(x). It
follows that (X ,S,T ) has an extension which is the Cartesian product of two sys-
tems with commuting transformations with different natures: one of the form
(Y ,S, id), where one of the transformations is the identity, and the other of the
form (W,T,T ), where the two transformations are the same.

3.7. Computing the group of automorphisms by using the RS,T (X ) relation.
The following lemma is used in the next section to study the automorphism
group of the Robinson tiling system, but we state it here due to its generality.
It reveals that studying cube structures can help to understand the group of
automorphisms of a dynamical system. We recall that an automorphism of a
dynamical system (X ,G0) is a homeomorphism φ : X → X such that φg = gφ
for every g ∈G0.

LEMMA 3.34. Let (X ,S,T ) be a minimal system of commuting transformations
S and T , and let φ be an automorphism of (X ,S,T ). Then φ×φ×φ×φ(QS,T (X )) =
QS,T (X ). In particular, if (x, y) ∈RS(X ) (or RT (X ) or RS,T (X )), then (φ(x),φ(y)) ∈
RS(X ) (or RT (X ) or RS,T (X )).

Proof. Let x ∈ QS,T (X ) and let x ∈ X . There exist sequences (gi )i∈N in G and
(ni )i∈N and (mi )i∈N in Z such that (gi x, gi Sni x, gi T mi x, gi Sni T mi x) → x. Since
(φ(x),φ(x),φ(x),φ(x)) ∈ QS,T (X ) we have that

(giφ(x), gi Sniφ(x), gi T miφ(x), gi Sni T miφ(x))

= (φ(gi x),φ(gi Sni x),φ(gi T mi x),φ(gi Sni T mi x))

→ (φ×φ×φ×φ)(x) ∈ QS,T (X ).

Hence φ×φ×φ×φ(QS,T (X )) = QS,T (X ).
If (x, y) ∈ RS(X ), then there exists a ∈ X with (x, y, a, a) ∈ QS,T (X ) and thus

(φ(x),φ(y), φ(a),φ(a)) ∈ QS,T (X ). This means that (φ(x),φ(y)) ∈ RS(X ). The
proofs for the RS(X ) and RS,T (X ) cases are similar.

4. EXAMPLES

In this section, we compute the RS,T (X ) relation in some minimal symbolic
systems (X ,S,T ). We have chosen some representative minimal symbolic sys-
tems (X ,S,T ), and we find that computing cube structures provides results use-
ful to studying some associated objects like the group of automorphisms. We
start by recalling some general definitions.

Let A be a finite alphabet. The shift transformation σ : A Z → A Z is the
map (xi )i∈Z 7→ (xi+1)i∈Z. A one dimensional subshift is a closed subset X ⊆A Z

invariant under the shift transformation. When there is more than one space
involved, we let σX denote the shift transformation on the space X .
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In the two dimensional setting, we define shift transformations S,T on A Z2

as S := σ(1,0) : (xi , j )i , j∈Z 7→ (xi+1, j )i , j∈Z and T := σ(0,1)(xi , j )i , j∈Z 7→ (xi , j+1)i , j∈Z.
Hence S and T are the translations in the canonical directions (and we use this
notation throughout this section). A two dimensional subshift is a closed subset
X ⊆ A Z2

invariant under the shift transformations. We remark that S and T
are a pair of commuting transformations and therefore if X ⊆A Z2

is a subshift,
(X ,S,T ) is a system of commuting transformations S and T .

Let X ⊆A Z2
be a subshift and let x ∈ X . If B is a subset of Z2, we let x|B ∈A B

denote the restriction of x to B and for ~n ∈ Z2, we let B +~n denote the set
{~b +~n : ~b ∈ B }. When X is a subshift (one or two dimensional), we let AX denote
its alphabet.

In the following we compute the relation RS,T (X ) in two particular two di-
mensional subshifts: the Morse tiling and the minimal Robinson tiling. For
the Morse tiling and tiling substitutions, see [20] for more background; for the
Robinson tiling, we refer to [8], [20].

4.1. The Morse tiling. Consider the Morse tiling system given by the substitu-
tion rule

One can iterate this substitution in a natural way:

FIGURE 1. First, second and third iteration of the substitution

We identify 0 with the white square and 1 with the black square, and we let
Bn = ([−2n−1,2n−1 −1]∩Z)× ([−2n−1,2n−1 −1]∩Z) be the square of size 2n cen-
tered at the origin. Let (xn)n∈N be a sequence in {0,1}Z

2
such that the restriction

of xn to Bn coincides with the n-th iteration of the substitution. Taking a subse-
quence we have that (xn)n∈N converges to a point x∗ ∈ {0,1}Z

2
. Let X ⊆ {0,1}Z

2

be the orbit closure of x under the shift actions S and T . We point out that X
does not depend on the particular choice of x (we refer to [20, Chapter 1] for a
general reference about substitution tiling systems). Moreover, the Morse system
(X ,S,T ) is a minimal system of commuting transformations S and T .
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PROPOSITION 4.1. For the Morse system, RS(X ) = RT (X ) = ∆X . Consequently,
the Morse system has a product extension.

Proof. Note that for x = (xi , j )i , j∈Z ∈ X , we have that xi , j + xi+1, j = xi , j ′ + xi+1, j ′

mod 2 and xi , j + xi , j+1 = xi ′, j + xi , j+1 mod 2 for every i , j , i ′, j ′ ∈ Z. From this,
we deduce that if x0,0 = 0 then xi , j = xi ,0 + x0, j for every i , j ∈Z. From now on,
we assume that x∗

0,0 = 0.
For N ∈ N, let BN denote the square ([−N , N ]∩Z)× ([−N , N ]∩Z). Suppose

(y, z) ∈RS(X ) and let w ∈ X be such that (y, z, w, w) ∈ QS,T (X ). We deduce that
there exist n,m, p, q ∈Z such that

Sp T q x∗|BN = y |BN ;

Sp+nT q x∗|BN = z|BN ;

Sp T q+m x∗|BN = Sp+nT q+m x∗|BN = w |BN .

Since Sp T q+m x∗|BN = Sp+nT q+m x∗|BN , we deduce that x∗
p+c,0 = x∗

p+n+c,0 for all

c ≤ N . This in turn implies that y |BN = Sp T q x∗|BN = Sp+nT q x∗|BN = z|BN . Since
N is arbitrary we deduce that y = z. Therefore RS(X ) = ∆X and thus (X ,S,T )
has a product extension.

REMARK 4.2. In fact, let (Y ,σ) be the one dimensional Thue-Morse system. This
is the subshift generated by the one dimensional substitution 0 7→ 01, 1 7→ 10
(see [19]). Then we can define π : Y ×Y → X by π(x, x ′)n,m = xn + x ′

m , and it
turns out that this is a product extension of the two dimensional Morse sys-
tem. Moreover, we have that (Kx∗

S,T , Ŝ, T̂ ) is isomorphic to (Y ×Y ,T × id, id×T ),

where the isomorphism φ : Kx∗
S,T → Y ×Y is given by φ(a,b,c) = (a|A ,b|B ), where

A = { (n,0) : n ∈Z } and B = { (0,n) : n ∈Z }. We show in the next subsection that
this is a general procedure to build symbolic systems with a product extension.

4.2. Building factors of product systems. Let (X ,σX ) and (Y ,σY ) be two mini-
mal one dimensional shifts and let AX and AY be the respective alphabets.

Let x ∈ X and y ∈ Y . Consider the point z ∈ (AX ×AY )Z
2

defined as zi , j =
(xi , y j ) for i , j ∈Z and let Z denote the orbit closure of z under the shift transfor-
mations S and T . Then we can verify that (Z ,S,T ) is isomorphic to the product
of (X ,σX ) and (Y ,σY ) (and particularly (Z ,S,T ) is a minimal system).

Let A be an alphabet and let ϕ : AX ×AY → A be a function. We can de-
fine φ : Z → W := φ(Z ) ⊆ A Z2

such that φ(z)i , j = ϕ(zi , j ) for i , j ∈ Z. Then
(W,S,T ) is a minimal symbolic system with a product extension and we write
W = W (X ,Y ,ϕ) to denote this system. We show that this is the unique way to
produce minimal symbolic systems with product extensions.

PROPOSITION 4.3. Let (W,S,T ) be a minimal symbolic system with a product ex-
tension. Then there exist one dimensional minimal subshifts (X ,σX ) and (Y ,σY )
and a map ϕ : AX ×AY →AW such that W =W (X ,Y ,ϕ).

Proof. We recall that AW denotes the alphabet of W . For n ∈N we let Bn denote
([−n,n]∩Z)× ([−n,n]∩Z). Let w = (wi , j )i , j∈Z ∈W . By Proposition 3.24, the last
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coordinate in K w
S,T (W ) is a function of the two first coordinates. Since K w

S,T (W )

is a closed subset of X 3, we have that this function is continuous. Hence, there
exists n ∈ N such that for every i , j ∈ Z, wi , j is determined by w|Bn , w|Bn+(i ,0)

and w|Bn+(0, j ). Let AX = {w|Bn+(i ,0) : i ∈Z } and AY = {w|Bn+(0, j ) : j ∈Z }. Then
AX and AY are finite alphabets and we can define ϕ : AX ×AY →AW such that
ϕ(w|Bn+(i ,0),w|Bn+(0, j )) = wi , j .

We recall that since (W,S,T ) has a product extension, (K w0
S,T (W ), Ŝ, T̂ ) is a

minimal system. Let φ1 : K w0
S,T (W ) → A Z

X and φ2 : K w0
S,T (W ) → A Z

Y be defined
by φ1(w1, w2, w3) = (w1|Bn+(i ,0))i∈Z and φ2(w1, w2, w3) = (w2|Bn+(0, j )) j∈Z. Let
X =φ1(W ) and Y =φ2(W ). Then (X ,σX ) and (Y ,σY ) are two minimal symbolic
systems and W =W (X ,Y ,ϕ).

The previous proposition says that for a minimal symbolic system (W,S,T ),
having a product extension means that the dynamics can be deduced by looking
at the shifts generated by finite blocks in the canonical directions.

REMARK 4.4. It was proved in [16] that two dimensional rectangular substitu-
tions are sofic. It was also proved that the product of two one dimensional
substitutions is a two dimensional substitution and therefore is sofic. Moreover,
this product is measurably isomorphic to a shift of finite type. Given Proposi-
tion 4.3, the natural question that one can formulate is, “What properties can be
deduced for the subshifts (X ,σX ) and (Y ,σY )?” For example, what happens with
these subshifts when (W,S,T ) is a two dimensional substitution with a product
extension? We do not know the answer to this question.

4.3. The Robinson Tiling. Consider the following set of tiles and their rotations
and reflections:

FIGURE 2. The Robinson Tiles (up to rotation and reflection).
The first tile and its rotations are called crosses.

Let A be the set of the 28 Robinson tiles. Let Y ⊆A Z2
be the subshift defined

by the following rules:

1. The outgoing arrows match with the ingoing arrows;
2. There exists ~n ∈Z2 such that there is a cross in every position of the form

{~n + (2i ,2 j )} for i , j ∈Z ( this means that there is a 2-lattice of crosses).

This system is not minimal, but it has a unique minimal subsystem [8]. We
let X denote this unique minimal subsystem. Then (X ,S,T ) is a minimal system
of commuting transformations S and T , and we call it the minimal Robinson
system. For n ∈N we define supertiles of order n inductively. Supertiles of order
1 correspond to crosses, and, if we have defined supertiles of order n, supertiles
of order n +1 are constructed putting together 4 supertiles of order n in a con-
sistent way and adding a cross in the middle of them (see Figure 3). We remark
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that supertiles of order n have size 2n −1 and are completely determined by the
cross in the middle. In particular, for every n ∈ N there are four supertiles of
order n. It can be proved [8], [20] that for every x ∈ X , given n ∈N, supertiles of
order n appear periodically (Figure 4 illustrates this phenomenon).

FIGURE 3. A supertile of order 3. It consists of four supertiles of
order 2 (the four 3×3 squares located at the corners of the super-
tiles) and a cross in the middle (which completely determines
the central lines).

Let x ∈ X . A horizontal line in x is the restriction of x to a set of the form
{(i , j0) : i ∈Z } where j0 ∈ Z. Similarly, a vertical line in x is the restriction of x
to a set of the form {(i0, j ) : j ∈Z } where i0 ∈Z. We remark that a line passing
through the center of a supertile of order n has only one cross restricted to the
supertile. The presence of supertiles of any order forces the existence of lines
(vertical or horizontal) with at most one cross that are called fault lines. A point
x ∈ X can have 0, 1, or 2 fault lines. When x is a point with two fault lines, these
lines divide the plane into four quarter planes (one line is horizontal and the
other is vertical). On each one of these quarter planes, the point is completely
determined. The tile in the intersection of two fault lines determines completely
the fault lines, and therefore this tile determines x. See [20, Chapter 1 Section 4]
for more details.

Given a point x ∈ X and n ∈N, supertiles of order n appear periodically, leav-
ing lines between them (which are not periodic). We remark that the center of
one of the supertiles of order n determines the distribution of all the supertiles
of order n. We say that we decompose x into supertiles of order n if we consider
the distribution of its supertiles of order n, ignoring the lines between them.
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Let Bn := ([−2n−1,2n−1]∩Z)× ([−2n−1,2n−1]∩Z) be the square of side length
2n +1. Recall that x|Bn ∈A Bn is the restriction of x to Bn . Then, looking at x|Bn ,
we can find the center of at least one supertile of order n, and therefore we can
determine the distribution of supertiles of order n in x. We remark that if x and
y are points in X such that x|Bn = y |Bn , then we can find the same supertile of
order n in the same position in x and y , and therefore x and y have the same
decomposition into tiles of order n.

We study the RS,T (X ) relation in the minimal Robinson system.

PROPOSITION 4.5. Let (X ,S,T ) be the minimal Robinson system. We have that
(x, y) ∈ RS,T (X ) if and only if they coincide in the complement of its fault lines.
In particular, points which have no fault lines are not related to any point by
RS,T (X ).

FIGURE 4. For an arbitrary n ∈N, the colored squares represent
tiles of order n. In this picture we illustrate how points with two
fault lines with different crosses in the middle are related.

Proof. We start by computing the RS(X ) relation. Let x, y ∈RS(X ), x 6= y , (the
RT (X ) case is similar). Let p ∈N be such that x|Bp 6= y |Bp and let x ′ ∈ X , n,m ∈Z,
and z ∈ X with x ′|Bp = x|Bp , Sn x ′|Bp = y |Bp , T m x ′|Bp = z|Bp and SnT m x ′|Bp = z|Bp .
Then SnT m x ′|Bp = T m x ′|Bp and thus SnT m x ′ and T m x ′ have the same decom-
position into supertiles of order p, which implies that x and y also have the
same decomposition. In particular, the difference between x and y must occur
in the lines which are not covered by the supertiles of order p (we remark that
these lines have at most one cross). Let Lp be such a line on x. For q larger
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than p, we decompose into tiles of order q and we conclude that Lp lies inside
Lq . Taking the limit in q , we deduce that x and y coincide everywhere except
in one or two fault lines.

Now suppose that x and y coincide everywhere except in fault lines. For in-
stance, suppose that x and y have two fault lines and let n ∈ N. We can find
z ∈ X with no fault lines and p ∈Z such that z|Bn = x|Bn and Sp z|Bn = yBn . Then,
we can find a supertile of large order containing z|Bn and T p z|Bn . Hence, along
the horizontal we can find q ∈ Z such that T q z|Bn = T q Sp z|Bn . Since n is arbi-
trary, we have that (x, y) ∈RS(X ).

Let π : X → X /RS,T (X ) be the quotient map. By Proposition 4.5 we have that
in the minimal Robinson system we can distinguish three types of fibers for
π: fibers with cardinality 1 (tilings with no fault lines), fibers with cardinality
6 (tilings with one fault line), and fibers with cardinality 28 (tilings with 2 fault
lines).

Using Lemma 3.34 with this discussion, we compute the group of automor-
phisms of X :

COROLLARY 4.6. The group of automorphisms of the minimal Robinson system
is spanned by the shift actions S and T .

Proof. Clearly, the shift transformations are automorphisms of the system. We
claim that there are no other automorphisms. The factor map π : X → X /RS,T (X )
is almost one-to-one since points with no fault lines are not related with any
point. Consider two fibers F and F ′ with 28 elements. We remark that in such
a fiber all points have two fault lines, and they coincide outside them. It fol-
lows that such a fiber is determined only by the position where those two fault
lines intersect. Therefore, if F and F ′ are two fibers with 28 elements, we have
that F ′ = SnT mF for some n,m ∈Z. Let φ be an automorphism of the minimal
Robinson system and let F be a fiber with 28 elements. By Lemma 3.34, φ(F ) is
also a fiber with 28 elements. Hence, there exist n,m ∈Z with φ(F ) = SnT m(F ).
We conclude that the automorphisms φ and SnT m coincide in one fiber, and
by minimality they coincide in all fibers. In particular, they coincide in fibers
with one element, meaning that there exists x ∈ X with φ(x) = SnT m(x). The
minimality of the system implies that φ and SnT m are equal.

We mention that a similar result was proved in [17] for the “chair tiling” with
different methods.

5. RS,T (X ) RELATION IN THE DISTAL CASE

5.1. Basic properties. This section is devoted to the study of the RS,T (X ) re-
lation in the distal case. We do not know if RS,T (X ), RS(X ) and RT (X ) are
equivalence relations in the general setting. However, we have a complete de-
scription of these relations in the distal case.

Recall that a topological dynamical system (X ,G0) is distal if x 6= y implies

inf
g∈G0

d(g x, g y) > 0.
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Distal systems have many interesting properties (see [1, Chapters 5 and 7]).
We recall some of them:

THEOREM 5.1.

1. The Cartesian product of distal systems is distal;
2. Distality is preserved by taking factors and subsystems;
3. A distal system is minimal if and only if it is topologically transitive;
4. If (X ,G0) is distal and G ′

0 is a subgroup of G0, then (X ,G ′
0) is distal.

Our main technical result about distality is that it implies that cubes have the
following transitivity property:

LEMMA 5.2. Let (X ,S,T ) be a distal minimal system of commuting transforma-
tions S and T . Suppose that R is either S or is T . Then

1. If (x, y), (y, z) ∈ QR (X ), then (x, z) ∈ QR (X );
2. If (a1,b1, a2,b2), (a2,b2, a3,b3) ∈ QS,T (X ), then (a1,b1, a3,b3) ∈ QS,T (X ).

Proof. We only prove (1) since the proof of (2) is similar. Let (x, y), (y, z) ∈ QR (X ).
Pick any a ∈ X . Then (a, a) ∈ QR (X ). By Proposition 3.5, there exists a se-
quence (gn)n∈N = ((g ′

n , g ′′
n))n∈N in GR such that gn(x, y) = (g ′

n x, g ′′
n y) → (a, a),

where GR is the group generated by id×R and g × g , g ∈ G . We can assume
(by taking a subsequence) that g ′′

n z → u and thus (g ′′
n y, g ′′

n z) → (a,u) ∈ QR (X ).
Since (g ′

n , g ′′
n)(x, z) → (a,u), by distality we have that (x, z) is in the closed orbit

of (a,u) and thus that (x, z) ∈ QR (X ).

REMARK 5.3. It is worth noting that Lemma 5.2 fails in the non-distal case, even
if S = T (see [24] for an example).

The following proposition gives various conditions equivalent to RS,T (X ) in
the distal case:

PROPOSITION 5.4. Let (X ,S,T ) be a distal system of commuting transformations
S and T . Suppose x, y ∈ X . Then the following are equivalent:

1. (x, y, y, y) ∈ QS,T (X );
2. There exist a,b,c ∈ X such that (x, a,b,c), (y, a,b,c) ∈ QS,T (X );
3. For every a,b,c ∈ X , if (x, a,b,c) ∈ QS,T (X ), then (y, a,b,c) ∈ QS,T (X );
4. (x, y) ∈RS,T (X );
5. (x, y) ∈RS(X );
6. (x, y) ∈RT (X ).

In particular, RS(X ) =RT (X ) =RS,T (X ).

REMARK 5.5. This proposition shows that in the distal case, the relation RS,T (X )
coincides with the regional proximality relation RP[1]

T defined in [13], [14], and
[21] when S = T .

Proof. (1)⇒(3). Suppose that (x, a,b,c) ∈ QS,T (X ) for some a,b,c ∈ X . By (3),(4)
and (5) of Proposition 3.3, (x, a,b,c) ∈ QS,T (X ) implies that (a, x, a, x) ∈ QS,T (X ),
and (x, y, y, y) ∈ QS,T (X ) implies (x, x, y, x) ∈ QT,S(X ). By Lemma 5.2, (a, x, a, x),
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(x, x, y, x) ∈ QS,T (X ) implies (x, a, y, a) ∈ QS,T (X ). Again by Lemma 5.2, (x, a,b,c),
(x, a, y, a) ∈ QS,T (X ) implies (b,c, y, a) ∈ QS,T (X ) and thus (y, a,b,c) ∈ QS,T (X ).

(3)⇒(2) is obvious.
(2)⇒(1). Suppose that (x, a,b,c), (y, a,b,c) ∈ QS,T (X ) for some a,b,c ∈ X . Then

(b,c, y, a) ∈ QS,T (X ). By Lemma 5.2, (x, a, y, a) ∈ QS,T (X ). By (4) and (5) of
Proposition 3.3, (y, a, y, a) ∈ QS,T (X ). Hence (x, y, a, a), (y, y, a, a) ∈ QT,S(X ) and
(a, a, y, y) ∈ QT,S(X ). By Lemma 5.2, (x, y, y, y) ∈ QT,S(X ), which is equivalent to
(x, y, y, y) ∈ QS,T (X ).

(1)⇒(4). Take a = y and b = y .
(4)⇒(5) and (4)⇒(6) are obvious from the definition.
(5)⇒(1). Suppose (x, y, a, a) ∈ QS,T (X ) for some a ∈ X . By (4) and (5) of Propo-

sition 3.3, (y, y, a, a) ∈ QS,T (X ). By Lemma 5.2, (x, y, y, y) ∈ QT,S(X ) and thus
(x, y, y, y) ∈ QS,T (X ).

(6)⇒(1) is similar to (4)⇒(2).

We can now prove the first main result of this section: RS,T (X ) is an equiva-
lence relation in the distal setting.

THEOREM 5.6. Let (X ,S,T ) be a distal system of commuting transformations S
and T . Then QS(X ), QT (X ), and RS,T (X ) are closed equivalence relations on X .

Proof. It suffices to prove the transitivity of RS,T (X ). Let (x, y), (y, z) ∈RS,T (X ).
Since (y, z, z, z) and (x, y) ∈ RS,T (X ), by (4) of Proposition 5.4, we have that
(x, z, z, z) ∈ QS,T (X ) and thus (x, z) ∈RS,T (X ).

In the distal case we also have the following property, which allows us to lift
an (S,T )-regional proximality pair in a system to a pair in an extension system:

PROPOSITION 5.7. Let π : Y → X be a factor map between systems (Y ,S,T ) and
(X ,S,T ) with commuting transformations S and T . If (X ,S,T ) is distal, then
π×π(RS,T (Y )) =RS,T (X ).

Proof. The proof is similar to [21, Theorem 6.4]. Let (x1, x2) ∈ RS,T (X ). Then
there exist a sequence (xi )i∈N ∈ X and two sequences (ni )i∈N, (mi )i∈N in Z such
that

(xi ,Sni xi ,T mi xi ,Sni T mi xi ) → (x1, x1, x1, x2).

Let (yi )i∈N in Y be such that π(yi ) = xi . By compactness we can assume
yi → y1, Sni yi → a, T mi yi → b, and Sni T mi yi → c. Then (y1, a,b,c) ∈ QS,T (Y )
and π4(y1, a,b,c) = (x1, x1, x1, x2). In particular, (y1, a) ∈ QS(Y ). By minimality
we can find gi ∈ G and pi such that (gi y1, gi Spi a) → (y1, y1). We can assume
gi b → b′ and gi Spi c → c ′, so that (y1, y1,b′,c ′) ∈ QS,T (Y ) and π4(y1, y1,b′,c ′) =
(x1, x1, x1, x ′

2), where x ′
2 = lim gi Spi x2. Recall that (x1, x ′

2) ∈ OG∆(x1, x2), where
G∆ = { g × g : g ∈G }. Since (y1,b′) ∈ QT (Y ), we can find (g ′

i )i∈N in G and (qi )i∈N
in Z such that (g ′

i y1, g ′
i T qi b′) → (y1, y1). We can assume without loss of gen-

erality that g ′
i T qi c ′ → c ′′ so that (y1, y1, y1,c ′′) ∈ QS,T (Y ) and π4(y1, y1, y1,c ′′) =

(x1, x1, x1, x ′′
2 ), where x ′′

2 = lim g ′
i T qi x ′

2. Recall (x1, x ′′
2 ) ∈ OG∆(x1, x ′

2), so (x1, x ′′
2 ) ∈

OG∆(x1, x2). By distality, this orbit is minimal and thus we can find (g ′′
i )i∈N in
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G such that (g ′′
i x1, g ′′

i x ′′
2 ) → (x1, x2). We assume without loss of generality that

g ′′
i y1 → y ′

1 and g ′′
i c ′′ → y ′

2. Then (y ′
1, y ′

1, y ′
1, y ′

2) ∈ QS,T (Y ) and π4(y ′
1, y ′

1, y ′
1, y ′

2) =
(x1, x1, x1, x2). In particular, (y ′

1, y ′
2) ∈RS,T (Y ) and π×π(y ′

1, y ′
2) = (x1, x2).

These results allow us to conclude the second main result of this section:
cube structures characterize factors with product extensions.

THEOREM 5.8. Let (X ,S,T ) be a minimal distal system of commuting transfor-
mations S and T . Then

1. (X /RS,T (X ),S,T ) has a product extension. Moreover, it is the maximal
factor with this property, meaning that any other factor of X with a product
extension factorizes through it;

2. For any magic extension (Kx0
S,T , Ŝ, T̂ ), (Kx0

S,T /RŜ,T̂ (Kx0
S,T ), Ŝ, T̂ ) is a product

system. Moreover, both (Kx0
S,T , Ŝ, T̂ ) and (Kx0

S,T /RŜ,T̂ (Kx0
S,T )) are distal systems.

We have the following commutative diagram:

(Kx0
S,T , Ŝ, T̂ ) (X ,S,T )

(Kx0
S,T /RŜ,T̂ (Kx0

S,T ), Ŝ, T̂ ) (X /RS,T (X ),S,T )

Proof. We remark that if (Z ,S,T ) is a factor of (X ,S,T ) with a product extension,
then π×π(RS,T (X )) = RS,T (Z ) = ∆X , meaning that there exists a factor map
from (X /RS,T (X ),S,T ) to (Y ,S,T ). It remains to prove that X /RS,T (X ) has a
product extension. To see this, let π be the quotient map X → X /RS,T (X ) and
let (y1, y2) ∈RS,T (X /RS,T (X )). By Proposition 5.7, there exists (x1, x2) ∈RS,T (X )
with π(x1) = y1 and π(x2) = y2. Since (x1, x2) ∈RS,T (X ), y1 = π(x1) = π(x2) = y2.
So RS,T (X /RS,T (X )) coincides with the diagonal. By Theorem 1.1, we have that
(X /RS,T (X ),S,T ) has a product extension, and this proves (1).

We now prove that the factor of the magic extension is actually a product sys-
tem. By Theorem 5.6, we have that QŜ(Kx0

S,T ),QT̂ (Kx0
S,T ) are equivalence relations,

and by Theorem 3.13 and Proposition 5.4, we have that QŜ(Kx0
S,T )∩QT̂ (Kx0

S,T ) =
RS,T (Kx0

S,T ). Consequently (Kx0
S,T /RŜ,T̂ (Kx0

S,T ), Ŝ, T̂ ) is isomorphic to(
Kx0

S,T /QT̂ (Kx0
S,T )×Kx0

S,T /QŜ(Kx0
S,T ), Ŝ × id, id× T̂

)
,

which is a product system.
Since (X ,S,T ) is distal, the distality of (Kx0

S,T , Ŝ, T̂ ) and (Kx0
S,T /RS,T (Kx0

S,T ), Ŝ, T̂ )
follows easily from Theorem 5.1.

5.2. Further remarks: the strong RS,T (X ) relation. It is a well-known and use-
ful result that the classical regional proximality relation coincides with stronger
versions of it, which are usually easier to compute (we refer to [1, Chapter 9]).
In this section we explore different strong forms of the RS,T relation.
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Let (X ,S,T ) be a system of commuting transformations S and T . We say
that x and y are strongly RS,T (X )-related if there exist a ∈ X and two sequences
(ni )i∈N and (mi )i∈N in Z such that (x, y, a, a) = lim

i→∞
(x,Sni x,T mi x,Sni T mi x), and

there exist b ∈ X and sequences (n′
i )i∈N and (m′

i )i∈N in Z such that (x,b, y,b) =
lim

i→∞
(x,Sn′

i x,T m′
i x,Sn′

i T m′
i x). We let Rstr

S,T (X ) denote the set of strongly RS,T (X )-

related pairs.
When S = T , the RT,T (X ) relation coincides with its strong version Rstr

T,T (X )
(see [1, Chapter 9]). We show that this is not true in the commuting case even
in the distal case and give a counter example of commuting rotations in the
Heisenberg group, which we think is an example of independent interest. We
refer to [2] and [15] for general references about nilrotations.

5.3. Example: Commuting rotations in the Heisenberg nilmanifold. Let H =R3

be the group with (a,b,c) · (a′,b′,c ′) = (a + a′,b +b′,c + c ′+ ab′) for all (a,b,c),
(a′,b′,c ′) ∈ H . Let H2 be the subgroup spanned by { g hg−1h−1 : g ,h ∈ H }. By a
direct computation we have that H2 = { (0,0,c) : c ∈R } and thus H2 is central in
H . Therefore H is a 2-step nilpotent Lie group and Γ=Z3 is a cocompact sub-
group, meaning that X := H/Γ is a compact space. X is called the Heisenberg
manifold. Note that T3 is a fundamental domain of X .

LEMMA 5.9. The map Φ : X →T3 given by

Φ((a,b,c)Γ) = ({a}, {b}, {c −abbc})

is a well-defined homomorphism between X and T3. Here bxc is the largest inte-
ger which does not exceed x, {x} = x −bxc, and T3 is viewed as [0,1)3 in this map.
Moreover, (a,b,c)Γ= ({a}, {b}, {c −abbc})Γ for all a,b,c ∈R.

Proof. It suffices to show (a,b,c)Γ= (a′,b′,c ′)Γ if and only if ({a}, {b}, {c−abbc}) =
({a′}, {b′}, {c ′−a′bb′c}). If (a,b,c)Γ= (a′,b′,c ′)Γ, there exists (x, y, z) ∈ Γ such that
(a′,b′,c ′) = (a,b,c) · (x, y, z) = (x +a, y +b, z + c +ay). Therefore

x = a′−a, y = b′−b, z = c ′− c −a(b′−b).

Since x, y ∈Z, we have that {a} = {a′}, {b} = {b′}. So b −b′ = bbc−bb′c. Then

(c ′−a′bb′c)− (c −abbc) = (c ′− c −a(b′−b))− (a′−a)bb′c = z −xbb′c ∈Z.

So ({a}, {b}, {c −abbc}) = ({a′}, {b′}, {c ′−a′bb′c}).
Conversely, if ({a}, {b}, {c −abbc}) = ({a′}, {b′}, {c ′−a′bb′c}), suppose that

x = a′−a, y = b′−b, z = c ′− c −a(b′−b).

Then (a′,b′,c ′) = (a,b,c) · (x, y, z). It remains to show that (x, y, z) ∈ Γ. Since
{a} = {a′}, {b} = {b′}, we have that x, y ∈Z and b −b′ = bbc−bb′c. Then

(c ′−a′bb′c)− (c −abbc) = (c ′− c −a(b′−b))− (a′−a)bb′c = z −xbb′c ∈Z
implies that z ∈Z.

The claim that (a,b,c)Γ= ({a}, {b}, {c −abbc})Γ for all a,b,c ∈ R is straightfor-
ward.
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Let α ∈ R be such that 1, α, and α−1 are linearly independent over Q. Let
s = (α,0,0) and t = (0,α−1,α). These two elements induce two transformations
S,T : X → X given by

S(hΓ) = shΓ, T (hΓ) = thΓ ∀ h ∈ H .

LEMMA 5.10. Let (X ,S,T ) be defined as above. Then (X ,S,T ) is a minimal distal
system of commuting transformations S and T .

Proof. We have that st = (α,α−1,α+1) and t s = (α,α−1,α), and by a direct com-
putation we have that they induce the same action on X . Therefore ST = T S.

It is classical that a rotation on a nilmanifold is distal [2] and is minimal if
and only if the rotation induced on its maximal equicontinuous factor is min-
imal. Moreover, the maximal equicontinuous factor is given by the projection
on H/H2Γ, which in our case is nothing but the projection in T2 (the first two
coordinates). See [15] for a general reference on nilrotations.

Since ST (hΓ) = (α,α−1,α)·hΓ for all h ∈ H , we have that the induced rotation
on T2 is given by the element (α,α−1). Since 1, α, and α−1 are linearly indepen-
dent over Q, by the Kronecker Theorem we have that this is a minimal rotation.
We conclude that (X ,ST ) is minimal, which clearly implies that (X ,S,T ) is min-
imal.

In this example, we show that the relation RS,T (X ) is different from the
strong one:

PROPOSITION 5.11. On the Heisenberg system (X ,S,T ), we have that

RS,T (X ) =
{(

(a,b,c)Γ, (a,b,c ′)Γ
) ∈ X ×X : a,b,c,c ′ ∈R

}
.

However, for any c ∈R\Z, (Γ, (0,0,c)Γ) does not belong to Rstr
S,T (X ).

Proof. Suppose that ((a,b,c)Γ, (a′,b′,c ′)Γ) ∈RS,T (X ). Then ((a,b,c)Γ, (a′,b′,c ′)Γ)
is in RT (X ) as well. Projecting to the first coordinate, we have that for some
v ∈ T, ({a}, v, {a′}, v) ∈ QS,i d (T), where in the system (T,S, id), Sx = x +α for all
x ∈ T (we regard T as [0,1)). Since the second transformation is identity, we
have that {a} = {a′}. Similarly, {b} = {b′}. So in order to prove the first statement,
it suffices to show that ((a,b,c)Γ, (a,b,c ′)Γ) ∈RS,T (X ) for all a,b,c,c ′ ∈R. Since
(X ,S,T ) is minimal, there exist a sequence (gi )i∈N in G and a sequence (ci )i∈N
in R such that

lim
i→∞

gi ((0,0,0)Γ) = (a,b,c), lim
i→∞

gi ((0,0,ci )Γ) = (a,b,c ′).

Since RS,T (X ) is closed and invariant under g × g , g ∈ G , it then suffices to
show that Γ and (0,0,c)Γ are RS,T (X )-related for all c ∈R. Fix ε> 0. Let ni →+∞
be such that |{niα}| < ε and c

niα
< ε. Let xi = (0, c

niα
,0)Γ. Then d(xi ,Γ) < ε and

by Lemma 5.9, we have that

Sni xi = (niα,
c

niα
,c)Γ= ({niα},

c

niα
, {c −niαb c

niα
c})Γ= ({niα},

c

niα
,c)Γ.
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Thus d(Sni xi , (0,0,c)Γ) < 2ε. We also have that d(Sni (0,0,c)Γ, (0,0,c)Γ) < ε.
Let δ > 0 be such that if d(hΓ,h′Γ) < δ, then d(Sni hΓ,Sni h′Γ) < ε. Since the
rotation on (α,α−1) is minimal in T2, we can find mi large enough such that
0 < {miα}+ c

ni
< δ and |{miα

−1}− c| < δ. Hence, d(T mi xi , (0,0,c)Γ) < δ and thus
d(Sni T mi xi , (0,0,c)Γ) < 2ε. It follows that for large enough i , the distance be-
tween (Γ, (0,0,c)Γ, (0,0,c)Γ, (0,0,c)Γ) and (xi ,Sni xi ,T mi xi ,Sni T mi xi ) is less than
6ε. Since ε is arbitrary, we get that

(Γ, (0,0,c)Γ, (0,0,c)Γ, (0,0,c)Γ) ∈ QS,T (X )

and thus Γ and (0,0,c)Γ are RS,T (X )-related. This finishes the proof of the first
statement.

For the second statement, let h = (h1,h2,h3) ∈ H with hi ∈ [0,1) for i = 1,2,3.
We remark that SnΓ= (nα,0,0)Γ= ({nα},0,0)Γ, so if (Γ,hΓ) are Rstr

S,T (X )-related,

then h2 = h3 = 0. Hence for c ∈ (0,1), Γ and (0,0,c)Γ are not Rstr
S,T (X )-related.

5.4. Another strong form of the RS,T (X ) relation. Here we discuss another
strong version of the RS,T (X ) relation, which turns to be more suitable in the
distal case.

We say that (x1, x2) ∈ X×X are R∗
S,T (X )-related if there exist sequences (ni )i∈N

and (mi )i∈N in Z such that

(x1,Sni x1,T mi x1,Sni T mi x1) → (x1, x1, x1, x2).

Obviously, R∗
S,T (X ) ⊆RS,T (X ).

In this subsection, we prove that in the distal case, the relation generated by
R∗

S,T (X ) coincides with the RS,T (X ) relation. We start with some lemmas:

REMARK 5.12. It is shown in [24] that, even in the case S = T , the relation gen-
erated by R∗

S,T (X ) may not coincide with the RS,T (X ) relation in the non-distal
setting. In fact, there exists a system with R∗

T,T =∆X 6=RT,T . Thus distality is a
key assumption in what follows.

LEMMA 5.13. Let (X ,S,T ) be a minimal distal system of commuting transforma-
tions S and T . Then RS,T (X ) =∆X if and only if R∗

S,T (X ) =∆X .

Proof. We only prove the non-trivial direction. Suppose that R∗
S,T (X ) coin-

cides with the diagonal. Fix x0 ∈ X and consider the system (Kx0
S,T , Ŝ, T̂ ). Let

RŜ,T̂ [(x0, x0, x0)] be the set of points that are RŜ,T̂ -related with (x0, x0, x0), and
pick (x1, x2, x3) ∈ RŜ,T̂ [(x0, x0, x0)]. By definition, we have that x1 = x2 = x0.
Hence (x0, x0, x3) ∈ Kx0

S,T and thus (x0, x3) belongs to R∗
S,T (X ). We conclude that

#RŜ,T̂ [(x0, x0, x0)] = 1. By distality and minimality, the same property holds for
every point in Kx0

S,T and thus RŜ,T̂ (Kx0
S,T ) coincides with the diagonal relation. In

particular, (Kx0
S,T , Ŝ, T̂ ) has a product extension and consequently so has (X ,S,T ).

This is equivalent to saying that RS,T (X ) =∆X .

Let R(X ) be the relation generated by R∗
S,T (X ).
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LEMMA 5.14. Let π : Y → X be the factor map between two minimal distal sys-
tems (Y ,S,T ) and (X ,S,T ) with commuting transformations S and T . Then
π×π(R(Y )) ⊇R∗

S,T (X ).

Proof. Similar to the proof of Proposition 5.7.

We can now prove the main property of this subsection:

PROPOSITION 5.15. Let (X ,S,T ) be a distal minimal system of commuting trans-
formations S and T . Then R(X ) =RS,T (X ).

Proof. We only need to prove that RS,T (X ) ⊆ R(X ). Let π : X → X /R(X ) be
the projection map. By Lemma 5.14, ∆X = π×π(R(X )) ⊇ R∗

S,T (X /R(X )). By
Lemma 5.13, RS,T (X /R(X )) =∆X and then (X /R(X ),S,T ) has a product exten-
sion. By Theorem 5.8, (X /RS,T (X ),S,T ) is the maximal factor with this property
and therefore RS,T (X ) ⊆R(X ).

6. PROPERTIES OF SYSTEMS WITH PRODUCT EXTENSIONS

In this section, we study the properties of systems which have a product
extension. We characterize them in terms of their enveloping semigroup, and
we study the class of systems which are disjoint from them. Also, in the distal
case, we study properties of recurrence and topological complexity.

6.1. The enveloping semigroup of systems with a product extension. Recall
that if (X ,S,T ) is a system of commuting transformations S and T , E(X ,G),
E(X ,S), and E(X ,T ) denote the enveloping semigroups associated to the sys-
tems (X ,G), (X ,S) and (X ,T ), respectively (see Appendix A for definitions and
properties).

DEFINITION 6.1. Let (X ,S,T ) be a minimal system of commuting transforma-
tions S and T . We say that (X ,S,T ) is automorphic (or S and T are automor-
phic) if for any nets uS,i ∈ E(X ,S) and uT,i ∈ E(X ,T ) with limuS,i = uS and
limuT,i = uT , we have that limuS,i uT,i = uSuT . Equivalently, S and T are auto-
morphic if the map E(X ,S)×E(X ,T ) → E(X ,G), (uS ,uT ) 7→ uSuT is continuous.

REMARK 6.2. We use the name automorphic because of the classical notion of
almost automorphy. For a system (X ,T ), a point x ∈ X is almost automorphic
if for every given sequence (n′

i )i∈N, there exists a subsequence (ni )i∈N such that
lim j→∞ limi→∞ T ni T −n j x = x. It is not hard to see that our definition of auto-
morphic for (X ,T,T ) (viewed as a Z2 action) implies that every point is almost
automorphic.

The following theorem characterizes the enveloping semigroup for systems
with production extensions, and it is the main result of this subsection:

THEOREM 6.3. Let (X ,S,T ) be a minimal system of commuting transformations
S and T . Then (X ,S,T ) has a product extension if and only if S and T are auto-
morphic. In particular,

E(X ,G) = E(X ,S)E(X ,T ) := {uSuT : uS ∈ E(X ,S),uT ∈ E(X ,T ) } ,
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and E(X ,S) commutes with E(X ,T ).

Proof. First, we prove that the property of being automorphic is preserved un-
der factor maps. Let π : Y → X be a factor map between the systems (Y ,S,T )
and (X ,S,T ) and suppose that (Y ,S,T ) is automorphic. Suppose that (X ,S,T )
is not automorphic. Then there exist nets uS,i ∈ E(X ,S) and uT,i ∈ E(X ,T ) such
that uS,i uT,i does not converge to uSuT . Taking a subnet, we can assume that
uS,i uT,i converges to u ∈ E (X ,G). Let π∗ : E(Y ,G) → E (X ,G) be the map induced
by π and let vS,i ∈ E(Y ,S) and vT,i ∈ E(Y ,T ) be nets with π∗(vS,i ) = uS,i and
π∗(vT,i ) = uT,i . Assume without loss of generality that vS,i → vS and vT,i → vT .
Then vS,i vT,i → vS vT . So uS,i uT,i → uSuT = u, a contradiction. On the other
hand, since a product system is clearly automorphic, we get the first implica-
tion.

Now suppose that S and T are automorphic.
Claim 1: E(X ,S) commutes with E(X ,T ).
Indeed, let uS ∈ E (X ,S) and uT ∈ E (X ,T ). Let (ni ) be a net such that Sni → uS .

Then Sni uT → uSuT . On the other hand, since S commutes with E(X ,T ) we
have that Sni uT = uT Sni for every i and this converges to uT uS by the hypothe-
sis of automorphy.

Claim 2 : For any x ∈ X , Kx
S,T ={ (uS x,uT x,uSuT x) :uS ∈E(X ,S),uT ∈E(X ,T ) }.

We recall that Kx
S,T is invariant under S × id× S and id×T ×T . Since Kx

S,T
is closed, we have that it is invariant under uS × id×uS and id×uT ×uT for
any uS ∈ E(X ,S) and uT ∈ E(X ,T ). Hence (uS × id×uS)(id×uT ×uT )(x, x, x) =
(uS x,uT x,uSuT x) ∈ Kx

S,T .
Conversely, let (a,b,c) ∈ Kx

S,T . Let (mi )i∈N and (ni )∈N be sequences in Z such
that Smi x → a, T ni x → b and Smi T ni x → c. Replacing these sequences with
finer filters, we can assume that Smi → uS ∈ E(X ,S) and T ni → uT ∈ E(X ,T ).
By the hypothesis of automorphy, Smi T ni → uSuT and thus uSuT x = c and
(a,b,c) = (uS x,uT x,uSuT x). Thus the claim is proved.

Let (a,b,c), (a,b,d) ∈ Kx
S,T . We can take uS ,u′

S ∈ E(X ,S) and uT ,u′
T ∈ E(X ,T )

such that (a,b,c) = (uS x,uT x,uSuT x) and (a,b,d) = (u′
S x,u′

T x,u′
Su′

T x). Since
E(X ,S) and E(X ,T ) commute we deduce that c = uSuT x = uSb = uSu′

T x =
u′

T uS x = u′
T a = u′

T u′
S x = d .

Consequently, the last coordinate of Kx
S,T is a function of the first two coordi-

nates. By Proposition 3.24, (X ,S,T ) has a product extension.

6.2. Disjointness of systems with a product extension. We recall the definition
of disjointness:

DEFINITION 6.4. Let (X ,G0) and (Y ,G0) be two dynamical systems. A joining
between (X ,G0) and (Y ,G0) is a closed subset Z of X ×Y which is invariant
under the action g × g for all g ∈ G0 and projects onto both factors. We say
that (X ,G0) and (Y ,G0) are disjoint if the only joining between them is their
Cartesian product.

DEFINITION 6.5. Let (X ,S,T ) be a minimal system of commuting transforma-
tions S and T . We say that a point x ∈ X is (S-T )-almost periodic if x is an almost
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periodic point of the systems (X ,S) and (X ,T ). Equivalently, x is (S-T )-almost
periodic if (OS(x),S) and (OT (x),T ) are minimal systems. The system (X ,S,T ) is
(S-T )-almost periodic if every point x ∈ X is (S-T )-almost periodic.

REMARK 6.6. We remark that if (Kx
S,T , Ŝ, T̂ ) is minimal, then x is (S-T )-almost pe-

riodic. Consequently, if (X ,S,T ) has a product extension we have that (Kx
S,T , Ŝ, T̂ )

is minimal for every x ∈ X and then (X ,S,T ) is (S-T )-almost periodic.

The main theorem of this subsection is

THEOREM 6.7. Let (X ,S,T ) be an (S-T )-almost periodic system. Then (X ,S) and
(X ,T ) are minimal and weak mixing if and only if (X ,S,T ) is disjoint from all
systems with product extension.

We need some preparatory lemmas, which relate cube structures and weak
mixing. We begin with a general lemma characterizing the relation of transitivity
with the cube structure:

LEMMA 6.8. Let (X ,T ) be a topological dynamical system. Then (X ,T ) is topo-
logically transitive if and only if QT (X ) = X ×X .

Proof. Let x ∈ X be a transitive point. We have that X ×X is the orbit closure of
(x, x) under T ×T and id×T . Since QT (X ) is invariant under these transforma-
tions, we conclude that QT (X ) = X ×X .

Conversely, let U and V be two non-empty open subsets and let x ∈U and
y ∈ V . Since (x, y) ∈ QT (X ), there exist x ′ ∈ X and n ∈ Z such that (x ′,T n x ′) ∈
U ×V . This implies that U ∩T −nV 6= ;.

The following lemma characterizes the weakly mixing property in terms of
the cube structure:

LEMMA 6.9. Let (X ,T ) be a topological dynamical system. The following are
equivalent:

1. (X ,T ) is weakly mixing;
2. QT,T (X ) = X ×X ×X ×X ;
3. (x, x, x, y) ∈ QT,T (X ) for every x, y ∈ X .

Proof. (1) ⇒ (2). Suppose that (X ,T ) is weakly mixing and let x0, x1, x2, x3 ∈
X . Let ε > 0 and for i = 0,1,2,3 let Ui be the open balls of radius ε centered
at xi . Since (X ,T ) is weak mixing, there exists n ∈ Z such that U0 ∩T −nU1 6=
; and U2 ∩T −nU3 6= ;. Since (X ,T ) is topologically transitive, we can find a
transitive point in x ′ ∈U0∩T −nU1. Let m ∈Z such that T m x ′ ∈U2∩T −nU3. Then
(x ′,T n x ′,T m x ′,T n+m x ′) ∈U0 ×U1 ×U2 ×U3, and this point belongs to QT,T (X ).
Since ε is arbitrary, we conclude that (x0, x1, x2, x3) ∈ QT,T (X ).

(2) ⇒ (3) is clear.
(3) ⇒ (1). We prove that for all non-empty open sets U and V , there exists

n ∈Z such that U∩T −nU 6= ; and U∩T −nV 6= ;. This condition is equivalent to
weak mixing (see, for example, [18, page 1]). Let U and V be non-empty open
sets and let x ∈U and y ∈ V . Since (x, x, x, y) ∈ QT,T (X ), there exist x ′ ∈ X and
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n,m ∈Z such that (x ′,T n x ′,T m x ′,T n+m x ′) ∈U ×U ×U ×V . Then x ′ ∈U ∩T −nU
and T m x ′ ∈U ∩T −nV and therefore U ∩T −nU 6= ; and U ∩T −nV 6= ;.

REMARK 6.10. When (X ,T ) is minimal, a stronger result holds[21, Subsec. 3.5].

The following is a well-known result rephrased in our language:

PROPOSITION 6.11. Let (X ,T ) be a minimal system. Then RT,T (X ) = X × X if
and only if (X ,T ) is weakly mixing.

Proof. If (X ,T ) is minimal we have that (x, y) ∈RT,T (X ) if and only if (x, x, x, y)
is in QT,T (X ) [13], [21].

REMARK 6.12. If (X ,T ) is not minimal, it is not true that RT,T (X ) = X × X
implies that (X ,T ) is weakly mixing. For instance, we can consider the set
X := {1/n : n > 1}∪ {1−1/n : n > 2}∪ {0} and let T be the transformation de-
fined by T (0) = 0 and, for x 6= 0, by letting T (x) be the number that follows x
to the right. If x and y are different from 0, then (x, x, x, y) ∈ QT,T implies x = y
and thus (X ,T ) is not weakly mixing. On the other hand, if x and y are different
from 0, then there exists n ∈ Z with y = T n x. Then lim

i→∞
(x,T n x,T i x,T n+i x) =

(x, y,0,0), meaning that (x, y) ∈RT,T (X ). Since RT,T (X ) is closed, we have that
RT,T (X ) = X ×X .

LEMMA 6.13. Let (X ,S,T ) be a minimal system of commuting transformations S
and T . If S is topologically transitive, then RT,T (X ) ⊆RS,T (X ) ⊆RS,S(X ).

Proof. Suppose (x, y) ∈ RS,T (X ). For ε > 0, there exist z ∈ X and n,m ∈ Z such
that d(x, z) < ε, d(y,Sn z) < ε and d(T m z,SnT m z) < ε. Pick 0 < δ < ε such that
d(x ′, y ′) < δ implies that d(Sn x ′,Sn y ′) < ε for all x ′, y ′ ∈ X . Since S is topologi-
cally transitive, there exist z ′ ∈ X , r ∈Z such that d(z, z ′) < δ and d(T m z,Sr z ′) < δ.
So d(Sn z,Sn z ′) < ε and d(SnT m z,Sn+r z ′) < ε. Thus d(x, z ′) < 2ε, d(y,Sn z ′) < 2ε
and d(Sr z ′,Sr+n z ′) < 3ε. Since ε is arbitrary, (x, y) ∈RS,S(X ).

Suppose (x, y) ∈ RT,T (X ). Then there exists a ∈ X such that for any ε >
0, there exist z ∈ X and m,n ∈ Z such that d(x, z), d(y,T m z), d(a,T n z) and
d(a,T n+m z) < ε. Pick 0 < δ< ε such that d(x ′, y ′) < δ implies d(T n x ′,T n y ′) < ε

for all x ′, y ′ ∈ X . Since S is topologically transitive, there exist z ′ ∈ X and r ∈ Z
such that d(z, z ′) < δ and d(T m z,Sr z ′) < δ. So we have that d(T n z,T n z ′) < ε

and d(T n+m z,T nSr z ′) < ε. Thus d(x, z ′) < ε, d(y,Sr z ′) < ε, d(a,T n z ′) < ε, and
d(a,T nSr z ′) < 2ε. Since ε is arbitrary, (x, y, a, a) ∈ QS,T (X ). Similarly, for some
b ∈ X we have (x,b, y,b) ∈ QS,T (X ). Thus (x, y) ∈RS,T (X ).

LEMMA 6.14. Let (X ,S,T ) be a system of commuting transformations S and T
such that both S and T are minimal. Then RS,T (X ) = X ×X if and only if both
(X ,S) and (X ,T ) are weakly mixing.

Proof. If both (X ,S) and (X ,T ) are weakly mixing, then RS,S(X ) = X ×X and T
is topologically transitive. By Lemma 6.13, RS,T (X ) = X ×X .

Now suppose that RS,T (X ) = X × X . For any x, y ∈ X , since (x, y) ∈ RS,T (X ),
we may assume that (x, a, y, a) ∈ QS,T (X ) for some a ∈ X . For any ε > 0, there
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exist z ∈ X and n,m ∈Z such that d(x, z) < ε, d(a,Sn z) < ε, d(y,T m z) < ε, and
d(a,SnT m z) < ε. Pick 0 < δ < ε such that d(x ′, y ′) < δ implies d(Sn x ′,Sn y ′) < ε

for all x ′, y ′ ∈ X . Since (z,T m z) ∈ RS,T (X ), there exist z ′ ∈ X , r ∈ Z such that
d(z, z ′) < δ, d(T m z,Sr z ′) < δ. So d(Sn z,Sn z ′) < ε, and d(SnT m z,Sn+r z ′) < ε.
Thus d(x, z ′) < 2ε, d(a,Sn z ′) < 2ε, d(y,Sr z ′) < 2ε, and d(a,Sn+r z ′) < 2ε. Since ε
is arbitrary, (x, y) ∈RS,S(X ). So RS,S(X ) = X ×X and since S is minimal we have
that (X ,S) is weakly mixing. Similarly, (X ,T ) is weakly mixing.

Shao and Ye proved [21] the following lemma in the case when S = T , but the
same method works for the general case, so we omit the proof.

LEMMA 6.15. Let (X ,S,T ) be a system of commuting transformations S and T
such that both S and T are minimal. Then the following are equivalent:

1. (x, y) ∈RS,T (X );
2. (x, y, y, y) ∈ Kx

S,T ;
3. (x, x, y, x) ∈ Kx

S,T .

REMARK 6.16. We remark that a transformation is minimal if and only if it is
both almost periodic and topologically transitive.

LEMMA 6.17. Let (X ,S,T ) be a system of commuting transformations S and T
such that (X ,S) and (X ,T ) are minimal and weak mixing. Let (Y ,S,T ) be a
minimal system of commuting transformations S and T such that (Y ,S,T ) has a
product extension. Let Z ⊂ X ×Y be a closed subset of X ×Y which is invariant
under S = S × S and T = T ×T , and let π : Z → X be the natural factor map.
For x1, x2 ∈ X , if there exists y1 ∈ Y such that z1 = (x1, y1) ∈ Z is a (S-T )-almost
periodic point, then there exists y ∈ Y such that (x1, y), (x2, y) ∈ Z .

Proof. By Lemma 6.15, we have (x1, x2, x2, x2) ∈ Kx1
S,T , so there exists a sequence

(Fi )i∈N ∈FS,T such that

lim
i→∞

Fi (x1, x1, x1, x1) = (x1, x2, x2, x2).

Recall that z1 = (x1, y1) ∈π−1(x1) . Without loss of generality, we assume that

lim
i→∞

Fi (y1, y1, y1, y1) = (y1, y2, y3, y4);

lim
i→∞

F i (z1, z1, z1, z1) = (z1, z2, z3, z4),
(6.1)

where F i = Fi × Fi and z2 = (x2, y2), z3 = (x2, y3), z4 = (x2, y4) are points in Z .
Since (x1, y1) is (S-T )-almost periodic, there exists a sequence of integers (ni )i∈N
such that limi→∞ S

ni z2 = z1. We can assume that limi→∞ S
ni z4 = z ′

4 = (x1, y ′) ∈ Z .
Then

lim
i→∞

(id×S × id×S)ni (z1, z2, z3, z4) = (z1, z1, z3, z ′
4).(6.2)

This implies that (y1, y1, y3, y ′) ∈ QS,T (Y ) by Theorem 1.1, and since RS(Y ) =∆X

we have that y ′ = y3. Therefore z ′
4 = (x1, y3) and z3 = (x2, y3) belong to Z .

We are now finally able to prove the main theorem of this subsection:
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Proof of Theorem 6.7. Let (X ,S,T ) be a system such that (X ,S) and (X ,T ) are
minimal weak mixing and let (Y ,S,T ) be a system with a product extension.
Suppose Z ⊆ X ×Y is closed and invariant under S = S ×S,T = T ×T . We have
to show that Z = X ×Y . Let

W = {
Z ⊆ X ×Y : Z is closed invariant under S = S ×S,T = T ×T

}
with order Z ≤ Z ′ if and only if Z ′ ⊂ Z . Let {Zi }i∈I be a totally ordered subset of
W and denote Z0 =∩i∈I Zi . It is easy to see that Z0 ∈W . By Zorn’s Lemma, we
can assume Z contains no proper closed invariant subset.

For any x ∈ X , denote Fx = { y ∈ Y : (x, y) ∈ Z }. Then Fx ⊆ Y is a closed set
of Y .

For any g ∈G , let Zg = { (x, y) ∈ X ×Y : y ∈ (Fx ∩ g Fx ) }. Then Zg ⊆ Z is closed
invariant. Since Z contains no proper invariant subset, either Zg =; or Zg = Z .
Denote U = { x ∈ X : ∃ y ∈ Y s.t. (x, y) is an almost periodic point of Z }. For any
x0 ∈U , suppose z0 = (x0, y0) ∈ Z is an (S-T )-almost periodic point. For any
g ∈ G , (x0, g x0) ∈ RS,T (X ). By Proposition 6.17, there exists y ∈ Y such that
(x0, y), (g x0, y) ∈ Z . So Fx0 ∩Fg x0 = Fx0 ∩ g Fx0 6= ; and therefore Zg 6= ;. Thus
Zg = Z for all g ∈G . Therefore Fx = g Fx for every x ∈U . Since g is arbitrary, Fx

is closed invariant under G for every x ∈U . Since (Y ,G) is minimal, and Fx 6= ;
we get that Fx = Y for all x ∈U .

It suffices to show that U = X . Fix x ∈ X . Since x is (S-T )-almost peri-
odic, there exist minimal idempotents uS ∈ E(X ,S) and uT ∈ E(X ,T ) such that
uS x = x = uT x. These idempotents can be lifted to minimal idempotents in
E (Z ,S) and E (Z ,T ), which can be projected onto minimal idempotents in E (Y ,S)
and E(Y ,T ). We also denote these idempotents by uS and uT . By Theorem 6.3,
these idempotents commute in E (Y ,G), so for y ∈ Y such that (x, y) ∈ Z , we have
that uSuT (x, y) = (x,uSuT y) ∈ Z , uS(x,uSuT y) = (x,uSuT y), and uT (x,uSuT x) =
(x,uSuT x). This means that the point (x,uSuT x) ∈ Z is (S-T )-almost periodic.
Hence U = X and therefore Z = X ×Y .

Conversely, let (X ,S,T ) be a system disjoint from systems with product ex-
tension. Let U and V be non-empty open subsets of X and let x ∈U and y ∈V .
Since X is (S-T )-almost periodic, we have that (OS(x),S) and (OT (x),T ) are mini-
mal systems. By hypothesis, (X ,S,T ) is disjoint from (OS(x)×OT (x),S×id, id×T ).
Since (x, (x, x)) and (y, (x, x)) belong to X × (OS(x)×OT (x)), we have that there
exist sequences (ni )i∈N and (mi )i∈N in Z such that (Sni T mi x, (Sni x,T mi x)) →
(y, (x, x)). In particular, (x,Smi x,T mi x,Sni T mi x) ∈ QS,T (X ), and this point con-
verges to (x, x, x, y) ∈ QS,T (X ). This implies that (x, y) ∈ QS(X ), (x, y) ∈ QT (X ),
and (x, y) ∈ RS,T (X ), and since x and y are arbitrary we deduce that QS(X ) =
QT (X ) = RS,T (X ) = X × X . By Lemma 6.8, we deduce that S and T are topo-
logically transitive, and since (X ,S,T ) is (S-T )-almost periodic we deduce that
S and T are minimal. By Lemma 6.14, we deduce that (X ,S) and (X ,T ) are
minimal and weak mixing.

6.3. Recurrence in systems with a product extension. We define of sets of re-
turn times in our setting:
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DEFINITION 6.18. Let (X ,S,T ) be a minimal distal system of commuting trans-
formations S and T , and let x ∈ X . Let U be an open neighborhood of x.
We define the set of return times NS,T (x,U ) = { (n,m) ∈Z2 : SnT m x ∈U } and
NS(x,U ) = {n ∈Z : Sn x ∈U } and NT (x,U ) = {m ∈Z : T m x ∈U }.

A subset A of Z is a set of return times for a distal system if there exists a distal
system (X ,S), an open subset U of X and x ∈U such that NS(x,U ) ⊆ A.

A subset A of Z is a Bohr0 set if there exists an equicontinuous system (X ,S),
an open subset U of X , and x ∈U such that NS(x,U ) ⊆ A.

The first result of this section is that we can characterize Z2 sets of return
times of distal systems with a product extension.

THEOREM 6.19. A subset of Z2 is a set of return times of a distal system with a
product extension if and only if it contains the Cartesian product of sets of return
times for distal systems.

Proof. Let (X ,S,T ) be a minimal distal system with a product extension (Y ×W ,
σ× id, id×τ), let U be an open subset of X , and let x ∈U . By Theorem 5.8, we
can assume that the product extension is also distal. Let π denote a factor map
from Y ×W → X . Let (y, w) ∈ Y ×W such that π(y, w) = x and let UY and UW be
neighborhoods of y and w such that π(UY ×UW ) ⊆U . Then we have that that
Nσ(y,UY )×Nτ(w,UW ) ⊆ NS,T (x,U ).

Conversely, let (Y ,σ) and (W,τ) be minimal distal systems. Let UY and UW be
non-empty open sets in Y and W and let y ∈UY and w ∈UW . Then Nσ(y,UY )×
Nτ(w,UW ) coincides with Nσ×id,id×τ((y, w),UY ×UW ).

Denote by BS,T the family generated by Cartesian products of sets of return
times for a distal system. Equivalently, BS,T is the family generated by sets of
return times arising from minimal distal systems with a product extension.

Denote by B∗
S,T the family of sets which have non-empty intersection with

every set in BS,T .

LEMMA 6.20. Let (X ,S,T ) be a minimal distal system of commuting transforma-
tions S and T , and suppose (x, y) ∈ RS,T (X ). Let (Z ,S,T ) be a minimal distal
system with RS,T (Z ) =∆Z , and let J be a closed subset of X ×Z invariant under
T ×T and S ×S. Then for z0 ∈ Z we have (x, z0) ∈ J if and only if (y, z0) ∈ J .

Proof. We adapt the proof of [14, Theorem 7.2.5] to our context. Let W = Z Z

and SZ ,T Z : W → W be such that for any ω ∈ W and z ∈ Z , (SZω)(z) = S(ω(z))
and (T Zω)(z) = T (ω(z)). Let ω∗ ∈W be the point satisfying ω(z) = z for all z ∈ Z
and let Z∞ =OG Z (ω∗), where G Z is the group generated by SZ and T Z . It is easy
to verify that Z∞ is minimal distal. So for any ω ∈ Z∞, there exists p ∈ E(Z ,G)
such that ω(z) = pω∗(z) = p(z) for any z ∈ Z . Since (Z ,S,T ) is minimal and
distal, E(Z ,G) is a group (see [1, Chapter 5]), so p : Z → Z is surjective. Thus
there exists zω ∈ Z such that ω(zω) = z0.

Take a minimal subsystem (A,S ×SZ ,T ×T Z ) of the product system (X ×Z∞,
S × SZ ,T ×T Z ). Let πX : (A,S × SZ ,T ×T Z ) → (X ,S,T ) be the natural coordi-
nate projection. Then πX is a factor map between two distal minimal systems.
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By Proposition 5.7, there exist ω1,ω2 ∈ W such that ((x,ω1), (y,ω2)) ∈ RS′,T ′(A),
where S′ = S ×SZ ,T ′ = T ×T Z .

Let z1 ∈ Z be such that ω1(z1) = z0. Let π : A → X × Z be given by π(u,ω) =
(u,ω(z1)) and consider the projection B =π(A). Then (B ,S ×S,T ×T ) is a mini-
mal distal subsystem of (X ×Z ,S ×S,T ×T ) and since π(x0,ω1) = (x, z0) ∈ B , we
have that B ⊆ J . Suppose π(x,ω2) = (x, z2). Then ((x, z0), (y, z2)) ∈ RS×S,T×T (B)
and thus (z0, z2) ∈ RS,T (Z ). Since RS,T (Z ) = ∆Z×Z , we have that z0 = z2 and
thus (y, z0) ∈ B ⊆ J .

THEOREM 6.21. Let (X ,S,T ) be a minimal distal system of commuting transfor-
mations S and T . Then for x, y ∈ X , (x, y) ∈RS,T (X ) if and only if for any open
neighborhood U of y, NS,T (x,U ) ∈B∗

S,T .

Proof. Suppose N (x,U ) ∈ B∗
S,T for any open neighborhood U of y . Since X is

distal, RS,T (X ) is an equivalence relation. Let π : X → Y := X /RS,T (X ) be pro-
jection. By Theorem 5.8 we have that RS,T (Y ) =∆Y . Since (X ,S,T ) is distal, the
factor map π is open and π(U ) is an open neighborhood of π(x). In particu-
lar, NS,T (x,U ) ⊆ NS,T (π(x),π(U )). Let V be an open neighborhood of π(x). By
hypothesis we have that NS,T (x,U )∩NS,T (π(x),π(U )) 6= ;, which implies that
NS,T (π(x),π(U ))∩NS,T (π(x),V ) 6= ; and, in particular, π(U )∩V 6= ;. Since this
holds for every V , we have that π(x) ∈π(U ) =π(U ). Since this holds for every U ,
we conclude that π(x) =π(y). This shows that (x, y) ∈RS,T (X ).

Conversely, suppose that (x, y) ∈RS,T (X ). Let U be an open neighborhood of
y and A be a B∗

S,T set. Then there exists a minimal distal system (Z ,S,T ) with
RS,T (Z ) =∆Z , an open set V ⊆ Z , and a point z0 ∈V such that NS,T (z0,V ) ⊆ A.
Let J be theorbit closure of (x, z0) under S×S and T ×T . By distality we have that
(J ,S ×S,T ×T ) is a minimal system and (x, z0) ∈ J . By Lemma 6.20 we have that
(y, z0) ∈ J and, in particular, there exist sequences (ni )i∈N and (mi )i∈N in Z such
that (Sni T mi x,Sni T mi z0) 7→ (y, z0). This implies that NS,T (x,U )∩NS,T (z0,V ) 6= ;,
and the proof is finished.

COROLLARY 6.22. Let (X ,S,T ) be a minimal distal system of commuting trans-
formations S and T . Then (X ,S,T ) has a product extension if and only if for every
x ∈ X and every open neighborhood U of x, NS,T (x,U ) contains the product of
two sets of return times for a distal system.

Proof. We prove the non-trivial implication. Suppose that there exists (x, y) ∈
RS,T (X ) à∆X and let U ,V be open neighborhoods of x and y , respectively,
such that U ∩V = ;. By assumption NS,T (x,U ) is a BS,T set, and by Theo-
rem 6.21 NS,T (x,V ) has nonempty intersection with NS,T (x,U ). This implies
that U ∩V 6= ;, a contradiction. We conclude that RS,T (X ) =∆X and therefore
(X ,S,T ) has a product extension.

Specifically, when S = T we get

COROLLARY 6.23. Let (X ,T ) be a minimal distal system. Then (X ,T ) is equicon-
tinuous if and only if for every x ∈ X and every open neighborhood U of x, NT (x,U )
contains the sum of two sets of return times for distal systems.

JOURNAL OF MODERN DYNAMICS VOLUME 9, 2015, 365–405



DYNAMICAL CUBES AND A CRITERIA FOR SYSTEMS HAVING PRODUCT EXTENSIONS 401

Proof. Suppose (X ,T ) is equicontinuous. Then the system (X ,T,T ) with com-
muting transformations T and T has a product extension. So for every x ∈ X
and every open neighborhood U of x, we have that NT,T (x,U ) contains a prod-
uct of two sets A and B . In terms of the one dimensional dynamics, this means
that NT (x,U ) contains A+B .

Conversely, if NT (x,U ) contains the sum of two sets of return times for distal
systems A and B , we have that NT,T (x,U ) contains the set A ×B . By Corol-
lary 6.22, (X ,T,T ) has a product extension, and by Corollary 3.28 (X ,T ) is an
equicontinuous system.

QUESTION 6.24. A natural question arising from Corollary 6.23 is the following:
is the sum of two sets of return times for a distal system a Bohr0 set?

6.4. Complexity for systems with a product extension. In this subsection, we
study the complexity of a distal system with a product extension. We start by
recalling some classical definitions.

Let (X ,G0) be a topological dynamical system. A finite cover C = (C1, . . . ,Cd )
is a finite collection of subsets of X whose union is all of X . We say that C is an
open cover if every Ci ∈C is an open set. Given two open covers C = (C1, . . . ,Cd )
and D = (D1, . . . ,Dk ), their refinement, denoted C ∨D, is the cover consisting of
all intersections Ci ∩D j with i = 1, . . . ,d and j = 1, . . . ,k. A cover C is finer than
D if every element of C is contained in an element of D; we let D ¹C denote
this property.

We recall that if (X ,S,T ) is a minimal distal system of commuting transfor-
mations S and T , then QS(X ), QT (X ), and RS,T (X ) are equivalence relations.

Let (X ,S,T ) be a minimal distal system of commuting transformations S and
T , and let πS be the factor map πS : X → X /QS(X ). Denote the set of fibers of πS

by IS = {π−1
S y : y ∈ X /QS(X ) }.

Given a system (X ,S,T ) with commuting transformations S and T , and given
a finite cover C , denote C T,n

0 = ∨n
i=0 T −i C . For any cover C and any closed

Y ⊂ X , let r (C ,Y ) be the minimal number of elements in C needed to cover
the set Y . We remark that D ¹C implies that r (D,Y ) ≤ r (C ,Y ).

DEFINITION 6.25. Let C be a finite cover of X . We define the (S-T )-complexity
of C to be the non-decreasing function

cS,T (C ,n) = max
Y ∈IS

r (C T,n
0 ,Y ).

The following is the main result of this subsection.

THEOREM 6.26. Let (X ,S,T ) be a distal system of commuting transformations S
and T . Then (X ,S,T ) has a product extension if and only if cS,T (C ,n) is bounded
for any open cover C .

Proof. Suppose first that RS,T (X ) =∆X . Since QS(X ) is an equivalence relation,
by Proposition 3.29, we have that πS : (X ,T ) → (X /QS(X ),T ) is an equicontin-
uous extension. Let ε > 0 be the Lebesgue number of the finite open cover
C , i.e., any open ball B with radius ε is contained in at least one element of
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C . Then there exists 0 < δ< ε such that d(x, y) < δ, πS(x) = πS(y) implies that
d(T n x,T n y) < ε for all n ∈Z. For any Y ∈ IS , by compactness, let x1, . . . , xk ∈ Y
be such that Y ⊂⋃k

i=1 B(xi ,δ). Then T j (B(xi ,δ)∩Y ) ⊂ B(T j xi ,ε)∩Y ⊂ B(T j xi ,ε)
for any j ∈N (since QS(X ) is invariant under T ×T ). Let Ui , j be an element of
C containing B(T j xi ,ε). Then T j (B(xi ,δ)∩Y ) ⊂Ui , j . Therefore B(xi ,δ)∩Y ⊂⋂n

j=0 T − jUi , j . Thus
{ ⋂n

j=0 T − jUi , j : 1 ≤ i ≤ k
}

is a subset of C T,n
0 covering Y

with cardinality k. Therefore r (C T,n
0 ,Y ) is bounded by the quantity of balls of

radius δ needed to cover Y .
Suppose that cS,T (C ,n) is not bounded. For Y ,Y ′ ∈ IS , let dH (Y ,Y ) be the

Hausdorff distance between Y and Y ′. Since the factor map X → X /QS is open,
for any ε′ > 0 there exists δ′ > 0 such that if y, y ′ ∈ X /QS and d(y, y ′) < δ′ then
dH (π−1 y,π−1 y ′) < ε′.

Let y ∈ Y and let C ′ ⊆C be a subcover of Y =π−1(y). Let ε′ > 0 be such that
if d(x,Y ) < ε′ then x is covered by C ′. We can find δ′ > 0 such that if d(y, y ′) < δ′
then dH (π−1 y,π−1 y ′) < ε′. Thus C ′ is also an open covering of Y ′ =π−1(y ′).

If π−1 y ⊂⋃k
i=1 B(xi ,δ), then there exists δ′ > 0 such that d(y, y ′) < δ′ implies

that π−1 y ′ ⊂⋃k
i=1 B(xi ,δ). If cS,T (C ,n) is not bounded, there exists yi ∈ Y such

that π−1(yi ) can not be covered by i balls of radius δ > 0. We assume without
loss of generality that yi → y (by taking a subsequence). Since π−1 y can be cov-
ered by a finite number K of balls of radius δ, we get that for large enough i ,
π−1 yi can also be covered by K balls of radius δ, which is a contradiction. There-
fore cS,T (C ,n) is bounded.

Conversely, suppose that cS,T (C ,n) is bounded for every open cover C and
suppose that RS,T (X ) 6= ∆X . We remark that if C is an open cover and Y ∈ IS ,
then

r (C T,n
−n ,Y ) := r

( n∨
i=−n

T −i C ,Y
)
= r

(
T n

2n∨
i=0

T −i C ,T nT −nY
)
= r

( 2n∨
i=0

T −i C ,T −nY
)
.

Since T commutes with S, we have that T −nY ∈ IS and thus the condition that
cS,T (C ,n) is bounded implies that r (

∨n
i=−n T −i C ,Y ) is bounded for any Y ∈ IS .

Since RS,T (X ) 6=∆X by Proposition 3.29, there exist ε> 0 and x ∈ X such that
for any δ> 0, one can find y ∈ X and k ∈Z such that d(x, y) < δ, πS(x) = πS(y),
and d(T k x,T k y) > ε. Pick any Y ∈ IS and let C ′ be a finite cover of open balls
with radius ε/4. Let C be the finite covering made up of the closures of the
elements of C ′. Since C ≺C ′, we have that r (C T,n

−n ,Y ) is also bounded.
By a similar argument to [4, Lemma 2.1], there exist closed sets X1, . . . , Xc ⊂ X

such that Y ⊂⋃c
i=1 Xi , where each Xi can be written as Xi =⋂∞

j=−∞ T − jUi , j with

Ui , j ∈C . Then y, z ∈ Xi implies that d(T j y,T j z) < ε/2 for any j ∈Z.
Let (δn)n∈N be a sequence of positive numbers such that limn→∞δn = 0. For

any n ∈N we can find yn ∈ X and kn ∈Z with d(x, yn) < δn , πS(x) =πS(yn) and
d(T kn x,T kn yn) > ε. By taking a subsequence, we may assume that all yn belong
to the same set Xi . Since Xi is closed, x ∈ Xi . Thus d(T j x,T j yn) < ε/2 for any
j ,n ∈N, a contradiction.
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APPENDIX A. GENERAL FACTS ABOUT THE ENVELOPING SEMIGROUP

Let (X ,G0) be a topological dynamical system. The enveloping semigroup (or
Ellis semigroup) E(X ,G0) of (X ,G0) is the closure in X X of the set { g : g ∈G0 }
endowed with the product topology. For an enveloping semigroup E (X ,G0), the
applications E(X ,G0) → E(X ,G0), p 7→ pq , and p 7→ g p are continuous for all
q ∈ E(X ,G0) and g ∈ G0. We have that (E(X ,G0),G0) is dynamical system and,
if G0 is abelian, G0 is included in the center of E(X ,G0). It is worth noting that
E(X ,G0) is usually not metrizable.

If π : Y → X is a factor map between the topological dynamical systems
(Y ,G0) and (X ,G0), then π induces a unique factor map π∗ : E (Y ,G0) → E (X ,G0)
that satisfies π∗(u)y =π(uy) for every u ∈ E(Y ,G0) and y ∈ Y .

This notion was introduced by Ellis [7] and allows the translation of algebraic
properties into dynamical ones and vice versa.

We say that u ∈ E(X ,G0) is an idempotent if u2 = u. By the Ellis-Nakamura
Theorem, any closed subsemigroup H ⊆ E(X ,G0) admits an idempotent. A left
ideal I ⊆ E(X ,G0) is a non-empty subset such that E(X ,G0)I ⊆ I . An ideal is
minimal if it contains no proper ideals. An idempotent u is minimal if u be-
longs to some minimal ideal I ⊆ E(X ,G0).

We summarize some results that connect algebraic and dynamical properties:

THEOREM A.1. Let (X ,G0) be a topological dynamical system and let E (X ,G0) be
its enveloping semigroup. Then

1. An ideal I ⊆ E(X ,G0) is minimal if and only if (I ,G0) is a minimal system.
In particular, minimal ideals always exist;

2. An idempotent u ∈ E (X ,G0) is minimal if and only if (OG0 (u),G0) is a mini-
mal system;

3. An idempotent u ∈ E(X ,G0) is minimal if vu = v for some v ∈ E(X ,G0)
implies that uv = u;

4. Let x ∈ X . Then (OG0 (x),G0) is a minimal system if and only if there exists
a minimal idempotent u ∈ E(X ,G0) with ux = x.

THEOREM A.2. Let (X ,G0) be a topological dynamical system. Then

1. (x, y) ∈ P (X ) if and only if there exists u ∈ E(X ,G0) with ux = uy;
2. Let x ∈ X and let u ∈ E(X ,G0) be an idempotent. Then (x,ux) ∈ P (X );
3. Let x ∈ X . Then there exists y ∈ X such that (x, y) ∈ P (X ) and (OG0 (y),G) is

minimal.
4. If (X ,G0) is minimal, (x, y) ∈ P (X ) if and only if there exists u ∈ E(X ,G0) a

minimal idempotent such that y = ux.

PROPOSITION A.3. Let (Y ,G0) and (X ,G0) be topological dynamical systems and
let π : Y → X be a factor map. If u ∈ E (X ,G0) is a minimal idempotent, then there
exists a minimal idempotent v ∈ E(Y ,G0) such that π∗(v) = u.

Proof. Let u ∈ E(X ,G0) be a minimal idempotent and let v ′ ∈ E(X ,G0) be such
that π∗(v ′) = u. Then π∗(OG0 (v ′)) = OG0 (u). Let J ⊆ OG0 (v ′) be a minimal sub-
system. Since (OG0 (u),G) is minimal, π∗(J) = OG0 (u). Let φ be the restriction
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of π∗ to J . Since u is idempotent, we have that φ−1(u) is a closed subsemi-
group of E(Y ,G0). By the Ellis-Nakamura Theorem, we can find an idempotent
v ∈φ−1(u). Since v belongs to J , we have that v is a minimal idempotent.
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