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1 INTRODUCTION

ABSTRACT

While Chandrasekhar-mass (Mcp,) models with a low °Ni yield can match the peak lumi-
nosities of fast-declining, 91bg-like Type Ia supernovae (SNe Ia), they systematically fail to
reproduce their faster light-curve evolution. Here we illustrate the impact of a low ejecta mass
on the radiative display of low-luminosity SNe Ia, by comparing a sub-Mcy, model resulting
from the pure central detonation of a C-O White Dwarf (WD) to a My, delayed-detonation
model with the same *°Ni yield of 0.12 M. Our sub-Mcy, model from a 0.90 My WD progen-
itor has a ~ 5d shorter rise time in the integrated UV-optical-IR (uvoir) luminosity, as well
as in the B-band, and a ~ 20 per cent higher peak uvoir luminosity (~ 1 mag brighter peak
Mp). This sub-Mcp model also displays bluer maximum-light colours due to the larger specific
heating rate, and larger post-maximum uvoir and B-band decline rates. The luminosity decline
at nebular times is also more pronounced, reflecting the enhanced escape of gamma rays result-
ing from the lower density of the progenitor WD. The deficit of stable nickel in the innermost
ejecta leads to a notable absence of forbidden lines of [Ni 11] in the nebular spectra. In contrast,
the Mcy, model displays a strong line due to [Nitr] 1.939 um, which could in principle serve
to distinguish between different progenitor scenarios. Our sub-Mcy, model offers an unprece-
dented agreement with optical and near-infrared observations of the 91bg-like SN 1999by,
making a strong case for a WD progenitor significantly below the Chandrasekhar-mass limit
for this event and other low-luminosity SNe Ia.
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In particular, low-luminosity SNe Ia similar to the proto-

The Chandrasekhar mass for white dwarf (WD) stars (Mc, =
1.4Mg) no longer appears to represent a fundamental quantity
for Type Ia supernova (SN Ia) progenitors. The standard scenario
involves a C-O WD that undergoes runaway carbon fusion as
it approaches My, through accretion from a non-degenerate bi-
nary companion star (Whelan & Iben 1973). However, recent stud-
ies have demonstrated a reasonable agreement with observations
through detonations of single sub-Mc, WDs (e.g. Sim et al. 2010),
or in double-WD mergers whose combined mass can either ex-
ceed Mcy (e.g. Pakmor etal. 2013) or remain below this limit
(van Kerkwijk et al. 2010). Such models provide viable alternatives
to the standard scenario and can account for the observed SN Ia
rate (e.g. Ruiter et al. 2011, 2013). Variations in the mass of the
exploding WD result in a range of SoNj yields that can reproduce
the observed diversity in peak luminosity.
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typical SN 1991bg (and hence termed 9lbg-like SNe Ia; see
Taubenberger et al. 2008 for a review) appear difficult to reconcile
with a Chandrasekhar-mass ejecta. These 91bg-like SNe Ia share
similar properties, with peak integrated UV-optical-IR (hereafter
uvoir) luminosities < 3 x 1042 erg s~ (cf. > 10% erg s~! for more
typical events), corresponding to a SONj yield of only ~ 0.1 Mg.
Their rapid light-curve evolution around maximum light, along with
the earlier appearance of an emission-line dominated spectrum char-
acteristic of the nebular phase, prompted their association with sub-
Mcy, progenitors (Filippenko et al. 1992; Leibundgut et al. 1993;
Ruiz-Lapuente et al. 1993). Subsequent spectroscopic modeling of
nebular-phase spectra constrained the innermost ejecta layers to
have a substantially lower density than Mcy, models (Mazzali et al.
2011; Mazzali & Hachinger 2012), a property that naturally follows
from the explosion of a lower-mass WD progenitor.

The merger of two equal-mass ~ 0.9 Mo WDs also results in
a lower density ejecta (Pakmor et al. 2010). The low SONi mass
synthesized in the detonation of the merged system is compatible
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with the low peak luminosity of 91bg-like SNe Ia. However, the
predicted light curves are too broad owing to the large ejecta mass
(~ 1.8 Mg). Pakmor et al. (2013) speculate that the merger of a
less massive system consisting of a 0.9 Mg C-O WD and a He
WD companion could reconcile their model with low-luminosity
SNe Ia, although this remains to be demonstrated with radiative-
transfer simulations.

The ejecta mass therefore stands out as a key discriminant be-
tween these different progenitor scenarios, hence the importance
of studying its impact on the radiative display of low-luminosity
SNe Ia. In Blondin et al. (2013) we were able to reproduce the
maximum-light properties of the 91bg-like Type Ia SN 1999by with
a My, delayed-detonation model, but subsequently found this model
to decline too slowly past maximum light. In contrast, a sub-Mcy,
model with the same °Ni yield not only matches the peak luminos-
ity, but also declines more rapidly past maximum, with a ~ 0.6 mag
larger B-band decline rate, AM;5(B). Such a model is thus in bet-
ter agreement with the faint end of the width-luminosity relation
(Blondin et al. 2017). Here we test the potential for this sub-Mcy
model to reproduce the full photometric and spectroscopic evolu-
tion of SN 1999by from a few days past explosion (~ 10d before
maximum) until well into the nebular phase (~ 180d past maxi-
mum). We also search for unambiguous observational signatures of
a low progenitor mass for low-luminosity SNe Ia.

This paper is organized as follows: In Section 2 we present our
input hydrodynamical models for the explosion. We then discuss
the impact of a low ejecta mass on the radiative display of low-
luminosity SNe Ia in Section 3, by comparing a sub-Mcp model
to a Mcy, delayed-detonation model with the same 6N yield of
0.12Mg. The present study is similar in spirit to the recent work of
Wilk et al. (2017), who studied the impact of the WD mass for more
luminous SN Ia models yielding ~ 0.6 Mg of S6Ni, and including
ejecta masses below, at, and above Mcy,. In Section 4, both the sub-
Mcy, and My, models are confronted to optical and near-infrared
(NIR) observations of the low-luminosity SN 1999by. We discuss
possible progenitor scenarios leading to the detonation of a sub-M¢y,
WD and present our conclusions in Section 5.

2 INPUT HYDRODYNAMICAL MODELS

The sub-M¢y, model studied here results from the pure central det-
onation of a sub-Mc, WD in hydrostatic equilibrium, composed
of equal amounts of '>C and '°0 by mass, with traces of 2*Ne
and solar composition for all other isotopes. Importantly, we do
not consider the presence of an external He shell, required in the
double-detonation scenario to trigger a detonation in the C-O core.
This model has already been presented in Blondin et al. (2017)
alongside a larger grid of sub-Mcy models spanning WD masses
between 0.88 M and 1.15 Mg, corresponding to SONj yields be-
tween 0.08 Mg and 0.84 M. In what follows, we focus on model
SCH2p0 resulting from the detonation of a0.90 My WD with a ONi
yield of 0.12 Mg (Table 1). Given the low S6Nj mass, the luminos-
ity is expected to reach a peak value comparable to low-luminosity,
91bg-like events. The Y°Ni yield is within 0.001 Mg of the Mcy,
delayed-detonation model DDC25 of Blondin et al. (2013).l In this

! We have recomputed this model in the same vein as model DDC15 pre-
sented in Blondin et al. (2015), by applying a small radial mixing to the
hydrodynamical input to smooth sharp variations in composition. Apart
from the two-step S0Nj—0Co—OFe decay chain, we also treat eight addi-
tional two-step decay chains associated with 37K, 44Ti, 48Cr, 49Cr, 51Mn,

Table 1. Basic properties of the Mcy, delayed-detonation model DDC25
of Blondin et al. (2013) and the sub-M ¢y, model SCH2p0 of Blondin et al.
(2017). The °Ni mass is given at texp ~ 0. All other yields correspond to
0.75 d past explosion.

Property Unit DDC25 SCH2p0
Global properties
Mot Mo 1.41 0.90
Exin erg 1.18(51) 8.14(50)
Exin/ Mot erg ! 4.20(17) 4.54(17)
(Um) km s~! 8132 8815
M (*®Ni)—o Mo 0.117 0.116
M (PNi);—o/ Mot e 0.083 0.129
v99(PONi) kms™! 8559 10520
Moo(*®Ni) Mo 0.792 0.607
M (**Ni) Mo 2.30(-2) 136 (-3)
M (**Fe) Mo 6.61(~2) 1.88(~2)
Elemental yields at 0.75 d past explosion
M (Ni) Mo 0.137 0.109
M (Fe) Mo 9.77(-2) 221(-2)
M (Ti) Mo 1.13 (-4) 1.58(=5)
M (Sc) Mo 3.09 (=7) 1.02(=7)
M (Ca) Mo 2.40(-2) 3.01(=2)
M(S) Mo 0.239 0.173
M (Si) Mo 0.481 0.281
M(Mg) Mo 3.64(-2) 2.01(-2)
M (Na) Mo 1.53(-4) 3.93(-5)
M(O) Mo 0.278 0.177
M(C) Mo 2.17(-2) 7.42(-3)
Maximum-light properties®
trise (UVOIr) day 21.0 159
tise(B) day 19.8 14.6
Lyvoir, peak erg 57! 2.62(42) 3.17(42)
Egecay erg s 2.10 (42) 2.80(42)
Eqep erg s 2.06(42) 2.72(42)
edep = Edgep/Miot ergs~! g7 7.36(8) 1.52(9)
Oy e 1.24 1.13
QKatz,uvoir e 0.53 0.52
M peak mag ~16.44 -17.27
B-V mag 1.33 0.76
Vabs(Si 116355 A) km s~} -8600 —-10224
Vi/2,0pt km s~ 9122 10848
Magnitude decline rates

AM 5(uvoir) mag 0.62 0.85
AM,5(B) mag 1.01 1.64
AMyyoir/dt 450 mag day~! 0.029 0.036
dMyoir/dt |+ 100 mag day~! 0.024 0.023

“ Apart from tiise(B) and M g _peak, all other maximum-light properties are
given at uvoir maximum.

Notes: Numbers in parenthesis correspond to powers of ten.

Meaning of various symbols: (v, ) is the mass-weighted mean velocity.
99(°°Ni) is the velocity of the ejecta shell that bounds 99% of the total
S6Ni mass. Edecay is the instantaneous decay power, of which Edep is
deposited in the ejecta. éqep is the specific heating rate (noted égecay in
Blondin et al. 2017), corresponding to the instantaneous deposited decay
power (Edep) divided by the total mass (Mq). Q, is the ratio of the uvoir
luminosity to the instantaneous decay power. Arnett’s rule states that

Oy =1 (Arnett 1979, 1982). Okatz, uvoir is the ratio of the integral of the
time-weighted uvoir luminosity to the integral of the time-weighted decay
luminosity up until the time of uvoir maximum (see Katz et al. 2013).
Vabs(Si 11 6355 A) is the velocity at maximum absorption of the

Si 116355 A line; V1/2,0pt cOITEsponds to the velocity location above which
half of the optical flux emerges (see Section 3.3). dMyoir/df |+ x is the
instantaneous uvoir magnitude decline rate at X d past uvoir maximum.
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Figure 1. Abundance profiles at 0.75 d past explosion for the My, delayed-
detonation model DDC25 (top) and the sub-Mcp model SCH2p0 (mid-
dle), between 1000 and 30000 km g1 (note the logarithmic velocity scale;
tickmarks are placed every 1000 km s~1). The upper abscissa gives the La-
grangian mass coordinate. Almost all the Ni in the sub-M ¢y, model is in the
form of the radioactive isotope °Ni, while the My, model is dominated by
stable IGEs below ~ 0.1 Mg. The bottom panel shows the density profile
for both models at this time.
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study, we will repeatedly compare both models with one another
to isolate the impact of the WD mass on the radiative display for a
given S6Ni mass.

The abundance profiles of selected species for both models are
shown in Fig. 1, along with the density profile at 0.75 d past explo-
sion.2 The abundance profiles are nearly indistinguishable beyond
~ 10000 km s~ !. This velocity corresponds to a mass coordinate of
~ 0.96 Mg for the Mcp model (~ 69 per cent of the total mass),
and to ~ 0.56 M for the sub-Mcy, model (~ 62 per cent of the
total mass). The mass contained beyond ~ 10000 km s™! is thus
~ 0.1 Mg larger for the My, model (~ 0.44 Mg) compared to
the sub-Mcp model (~ 0.34Mg). In these outer layers, the pre-
expansion during the initial deflagration phase in the My model
results in similar combustion densities as in the sub-Mcy WD pro-
genitor.

The inner ~ 0.1 Mg of the M}, model is dominated by stable
iron-group elements (IGEs). Stable isotopes dominate the Ni abun-
dance (>®Ni in the mass range 0.04-0.1 M, °*Ni in the mass range
0.02-0.04 M, and 92Ni below 0.02Mg), as well as the Fe abun-
dance (**Fe above a mass coordinate of ~ 0.05 Mg, primordial 36Fe
— i.e. not from *°Ni decay — in the mass range 0.01-0.04 M, and
38Fe below ~ 0.01 Mg). The Mcy, model is thus characterized by
an inner region depleted in SONj, commonly referred to as a S6Nj
“hole” (see Section 3.5).

In the inner ~ 0.1 Mg of the sub-Mcp model, however, the
lower combustion density (due to the lower density of the progenitor
WD) results in an underproduction of stable IGEs. In these layers,
the radioactive S°Ni isotope constitutes ~ 99 per cent of the total
Ni abundance, the remainder consisting of roughly two-thirds of
radioactive 3 Ni and one-third stable Y3Ni. The iron mass fraction
is a factor of ten lower than in the My, model in these inner layers
(Xpe < 0.06cf. ~ 0.6) and consists of near-equal parts of radioactive
92Fe and stable *Fe. A non-negligible amount of intermediate-
mass elements (IMEs; here illustrated with Ca and Si) survives in
these inner layers, contrary to the My, model where the combustion
proceeds to the iron peak.

While the Y°Ni-rich layers extend to a larger mass coordinate in
the My, model (0.79 Mg cf. 0.61 Mg in the sub- My, model for the
layer containing 99 per cent of the total S6Ni mass; see Table 1), this
mass coordinate corresponds to a smaller fraction of the total WD
mass (~ 56 per cent cf. ~ 67 per cent). The result is a mass buffer
above the ®Ni-rich layers that is a factor of two larger in the My,
model (~ 0.6 M) compared to the sub-Mcy, model (~ 0.3 Mg).
Such variation in the °Ni distribution has important consequences
for the light-curve evolution and spectroscopic properties.

Almost the entire C-O WD is burnt in both models, with the
< 1 per cent of unburnt material located at velocities beyond ~
20000kms~!. As a result, the ratio of asymptotic kinetic energies
is comparable to the ratio of WD masses, and the specific kinetic
energy (= Exin/Miot) is ~ 10 per cent larger in the sub-Mcy, model,
as is the mass-weighted mean velocity (due to the factor of ~ 5
lower binding energy of the progenitor WD; see Table 1).

52Fe, 55Co, S7Ni, and a further six one-step decay chains associated with
4T Ar, 22K, BK, 3Sc, 7S¢, 01Co (see Dessart et al. 2014c¢). Therefore, the
model differs slightly from the version published in Blondin et al. (2013).

2 This time corresponds to the start of the radiative-transfer calculations for
the sub-Mcy, model SCH2p0. Those for the M, model were started at 0.5 d
past explosion.
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3 THE EFFECTS OF A SUB-Mc, EJECTA ON THE
RADIATIVE DISPLAY

3.1 Radiative-transfer simulations

As in our previous SN Ia studies (Blondin et al. 2013, 2015, 2017;
Dessart et al. 2014a,b,c) we use the 1D, time-dependent, non-LTE
radiative-transfer code cMrGeN of Hillier & Dessart (2012) to com-
pute the light curves and spectra based on our input hydrodynami-
cal models. We use the same outputs as published in Blondin et al.
(2017), and refer the reader to that paper for more details. The energy
from radioactive decays is assumed to be deposited locally during
the first 10-15 days past explosion depending on the model. At later
times, we solve for the transport of y-rays produced in such decays
using a Monte Carlo procedure that takes into account (inelastic)
Compton scattering and photoelectric absorption but neglects pair
production (see Appendix A in Hillier & Dessart 2012). Several
decays result in the emission of positrons, which are assumed to
deposit their energy locally.

We generate filtered light curves by integrating our synthetic
spectra over a given bandpass, weighted by the transmission func-
tion. For the uvoir luminosities, we integrate the full synthetic spec-
trum between the far UV (2 50 A) and the far IR (< 50 um). The
term “bolometric” luminosity is often used to refer to the uvoir
luminosity, although this denomination then neglects the escaping
high-energy radiation in the form of y-rays resulting from the Y°Ni
and other decay chains. While the y-ray luminosity is in general
negligible up until past maximum light, the recent observations of
SN 2014J have revealed °Ni y-ray lines within the first 20 days
past explosion (Diehl et al. 2014). In what follows, we distinguish
between the uvoir, y-ray, and bolometric luminosities, such that
Lol = Luyoir + Ly. The light curves for the two models considered
here are available in tabular form in Appendix A.

3.2 Impact on the UV-optical-IR evolution

The detonation of a sub-Mcy, WD results in a larger outward extent
of the °Ni distribution compared to the delayed detonation of a
Mcy, progenitor (Fig. 1, upper panels). While the kinetic energy
is ~ 30 per cent lower compared to the Mcy, model, its value per
unit mass is within ~ 10 per cent, resulting in a similar expansion
rate. As a result, the diffusion timescale is typically shorter, and
hence so are the rise times to peak uvoir luminosity (~ 16d for
the sub-Mcp, model cf. ~ 21d for the My, model; see Table 1 and
Fig. 2). Despite having the same S6Ni mass, the sub-Mcy, model
peaks at a ~ 20 per cent larger luminosity, since it radiates a similar
amount of energy over a shorter time.> The same effect is seen in
the higher-luminosity models of Wilk et al. (2017).

Before peak, all the energy associated with radioactive decays
is deposited locally for both models. However, the larger outward
extent of the Y°Ni distribution in the sub-Mcy, model results in a
larger y-ray mean free path, which favours the earlier and enhanced
escape of y-rays from the lower-mass ejecta (Fig. 2, second and
third panels).

The post-maximum uvoir decline is thus also faster in the sub-
Mcy, model (AMj5(uvoir) = 0.85mag, cf. 0.62 mag for the Mcy,
model), due to the lower rate of energy deposition. A low ejecta

3 Alternatively, one can say that both models radiate a similar fraction of
the total decay energy by uvoir maximum, as seen from the similar value of
the OKatz, uvoir Tatio in Table 1.
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Figure 2. Evolution of the uvoir (top) and y-ray (second panel) luminosities
for the My, delayed-detonation model DDC25 (dashed line) and the sub-
My, model SCH2pO (solid line). The dotted line in the top panel corresponds
to the decay power for 0.12 Mg, of 2°Ni, and the inset shows the uvoir light
curves normalized to the peak luminosity, the time axis now corresponding to
days from uvoir maximum. The third panel shows the y-ray escape fraction,
which also corresponds to the y-ray contribution to the true bolometric
luminosity once the ejecta turn optically thin. The fourth panel shows the
evolution of the ratio of the integral of the time-weighted uvoir luminosity
to the integral of the time-weighted decay power (E'decay), noted OKatz, uvoir
(Katz et al. 2013). The bottom panel is the same as the fourth panel, but
using the decay power actually deposited in the ejecta (E'dep), yielding the
modified Qsz,uvoi, ratio (equation 1).
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mass thus offers a natural explanation for the narrower uvoir light
curves of low-luminosity SNe Ia (see Section 4).

Owing to the non-negligible y-ray escape fraction soon after
maximum light in both models, the uvoir luminosity deviates sig-
nificantly from the true bolometric luminosity. As a result, the ratio
of the integral of the time-weighted uvoir luminosity to the integral
of the time-weighted decay power (defined by Katz et al. 2013 and
noted OKatz uvoir here), never quite reaches unity (corresponding to
full y-ray trapping), and starts to decline once the y-ray escape frac-
tion exceeds ~10-20 per cent (Fig. 2, fourth panel). The use of this
ratio to infer the >°Ni mass for observed SNe Ia thus requires a y-ray
transport calculation to infer the decay power actually deposited in
the ejecta (Edep)~ The modified ratio

_ t o
QKatz,uvoir(t)z'/O' I,Luvoir(t,)dt//é t/Edep(t,)dt/ (1)

(Edecay replaced with Edep in the denominator) indeed eventually
reaches unity = 40 days past explosion in both models (Fig. 2,
bottom panel), and illustrates the accuracy of energy conservation
in our radiative-transfer simulations. Alternatively, one could use
the true bolometric luminosity (i.e. including the contribution from
y-rays) and the decay power to compute:

t t
Okarpol(1) = /0 Lot ()’ / /0 ' Egecay (1)1 @

which indeed reaches unity in both models around the same time as
QKatz,uvoir- Unfortunately, only a single SN Ia to date has measured
y-ray fluxes (SN 2014J; Diehl et al. 2014; Churazov et al. 2015).

At later times (= 50d past explosion), the uvoir luminosity
simply tracks the instantaneous rate of energy deposition. The rate at
which the luminosity declines at these times thus reflects the rate of
change of the y-ray escape fraction. While this rate is initially larger
for the sub-Mcy, model (Fig. 2, second panel), it becomes smaller
than that of the My, model by 50d past explosion. As a result,
the instantaneous uvoir magnitude decline becomes comparable for
both models at 100d past uvoir maximum, while it was ~ 25 per
cent larger for the sub- My, model at 50 d past maximum (cf. values
of dMyyoir /dt|+50 and dMyyeir /dt |+ 109 in Table 1). Throughout this
time however, the absolute rate of y-ray escape remains larger for
the sub-Mcp, model, and hence its uvoir luminosity remains lower
than the My, model.

3.3 Impact on the colour evolution

AsinBlondin et al. (2015), we locate the spectrum-formation region
using the velocity, vy op. above which half of the optical flux
(defined here to be in the range 3000—10000 A) emerges (Fig. 3, top
panel). The more extended 0N distribution in the sub-Mcy, model
results in a more rapid and efficient heating of the corresponding
ejecta layers before maximum light (Fig. 3, second panel). The gas
temperature at this location reaches a maximum around —5d from
maximum in both models, but it is higher for the sub-Mcp model
(~ 7800 K) compared to the Mcp model (~ 6900 K), due to the
larger specific heating rate from the higher S6Nj-to-total mass ratio
(Egep ~ 1.5 % 102 cf. 7.4 x 108 erg 571 g_l for the My, model; see
Table 1 and discussion in Blondin et al. 2017).

The higher ionization state of the gas in the sub-M¢}, model,
here illustrated with cobalt, reflects the higher temperature in the
spectrum-formation region (Fig. 3, third panel; see also Wilk et al.
2017). The temperature increase at early times induces a shift in
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Figure 3. Top panel: Evolution of the velocity location above which half of
the optical flux (defined here in the range 3000-10000 A) emerges, noted
v1/2,0pt> for the My, delayed-detonation model DDC25 (dashed line) and the
sub-Mcp, model SCH2pO (solid line), between —20 d and +90 d from uvoir
maximum. Second and third panels: evolution of the gas temperature and
Co ionization fraction (defined as ¥; iX'*/¥,; X*, where X' is the mass
fraction of ionization stage i for Co) at vy 3 op. Bottom panel: evolution of
the B — V colour.

the ionization state of IGEs (from singly to doubly ionized) around
—10d from uvoir maximum, resulting in a Com-dominated gas
around maximum light (i.e. Co ionization fraction greater than 1.5)
where the My, model remains largely dominated by Co 1.

This difference in ionization state has a strong impact on the
B-band flux, which is efficiently blocked in the My, model owing
to the presence of lines from once-ionized IGEs (Sc, Ti, Fe, and
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Co). These lines contribute less to the opacity of the more ionized
sub-Mcy, model. Thus, despite the increase in temperature in the
spectrum-formation region at early times in both models, the B -V
colour index only reaches ~ 1.2mag in the Mcy model, but is
~ 0.7 mag bluer in the sub-Mc}, model shortly before maximum
(Fig. 3, bottom panel). This minimum in the B — V colour coincides
with the maxima in the temperature and Co ionization fraction at
U1/2,0pt-

After its pre-maximum peak, the temperature in the spectrum-
formation region then decreases by ~ 1500 K over a~ 20 d timescale
in both models, but the impact on the ionization state is more impor-
tant in the sub-Mcp, model and results in a large nm1—11 ionization
shift of IGEs. The opacity in the B band is increased accordingly,
and the B —V colour rapidly rises to a value comparable to the Mcy,
model around 10d past maximum. At later times, the temperature
evolution is more gradual and starts to decline, yet the Co ioniza-
tion steadily increases in both models due to non-thermal processes
associated with 5°Co decay (see Dessart et al. 2014c).

A lower ejecta mass thus not only affects the rate at which
radiation energy escapes the ejecta (which impacts the uvoir evo-
lution), but also the thermodynamic state of the gas (temperature
and ionization state). The higher temperature and higher ionization
state of the sub-M¢y, model in the spectrum-formation region also
applies to the ejecta as a whole, except in the inner ejecta layers
around ~ 3000 kms~!, where the 5°Ni mass fraction is higher in
the My, model (see Fig. 1). At lower velocities (< 2500 km s‘l),
the larger >Ni mass fraction contributes to maintain a higher tem-
perature and ionization in the sub-Mcy, model at late times, through
(local) energy deposition by positrons emitted in 6o B+ decays
(see discussion in Wilk et al. 2017).

3.4 Impact on the spectroscopic evolution

The spectroscopic evolution of both models at selected times from
uvoir maximum is shown in Fig. 4. The overall similarity in spectral
morphology is striking, the most notable differences occurring at the
latest time shown (180 d past uvoir maximum). Subtle differences in
the SED are nonetheless visible (especially at the earliest times), as
well as in the presence and shapes of certain lines. These differences
are discussed in chronological order in what follows.

At the earliest time (Afyyoir = —14d), the temperature in the
spectrum-formation region of the sub-Mcy model is lower than in
the My, model at the same location (see Fig. 3, second panel), since
this time corresponds to only ~ 2 days past explosion (cf. ~ 7 days
for the Mcp model), when energy input from SoNj decay (with a
~ 6d half-life) has not yet heated the layers from which the flux
emerges. As a result, the SED of the sub-Mcy}, model is redder (as
is the B — V colour; Fig. 3, bottom panel), with stronger absorption
features resulting from neutral species (e.g. Na1 D, O1 7773 A,
C1 1.07 um doublet).

As time progresses (Atyyoir <, —10d), the hotter ejecta of the
sub-Mcy, model produces an SED with a greater flux in the blue
(primarily the B band) compared to the My model. The spectrum
is increasingly influenced by lines: the continuum flux essentially
vanishes by maximum light in both models. The higher 11/11 ioniza-
tion ratio in the sub-Mcy, model leads to less line-blanketing from
once-ionized IGEs shortward of ~ 5000 A and a lower emissivity
at redder wavelengths and in the NIR (see also Wilk et al. 2017).
Conversely, the lower ejecta temperatures of the My model result
in a strong P-Cygni profile due to the Ca1r 1.19 um doublet that is
largely absent from the sub-Mcy, model, and to a more pronounced
emission complex around 1.7 ym due to Si1r.

Sub-dominant species (Sc, Ti, Cr) play a crucial role in shap-
ing the SED in the blue part of the optical spectrum. In their once-
ionized state, they cause strong line blanketing, even at low abun-
dance. Multiple weak lines of Scir and Tim (and to a lesser ex-
tent Cr ii/Fe 11/Co 11) cause the prominent absorption trough around
40004500 A characteristic of 91bg-like SNe Ta, despite their low
mass fractions in the spectrum-formation region (< 10™* and
< 1077 at maximum light for Ti and Sc, respectively).

The larger outward extent of the S°Ni distribution in the sub-
My, model results in a spectrum-formation region located at higher
velocities. Thus, even at post-maximum epochs where both models
display very similar SEDs, the spectral features of the sub-Mcy
model are broader and more strongly influenced by line overlap
compared to their counterparts in the My, model (see e.g. the 6000—
8000 A region in the spectra at 10-80 d past maximum). Individual
spectral lines are also broader and more blueshifted at a given time,
as is the case for the Si 116355 A line whose absorption velocity is 20
per cent larger (in absolute value) at uvoir maximum (see Table 1).
However, the higher Ca ionization of the sub-Mcy, model limits the
formation of high-velocity absorption features in the Cam 8500 A
triplet around maximum light, in better agreement with observations
of low-luminosity SNe Ia (see Section 4).

Both models predict weak features in the NIR associated with
Co 11 before maximum light, although they are initially weaker in
the sub-Mcy, model due to the higher mi/ir ionization ratio in the
spectrum-formation region. Shortly after maximum light, these lines
become stronger in the sub-Mcp, model through both a decreasing
Co ionization and an increasing Co abundance (almost exclusively
36Co from ONj decay) in the NIR spectrum-formation region. As
noted by Hoflich et al. (2002), the Co /111 emission complex in the
range 1.5-1.8 um characteristic of post-maximum SN Ia spectra
is weaker compared to more luminous events, due to the more
centrally-concentrated Co distribution and hence its lower relative
abundance in the spectrum-formation region.

Combined with the higher ionization state, the lower ejecta
density of the sub-Mcp, model also favours the emergence of strong
forbidden line transitions, in particular [Co 1] 5888 A, as early as
~ 10d past maximum. These forbidden lines are essential in cooling
the ejecta at post-maximum epochs, and contribute to the tempera-
ture decline in the spectrum-formation region of the sub- My, model
at 2 30d past maximum (Fig. 3; see also Dessart et al. 2014a). At
such times, the 5888 A transition alone contributes ~ 30 per cent of
the total Co i cooling rate at depths 2000-3000 kms~!, which is
~ 3 times larger in the sub-Mcy, model than in the My, model. This
line, sometimes mistaken for Na1 D, is present in observed SN Ia
spectra at post-maximum epochs, regardless of their luminosity.4

Atlater times (= 80 d past maximum), the spectrum-formation
region probes the innermost ejecta layers (< 5000 km s™1). Because
of the lower density of the sub-Mcy, ejecta in these layers (Fig. 1,
lower panel), the m—1 recombination is only partial. Moreover,
the presence of 0Ni in the inner ejecta of the sub-Mcy, model
results in local energy deposition from positrons (from 36¢o decay),
which further contributes to the higher Fe mi1i/Fe i1 ionization ratio
(Wilk et al. 2017). As a result, the NIR emissivity is significantly
reduced compared to the Mcp model (see also Mazzali & Hachinger
2012).

The broad emission feature spanning 7000=7500 A in the syn-

4 We predict a Na1 D feature in the Mcy, model DDC25 starting around
10d past maximum, although its contribution to the emission at ~ 5900 A
is minor relative to [Co 1] 5888 A.

MNRAS 000, 1-15 (2017)
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thetic spectra at 180 d past maximum has a distinct morphology
in each model, with an additional emission component in the Mcy,
model due to [Nin] 7378, 7412 A. This feature is absent from the
sub-Mcy, model due to the lack of stable Ni isotopes synthesized
in the explosion, and could in principle serve as a diagnostic for
the progenitor scenario (see Section 3.5 below). However, overlap
with [Fenr] 7155 A, [Can] 7291, 7324 A, and [Ar 1] 7136, 7751 A
complicates the secure identification of this line in practice.

The three-peaked emission complex in the range 8500-9500 A
is due to the [Cau] 8500 A triplet and the [S 1] 9068, 9530 A
doublet. The [S 1] lines are stronger in the sub-Mcy, model, where
Wilk et al. (2017) found an opposite correlation with ejecta mass
for their more luminous SN Ia models.

MNRAS 000, 1-15 (2017)

3.5 Nebular [Ni ] lines as a diagnostic of the progenitor mass

The isotopic composition of the innermost ejecta layers is sensitive
to the density of the progenitor WD star, which is set by its mass
at the time of explosion. In a sub-Mc WD, fusion proceeds up the
a chain to the radioactive isotope ONi. In a Mcyn, WD, however,
the central density is > 2 x 10° gcm™3 at the time of explosion,
which leads to electron captures during the explosive phase and
the subsequent production of neutron-rich stable isotopes of IGEs
(e.g. S4Fe, P8Ni; see Fig. 1). An observational consequence is the
presence of forbidden lines of Ni in late-time spectra (> 150 days
or so past explosion) when the spectrum-formation region reaches
down to v < 2000kms~!. A sub-Mcy, model, on the other hand,
should exhibit no such Ni lines as the innermost ejecta is dominated
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by radioactive 6N, which will have decayed to S6pe by that time.
This is also the case for the violent merger of two sub-Mcy, WDs,
whose total mass can exceed My but whose remnant has a cen-
tral density characteristic of single sub-Mc, WDs (< 107 gcm_3;
Pakmor et al. 2010).

The detection of forbidden Ni lines in late-time SN Ia spectra
thus offers a powerful diagnostic of the progenitor WD mass. Tenta-
tive identifications of [Ni—1v] lines have been previously reported
in mid-IR spectra of the low-luminosity SN 2005df (Gerardy et al.
2007), and a more systematic study of the presence of such lines
would contribute greatly to our understanding of SNe Ia.

As noted above, the optical [Ni] 7378, 7412 A lines predicted
in the My model (and absent from the sub-Mcy, model) suffers
from overlap with the neighbouring [Ca1] 7291, 7324 A doublet.
In the NIR, however, we predict a strong [Nim] 1.939 um line in
the My, model, in a region largely uncontaminated by other lines,
and as early as ~ 50 d past maximum (see Fig. 4). The line is absent
from the sub-Mcy, model, whose absolute flux level is a factor
~ 80 lower at the line’s central wavelength at +180d (Fig. 5). This
line extends to +3000kms™! in velocity space, and hence probes
the inner ejecta layers containing stable Ni isotopes (predominantly
38Ni, but also °'Ni and ®2Ni). The flat-topped profile extending over
+1000km s~ ! is an artefact of the spatial grid used for the radiative-
transfer simulations, which is truncated at v < 1000 km s~ (and
hence has a hollow core).

We also identify two weaker lines in the Mc model due to
[Ni] 2.308, 2.369 um (see Fig. 4, lower-right panel), and another
further to the red due to [Nin] 2.911 um (not shown).

In theory, the lack of [Ni] lines in the sub-M¢cy, model could
be due to a higher Ni ionization fraction (see previous section).
However, we predict weak lines of [Nimi] 3.393, 3.801 ym in both
models, which are an order of magnitude stronger in the My, model
despite the lower Ni 1m1/Ni 11 ratio compared to the sub-Mcy, model.

The prediction of a strong [Ni1] 1.939 ym line is thus mainly
an abundance effect: at 180d past maximum (corresponding to
~ 33 half-lives of Y°Ni), the Ni abundance is set by the amount
of stable isotopes (mostly 58Ni), which is a factor ~ 17 higher in
the Mcy, model (see Table 1). The ratio of [Nin] 1.939 um line
fluxes is significantly larger than this (see above), so the higher
density and lower ionization of the My, inner ejecta seem to enhance
the observed signature, and complicates the determination of the

(stable) Ni abundance based on this feature (see also Wilk et al.
2017).

The detection of this [Nit] 1.939 um line in a SN Ia would
nonetheless strongly favour a My, progenitor for that event. The
required late-time NIR spectroscopy could be obtained with the
upcoming JWST, since the location of this line at the blue edge of the
K band renders ground-based observations particularly challenging.
Tentative identifications of this line have been reported in spectra
of SN 2003du, SN 2011fe, and SN 2014J around 75-100d past
explosion by Friesen et al. (2014), although the emission is offset
by +6000 km s7! (at 1.98 pm) from its expected rest-wavelength
location, and is associated with multiple lines of [Comi] in our
models of comparable luminosity (see Blondin et al. 2015).

Multi-dimensional simulations of My, delayed-detonation ex-
plosions do not predict an inner core dominated by stable IGEs:
these are rapidly transported outward through buoyancy during the
initial deflagration phase, and the inward mixed C/O fuel is mainly
burnt to “°Ni in the subsequent detonation (see e.g. Seitenzahl et al.
2013). However, the reported identification of Ni lines in late-time
mid-IR spectra of SN 2005df (Gerardy et al. 2007) and SN 2014J
(Telesco et al. 2015) suggests a lower level of mixing between the
stable IGE core and the outer ®Ni-rich layers than currently pre-
dicted during the initial deflagration phase in 3D hydrodynamical
simulations. The velocity extent of Ni lines in nebular spectra could
be used to constrain the level of outward mixing of stable IGEs dur-
ing the explosion, and a velocity shift would indicate an explosion
offset from the WD center (see e.g. Maeda et al. 2010).

4 COMPARISON TO THE LOW-LUMINOSITY SN 1999by

We confront both models to the low-luminosity SN 1999by, as
was previously done for the Mcp model at maximum light in
Blondin et al. (2013). SN 1999by was discovered independently on
April 30th, 1999 by R. Arbour, South Wonston, Hampshire, Eng-
land, and by the Lick Observatory Supernova Search (Arbour et al.
1999). It exploded in the Sb galaxy NGC 2841, well-known for
having hosted three other supernovae (SN 1912A, SN 1957A, and
SN 1972R). An optical spectrum taken three days after discovery
secured its classification as a Type Ia supernova (Gerardy & Fesen
1999), while a report based on a second optical spectrum taken on
May 6 by Garnavich et al. (1999) not only confirmed the SN Ia
classification, but also noted the large strength of the Si 5972 Aab-
sorption feature relative to the neighbouring Si 6355 A absorption,
characteristic of low-luminosity, 91bg-like SNe Ia (Nugent et al.
1995).

SN 1999by is one of the best-observed low-luminosity SNe Ia,
with a wealth of publicly-available data covering pre-maximum to
nebular phases, at optical and NIR wavelengths. We use optical/NIR
photometry and optical spectra published by Garnavich et al.
(2004), with additional NIR photometry and spectroscopy from
Hoflich et al. (2002). We assume a distance modulus of 30.97 mag,
which is 1o~ above the Cepheid distance to the host galaxy NGC
2841 inferred by Macri et al. (2001) (30.74 + 0.23 mag), to ensure
a good match to the peak luminosity of the sub-M;, model (see
below). We neglect extinction in the host-galaxy, as inferred by
Garnavich et al. 2004 based on the late-time B — V colour evolu-
tion. The Galactic reddening estimate of E(B — V)ga = 0.016 mag
(i.e. Ay Ga ~ 0.05mag for Ry = 3.1) is derived from the IR dust
maps of Schlegel et al. (1998). In what follows we correct the mag-
nitudes and spectra of SN 1999by for reddening based on this value,
assuming the standard extinction law of Cardelli et al. (1989).

MNRAS 000, 1-15 (2017)
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4.1 UV-optical-IR evolution

Due to the lack of UV observations of SN 1999by and the absence
of NIR measurements beyond ~ 20 d past B-band maximum (except
for a single H-band measurement around +50d), we approximate
the uvoir luminosity by integrating BVRI fluxes using the same
procedure as in Blondin et al. (2013). The resulting light curve for
SN 1999by is shown in Fig. 6, along with the integrated B — I light
curves of the Mcp (DDC25; dashed line) and sub-Mcy, (SCH2pO;
solid line) models. As expected from our earlier analysis of the uvoir
luminosity (Section 3.2), the sub-Mcy, model reaches a = 30 per
cent higher peak B — I luminosity compared to the Mc model
despite having the same S6Ni mass. The peak uvoir luminosity
(taking into account the full UV-optical-IR range) is only ~ 20 per
cent larger (see Table 1), owing to the larger fraction of flux emitted
redward of the / band in the cooler My, model.

Clearly, the sub-Mcy, model is a better match to the over-
all luminosity evolution of SN 1999by. The peak luminosity of
SN 1999by would be better matched by the M, model DDC25 with
a lower assumed distance modulus (see above and Blondin et al.
2013), although this would only exacerbate the mismatch at earlier
and later times (see Fig. 6 inset). The B — [ magnitude post-
maximum decline rate is AM5(B — I) ~ 1.3 mag for SN 1999by,
and compares well with the sub-Mcy, model (AM5(B — I) =
1.22 mag). The My, model, on the other hand, displays a ~ 0.3 mag
smaller decline rate (AM5(B — I) = 0.87mag). The low-
luminosity SN 1991bg also displays a larger post-maximum B — [
decline rate compared to more luminous events (Contardo et al.
2000; Stritzinger et al. 2006).

MNRAS 000, 1-15 (2017)

The sub-M¢y, model reproduces better the late-time luminosity
decline of SN 1999by compared to the My, model. This provides an
additional argument in favour of an ejecta mass significantly below
My, for this low-luminosity SN Ia (see Section 3.2).

4.2 Colour evolution

The faster uvoir evolution of 91bg-like SNe Ia compared to more
luminous events results in narrower light curves in individual pho-
tometric bands (Fig. 7). This effect is modulated by the grad-
ual reddening of the SED around maximum light, which causes
a decrease in the post-maximum decline rate along the sequence
B — V — R — [ (larger than the uvoir decline rate in all cases).
The SN 1999by data illustrate the faster colour evolution in low-
luminosity SNe Ia around maximum light, and are well matched by
the sub-Mcy, model (Fig. 8). This model also reproduces the steep
early rise in the V-band light curve, which is the only band with
measurements earlier than 10 d before B-band maximum.

The sub-Mcy, model nonetheless overestimates the flux in the
R and ] bands at late times (Fig. 7, bottom panel), resulting in V — R
and V — [ colour indices that are ~ 0.5 mag too red compared to
SN 1999by. This colour mismatch at late times explains the excess
B — I luminosity at ~ 180 d past maximum (see Fig. 6).

In the NIR, the earlier rmi—11 recombination of IGEs in low-
luminosity SNe Ia leads to an earlier secondary maximum in JHKj
compared to more luminous events (see e.g. Dhawan et al. 2017).
For SN 1999by, the secondary maximum is barely noticeable in
the J band, resulting in a “shoulder” around 10-15d past B-band
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maximum, which is present in the sub-Mcy, model where the Mcy,
model displays a genuine second peak. In the H and K bands, the
secondary maximum appears to merge with the primary maximum.
It is also more prominent, and better reproduced by the sub-Mcy
model, owing to the larger Con emissivity in the NIR at these
epochs (see Section 3.3; the same applies to the more luminous
models of Wilk et al. 2017). The apparent broadness of these light
curves around maximum thus results from a colour shift that is not
apparent in the evolution of the integrated B — [ luminosity.

The success of the sub-Mp, model in reproducing the optical
and NIR light curves of SN 1999by is nonetheless undermined by
the obvious flux deficit in the U band (and to a lesser extent in the
B band) at pre-maximum epochs, although the My, model displays
an even larger flux deficit. In Section 3.3 we highlighted the impact
of a low ejecta mass on the gas properties (higher temperature and
ionization state) in the spectrum-formation region, which results in
a bluer B — V colour at maximum light. In Blondin et al. (2017)

we found this to be the key ingredient to reproduce the faint end of
the observed B-band WLR. Despite the higher ejecta temperature,
the B — V colour of the sub-Mcy, model is still too red compared
to SN 1999by at pre-maximum epochs, by ~ 0.2 mag at —=5d and
< 0.5mag at —10d (Fig. 8). Such offsets are not surprising given
the artificial setup of our explosion models (see Section 2). More
relevant to the present study are the relative differences between both
models, and the closer match of the sub-Mcy, model to SN 1999by
throughout its evolution. In Section 5 we discuss ways in which our
sub-Mcy, model could be tuned to produce an even better match to
SN 1999by.

4.3 Optical spectroscopic evolution

We compare the optical spectroscopic evolution of both models
to SN 1999by in Fig. 9. The prominent absorption trough around
4000-4500 A is clearly visible, becoming stronger on its way to

MNRAS 000, 1-15 (2017)
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maximum light. This spectroscopic hallmark of 91bg-like SNe Ia
is present in both models, although it remains significantly too
strong in the My, model until a few days past maximum. The sub-
My, model fares better in this respect, but fails to reproduce the
narrow absorption features in this region present in SN 1999by up
until maximum light. The sub-Mcp model also underestimates the
flux blueward of ~ 5000 A owing to the low predicted ionization
level and the resulting absorption by several lines of Scir and Tin
(and to a lesser extent Cri). Redward of the B band, the match to
the SN 1999by spectra is far more satisfactory, in part due to the
dominance of strong lines of IMEs, less sensitive to the ionization
balance compared to weaker lines of heavier ions. This explains the
good correspondence of the sub-Mcy, model with the V — {R, I, H}
colour evolution of SN 1999by at early times, while the B—V colour
remains too red (Fig. 8).

4.3.1 Absence of Cn lines

Due to the low carbon abundance in the spectrum-formation re-
gion, combined with the low ionization level and low tempera-
ture at early times, we do not predict optical lines of Cu (e.g.
the 6580 A doublet) whose presence was inferred in spectra of the
low-luminosity SN 2005bl (Taubenberger et al. 2008). The small
dip in the Sim 6355A emission profile in the earliest optical
spectrum of SN 1999by (Fig. 9), associated with Cnt 6580 A by
Taubenberger et al. (2008) in the case of SN 2005bl, is due to ab-
sorption by the Mg 6347 A doublet in our sub-Mcy, model (see
also Fig. B1).

4.3.2  High-velocity absorption in the Can 8500 A triplet

High-velocity absorption features (HVFs) in the Ca 1 8500 A triplet
are common in early-time spectra of SNe la (Mazzali et al. 2005),
sometimes causing a detached absorption feature blueward of the
main component. A weak absorption in the blue wing of the main
component is visible at ~ 8000 Alinthe earliest SN 1999by spectrum

MNRAS 000, 1-15 (2017)

covering this wavelength range (at —2.8 d from B-band maximum;
see also Blondin et al. 2012, their Fig. 20), and could correspond
to a weak Camt HVF. Both models predict the presence of HVFs
extending blueward of 8000 A (corresponding to Doppler velocities
< —20000 km s~ 1) up until maximum light, but they are suppressed
at an earlier stage in the sub-Mcy, model due to the increase in the
Ca ionization level at high velocities caused by non-local energy
deposition (see also Blondin et al. 2013). The weak absorption at
~ 8000 A in the sub-Mc}, model synthetic spectrum at +0.1d is
indeed due to Ca (see Appendix B), and supports the association
of this feature with an HVF in the SN 1999by spectra at this and
earlier times.

The double-absorption morphology of the main Cat 8500 A
component results from overlap of the individual transitions com-
posing the triplet (8498, 8542, and 8662 A). By maximum light, the
width of the Cam 8500 A absorption in SN 1999by is well matched
by the sub-Mcp model. Despite a possible mis-calibration of the
+15.5d spectrum redward of 6000 A, the emission component of
the Ca1r 8500 A feature is obviously over-estimated in our models,
possibly due to scattering of Co1r photons emitted in underlying
layers (see Blondin et al. 2015).

4.3.3  Siu 6355 A absorption velocity

At maximum light, the Sim 6355 A absorption velocity for
SN 1999by is approximately —10000 km s™1, as in the sub-Mcy,
model. The M}, model, however, displays a ~ 1500 km s~ lower
blueshift. As noted in Section 3.4, the higher velocity location of the
spectrum-formation region in the sub-Mcy, model leads to broader
and more blueshifted absorption profiles, in better agreement with
the line-profile morphology of SN 1999by.

4.3.4  Post-maximum evolution out to the nebular phase

At later times, both models reproduce the overall SED of SN 1999by,
as expected from the comparison of their broad-band colours in
Fig. 8, but the My, model displays small-scale variations not present
in the data. The sub-M¢c;, model matches better the typical widths
of spectral features, although SN 1999by displays even narrower
features, e.g., on either side of the Cr 1 emission peak at ~ 5500 A
between +15.5d and +42.1d. The strength of the [Co ] 5888 A
emission feature in the SN 1999by spectrum at +42.1d pleads in
favour of the higher ionization state and lower ejecta densities of
the sub-Mcp, model.

The nebular-phase spectrum of SN 1999by at +182 d past max-
imum (Fig. 9, lower panel) does not appear to display the predicted
narrow emission feature due to [Nim] 7378, 7412 A in the Mcy,
model (see Section 3.4), although the flux scaling exacerbates the
mismatch. The sub-Mcy, model does not display [Ni] lines (see
Sect. 3.5), but the [Ca11] 7291, 7324 A doublet contributes too much
flux around 7300 A relative to other lines, and is largely responsible
for the excess flux in the R- and /-band light curves at this time
(Fig. 7, bottom panel).

The double-peak emission profile due to [Crix] 8000, 8125 A
in the My, model is absent from the SN 1999by spectrum, which is
then better matched by the sub-Mcp model in this range. The high
ionization of the sub-Mcp model also results in the strong [S 1]
9068, 9530 A lines (with a ~ 1 : 2.5 ratio) that are clearly visible
in SN 1999by and nebular-phase spectra of other low-luminosity
SNe Ia (e.g. SN 1991bg, Ruiz-Lapuente et al. 1993; SN 2003gs,
Silverman et al. 2012). These [S 11] lines are also predicted in the
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Figure 9. Optical spectroscopic evolution of the M¢y, delayed-detonation model DDC25 (left; red line) and the sub-Mcp model SCH2pO (right; blue line)
compared to SN 1999by (black line), between —4.7 d and +182.3 d from B-band maximum. The tickmarks on the ordinate give the zero-flux level. The observed
spectra have been de-redshifted, de-reddened, and scaled to match the absolute V'-band magnitude inferred from the corresponding photometry. An additional
scaling has been applied to the synthetic spectra to reproduce the mean observed flux in the range 5000-6500 A (top panels) or in the range 3000—10000 A

(bottom panels showing the spectra at +182.3 d).

higher-luminosity models of Wilk et al. (2017), but seem to be ab-
sent from nebular spectra of more luminous SNe Ia.

Both models underestimate the [Fe 11]-dominated emission fea-
ture around 4350 A. As noted by Wilk et al. (2017), this feature is
particularly sensitive to the Fe*/Fe?* ionization ratio, which we
compute consistently via a solution to the non-LTE time-dependent
rate equations. Furthermore, neither model fully reproduces the nar-
row cores (FWHM < 4000 km s‘l) of the [Fe 1] 4700 A emission
feature and of the [Co 1] 5888 A line. To confine the line-emitting
region to v < 4000 km s~!, one would need to artificially reduce

the density in the overlying layers (and hence increase the density
in the underlying layers to conserve mass), or reduce the velocity
extent of the S°Ni distribution (and hence reduce the 56Nj yield),
since the Fe and Co abundances at this time are largely dominated
by the SONj decay products 36Fe and Y°Co, respectively. However,
such arbitrary adjustments would violate the physical consistency
of our input hydrodynamical model.

MNRAS 000, 1-15 (2017)
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Figure 10. NIR spectroscopic evolution of the My, delayed-detonation model DDC25 (left; red line) and the sub-Mc, model SCH2pO0 (right; blue line)
compared to SN 1999by (black line), between —3.8 d and +14.2d from B-band maximum, corresponding to the earliest and latest NIR spectra for this event.
The flux has been scaled by A2 for better visibility, and the tickmarks on the ordinate give the zero-flux level. The observed spectra have been de-redshifted,
de-reddened, and scaled to the same absolute J-band magnitude as the corresponding model.

4.4 NIR spectral evolution

The NIR spectroscopic evolution of SN 1999by between —3.8d
and +14.2d from B-band maximum is shown in Fig. 10. Up until
maximum light, the spectrum is mostly shaped by lines of IMEs
(in particular, S, Si, and Mg 1), while lines of IGEs leave their
imprint shortly thereafter (see Appendix B). At these times, the
differences in the overall SED between the two models are less
apparent in the NIR range than in the optical, and it is difficult to
gauge the quality of their respective match to the SN 1999by data.

4.4.1 Cr1lines past maximum light?

Both models fail to reproduce the narrow absorption feature at
~ 1.03 um present in the SN 1999by spectra up until < 7d past
maximum. This feature is associated with the C1 1.07um doublet
in both models at early times, but is largely gone by —10d from
maximum, once the spectrum-formation region no longer probes
the carbon-rich ejecta layers at v > 15000 kms~! (see Fig. 1).
Hoflich et al. (2002), however, were able to reproduce this line in
their maximum-light synthetic spectra. Their 5p0z22.8 model is
similar to our M DDC25 model (in particular, both have the same
deflagration-to-detonation transition density pg = 8 X 10° gcm™3),
but differences in treatment of the burning front during the defla-
gration phase lead to less efficient burning in their model and to the
presence of unburnt carbon at lower velocities. The carbon mass
fraction reaches a maximum value of ~ 0.5 at ~ 15000 kms~! in
their model, favouring the emergence of C1 lines, while it is an order
of magnitude less in our DDC25 model at the same velocity.

5 DISCUSSION AND CONCLUSIONS

We have studied the impact of the progenitor WD mass on the
radiative display of low-luminosity SNe Ia, illustrated here with
the My, delayed-detonation model DDC25 of Blondin et al. (2013)
and a sub-Mcy, model resulting from the pure central detonation
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of a 0.90 Me WD progenitor (SCH2p0; Blondin et al. 2017). Both
models have the same °Ni yield of 0.12 Mg, and hence differ in
their M(O°Ni)/ My ratio. Although the setup for the progenitor and
explosion scenario is somewhat artificial (1D, numerically-triggered
explosion etc.; see Section 2), it allows us to assess the impact of
the ejecta mass on the resulting light curves and spectra.

The lower ejecta mass of the sub-Mcy, model results in a larger
outward extent of the °Ni distribution for a given >°Ni mass, and
hence to a faster rise to peak luminosity and a more rapid post-
maximum decline. The larger 56Nj-to-total mass ratio leads to bluer
colours at all times. Moreover, the higher °Ni mass fraction at
larger velocities enhances the ionization state of the gas in the outer
ejecta (ions primarily twice ionized rather than once ionized) where
the flux emerges at early times, and limits line blanketing from
once-ionized IGEs compared to the My, model. The spectrum-
formation region is also located at higher velocities, giving rise to
broader and more blueshifted absorption features. Taken together,
the match to the UV-optical-IR luminosity, broad-band colours, and
spectral evolution of the low-luminosity SN 1999by argues in favour
of a sub-Mcy, progenitor for this event and, by analogy, for other
91bg-like SNe Ia.

Hoflich et al. 2002 were able to reproduce optical and near-
infrared observations of SN 1999by with a standard M(y, delayed-
detonation model similar to our DDC25 model. In particular, their
5p0z22.8 model predicts fast-evolving light curves in B and V,
with a B-band decline rate AM;5(B) = 1.73 mag, similar to our
sub-Mcy, model SCH2p0 (AM|5(B) = 1.64 mag). Moreover, their
synthetic maximum-light optical spectrum matches reasonably well
the SN 1999by data (their Fig. 9). However, their light-curve calcula-
tions rely on averaged LTE opacities, and their spectral calculations
do not include time-dependent terms in the radiative-transfer and
rate equations, where only a subset of atomic levels are treated in
non-LTE. Our more elaborate and consistent treatment of the ra-
diation transport is probably more suited in this respect, although
we cannot exclude differences in the input hydrodynamical models
as contributing to our distinct model predictions. Such issues can
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only be resolved with detailed code-comparison studies based on
benchmarked models, which are currently lacking for SNe Ia.

Our sub-Mcy, model from a 0.90 My WD progenitor SCH2p0
is similar in many respects to the 0.88 My model of Sim et al.
(2010). However, the SoNj yield for their model is lower (0.07 Mg,
cf. 0.12 Mg for our SCH2p0 model), resulting in a less luminous
and faster-evolving light curve, redder colours, and less blueshifted
spectroscopic absorption features. Moreover, their maximum-light
spectrum does not display the prominent absorption trough around
4000-4500 A characteristic of 91bg-like SNe Ia (see their Fig. 3),
which could be due to the quasi-absence of Ti/Sc above ~
10000 km's~! in their model (Sim, priv. comm.).

By construction, our spherically-symmetric ejecta cannot ac-
count for potential ejecta asymmetries resulting from the explosion.
Given the supersonic propagation of the detonation front in our mod-
els, the 1D approximation is not really a limitation in this context
(see Livne & Arnett 1995). However, spectro-polarimetric observa-
tions of SN 1999by near maximum light have revealed an intrinsic
polarization at the < | per cent level, suggestive of a well-defined
axis of symmetry according to Howell et al. (2001). Given the over-
all agreement of the sub-My, model SCH2p0 with optical and NIR
observations of SN 1999by, the impact of such asymmetries is not
expected to dramatically affect the radiative display.

The recent detailed nucleosynthesic calculations of Shen et al.
(2017) predict a significantly higher °Ni yield for a given WD
mass, particularly for their low-mass models. The larger specific
heating rate from the higher S6Nj-to-total mass ratio should lead to
bluer colours at early times, in better agreement with observations.

We reiterate the potential of the [Nim] 1.939 um line to con-
strain the presence and distribution of stable Ni isotopes predicted
in the innermost ejecta of 1D My, models. While stable IGEs might
be mixed outwards during the initial deflagration phase (see Sec-
tion 3.5), detection of this line in nebular SN Ia spectra would
provide an unambiguous signature of burning at high densities dur-
ing the explosion, which can only be realized in a denser, near-Mcy,
WD progenitor.

The question remains whether plausible progenitor scenar-
ios leading to detonations of sub-Mcp WDs exist in Nature. A
generic problem of double-detonation models resides in the IGE-
rich composition of the detonated accreted He shell, needed to trig-
ger a secondary detonation in the C-O core (see e.g. Kromer et al.
2010). However, Shen & Moore (2014) succeeded in detonating a
0.005 M He shell on a 1.0 M WD, producing only 28Si and “He.
The subsequent detonation of the C-O core would in this case result
in an ejecta with similar properties as our sub-Mcy, model. This
is also true of the head-on collision of two 0.5 My WDs proposed
by Kushnir et al. (2013), with a similar *°Ni yield of 0.11 Mg, al-
though such collisions are predicted to account for at most a few per
cent of the observed SN Ia rate (see e.g. Papish & Perets 2016).

Regardless of the precise ignition mechanism, the results pre-
sented in this paper strongly suggest that low-luminosity SNe Ia
similar to SN 1999by result from the explosion of sub-Mcy, WDs.
In an upcoming paper we will study the feasibility of such sub-Mcy
models in reproducing the observed properties of more luminous
events, to address the question of multiple progenitor channels for
Type Ia supernovae.
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APPENDIX A: SYNTHETIC LIGHT CURVES

Tables Al and A2 give the integrated UV-optical-IR luminosity
(Luyoir), the y-ray luminosity (L, ), and the (true) bolometric lumi-
nosity (Lpo] = Luvoir + Ly), as well as the absolute optical (UBVRI)
and NIR (J HK) magnitudes of the M}, model DDC25 (Table A1)
and the sub-Mcy, model SCH2pO0 (Table A2), as a function of time
since explosion and from uvoir maximum.

Alsoincluded is the conversion constant between the (absolute)
V-band magnitude and the uvoir magnitude, such that:

Lo
Myyoir = Muvoir,O - 2.5logyg (%) (A1)
uvoir,

My + (V — uvoir), (A2)

where we have assumed that Myyoireo = Mpo,o = —4.75mag
and Lyyoir,0 = Lpol,0 = 3.826 X 1033 ergs™!, i.e. neglecting the
Sun’s high-energy radiative output (X-rays and y-rays). Knowing
the peak V-band magnitude, one can compute the peak absolute
uvoir magnitude (equation A2), and hence the peak uvoir luminosity

(using equation A1), which can then be used to infer the S6Ni mass.

APPENDIX B: CONTRIBUTION OF INDIVIDUAL IONS
TO THE TOTAL OPTICAL AND NEAR-INFRARED FLUX

Figures B1-B5 reveal the contribution of individual ions to the full
optical and NIR synthetic spectra of the sub-Mcy, model SCH2pO0,
compared to the low-luminosity SN 1999by between —5d and
+182 d from B-band maximum. The observed spectra have been de-
redshifted, de-reddened, and scaled to match the absolute V-band
(for the optical spectra) or J-band (for the NIR spectra) magnitude
inferred from the corresponding photometry. An additional scaling
has been applied to the optical synthetic spectra to reproduce the
mean observed flux in the range 5000-6500 A (Figs. B1-B4 and up-
per panels of Fig. BS) or in the range 3000-10000 A (bottom panels
of Fig. B5 showing the spectra at +182.3 d). For the NIR spectra, we
use the wavelength range 10000—11500 A to compute the additional
scale factor, and further scale the flux by A% (Figs. B1-B4) or A3
(Figs. BS) for better visibility.
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The ion spectra in the optical range up until +42.1d and in
the NIR range up until +0.2d are computed by taking the ratio of
the full spectrum (F)) to that excluding all bound-bound transitions
of the corresponding ion (F jeg)- Ion spectra computed as a ratio
marked with a “*” have been scaled down for clarity. Only ions that
impact the flux at the > 10 per cent level at a given phase are shown.

For the nebular optical spectrum at +182.3 d and for the NIR
spectra from +3.2d onwards, the ratio F;/F) jess artificially en-
hances the strength of weak emission lines, and we instead compute
the ion spectra by taking the difference Fy — Fj jess- This approach
preserves the relative contribution of different ions to the total flux,
but the global scaling we adopt occasionally causes individual ion
spectra to overlap (see e.g. the optical nebular spectrum at +182.3d
in Fig. BS). Only ions that impact the flux at the > 5 per cent level
at a given phase are shown.

We caution the reader that these plots are merely illustrative.
The complex nature of the opacity in SNe Ia, characterized by
weak continuum opacities and numerous overlapping spectral lines,
renders problematic the quantitative evaluation of the contribution
of individual ions to the total flux at a given frequency.

This paper has been typeset from a TEX/I&TEX file prepared by the author.
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Table A1. Light curves for model DDC25.

Texp Atuvoir Luyyoir V — uvoir L, Lol U B \% R 1 J H K
(days) (days) (erg s7h (mag) (erg s7h (erg s7h (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)
1.30  -19.74 2.79(39) -1.97 cee 27939 -3.00 -515 -794 -991 -10.29 -11.74 -11.88 —12.31
143 -19.61 3.56(39) -1.82 s 3.56(39) -3.09 -560 -835 -10.25 -10.60 -12.00 -12.10 -12.51
1.57 —-19.47 4.69 (39) —1.66 s 469390 -3.33 -6.16 -8.81 -10.65 -1095 -12.29 -1235 -12.74
1.73  -19.31 6.37(39) —1.47 s 6.37(39) -370 -6.82 -933 -11.09 -11.33 -12.60 -12.63 —12.99
1.90 -19.14 8.86(39) -1.29 s 8.86(39) —-4.27 -7.57 =987 -11.57 -11.73 -1292 -1294 -13.26
2.09 -18.95 1.26 (40) -1.06 s 1.26(40) -5.06 -8.36 -1048 -12.09 -12.16 -13.24 -13.26 —13.51
230 -18.74 1.82(40) -0.78 s 1.82(40) -5.83 -9.10 -11.16 -12.61 -12.62 -13.55 -13.58 -13.77
2.53 -18.51 2.60 (40) —-0.54 s 2.60(40) -6.57 -9.74 -11.79 -13.06 -13.04 -13.84 -13.90 -14.04
278  —18.26 3.64 (40) -0.37 s 3.64(40) -7.40 -10.34 -1232 -13.46 -1343 -14.12 -1421 -14.31
3.06 —17.98 5.02 (40) -0.24 s 5.02(40) -834 -1093 -12.80 -13.82 -13.79 -1440 -1450 -14.58
337  -17.67 6.87 (40) -0.13 s 6.87 (40) -9.27 -11.51 -13.25 -14.15 -14.12 -14.67 -14.78 -14.86
370  -17.34 9.27 (40) -0.05 s 9.27(40) -10.08 -—12.03 -13.66 -1447 -1444 -1494 -15.05 -15.12
407 -16.97 1.23(41) 0.02 s 1.23(41) -10.75 -12.50 -14.03 -14.77 -1473 -1520 -1531 -15.37
448 -16.56 1.61(41) 0.07 cee 1.61(41) -11.32 -12.92 -1438 -15.06 -15.01 -1545 -1555 -15.61
493 -16.11 2.07 (41) 0.11 s 2.07(41) -11.80 -13.28 -14.69 -1532 -1527 -15.69 -15.78 —15.84
542 -15.62 2.63(41) 0.15 e 2.63(41) -12.22 -13.61 -1499 -1558 -15.52 -1592 -16.00 -16.05
596  —15.08 3.29 (41) 0.18 s 329(41) -12.58 -1391 -1527 -15.81 -1575 -16.13 -1621 -16.25
6.56 —14.48 4.06 (41) 0.21 s 4.06(41) -12.89 -14.17 -15.52 -16.03 -1598 -16.34 -16.41 -16.45
722 -13.82 4.95(41) 0.23 s 495@41) -13.15 -1441 -1576 -16.24 -1620 -1654 -16.60 -16.63
794  —-13.10 6.01(41) 0.24 e 6.01(41) -13.39 -14.63 -1598 -16.44 -1641 -16.73 -16.78 -16.82
8.73 -12.31 7.29 (41) 0.26 s 7.29(41) -13.62 -1485 -16.21 -16.65 -16.63 -1693 -1696 —17.00
9.60 —11.44 8.75(41) 0.28 s 8.75(41) -13.86 -15.08 -1643 -16.86 -16.84 -17.09 -17.11 -17.14
10.56  —10.48 1.07 (42) 0.30 s 1.07(42) -14.12 -1533 -16.66 -17.08 -17.07 -17.29 -17.29 -17.30
11.62 -9.42 1.31(42) 0.31 e 1.31(42) -14.40 -15.59 -1690 -17.30 -17.29 -1747 -1747 -17.47
12.78 -8.26 1.58 (42) 0.34 s 1.58(42) -14.68 -15.85 -17.12 -17.51 -1749 -17.63 -17.62 -17.59
14.06 -6.98 1.89 (42) 035 1.25(40) 1.90(42) -1496 -16.09 -17.34 -17.71 -17.69 -17.80 -17.79 -17.73
15.47 -5.57 2.18(42) 0.38 1.48(40) 2.19(42) -1520 -16.29 -17.51 -17.87 -17.85 -1791 -1790 -17.80
17.02 -4.02 2.40(42) 0.39 1.88(40) 241(42) -1527 -1638 -17.63 -17.99 -1799 -1798 -17.97 -17.82
18.72 -2.32 2.54(42) 042 2.0140) 25642) -1530 -1643 -17.72 -18.06 -18.08 —18.00 -18.04 —17.89
20.59 -0.45 2.61(42) 0.42 3.06(40) 2.64(42) -1529 -1644 -17.76 -18.09 -18.15 -1798 -18.08 —17.90
22.65 +1.61 2.59 (42) 042 435(40) 2.63(42) -1522 -1637 -17.74 -18.09 -18.20 -17.92 -18.10 —-17.91
2491 +3.87 2.46 (42) 040 6.42(40) 2.53(42) -15.10 -16.25 -17.67 -18.04 -1822 -17.78 -18.10 —-17.91
27.40 +6.36 2.24(42) 0.38 8.41(40) 2.33(42) -1494 -16.07 -17.55 -1793 -18.19 -1755 -18.05 -17.87
30.14 +9.10 2.00(42) 030 1.16(41) 2.11(42) -14.77 -1584 -17.34 -17.77 -18.13 -1742 -18.01 -17.86
33.15  +12.11 1.74 (42) 0.18 1.51(41) 190(42) -1459 -1556 -17.07 -17.56 -18.00 -17.48 -17.97 -17.88
36.46  +15.42 1.44(42) 0.09 192(41) 1.63(42) -1442 -1530 -16.78 -17.30 -17.79 -1743 -17.80 -17.73
40.11 +19.07 1.18(42) 0.03 237(41) 14242) -1430 -15.09 -16.50 -17.04 -17.59 -17.25 -17.61 -17.52
44,12 +23.08 9.75 (41) 0.03 283(41) 1.26(42) -1431 -1493 -1629 -16.82 -1741 -1689 -17.38 -17.17
48.53  +27.49 8.14(41) 0.05 3.28(41) 1.14(42) -1431 -14.82 -16.12 -16.63 -17.21 -1647 -17.12 -16.80
53.38 +32.34 6.93 (41) 0.09 3.73(41) 1.07(42) -1431 -1476 -1599 -1645 -17.01 -16.10 -16.88 -16.51
58.72  +37.68 5.92(41) 0.14 4.14(41) 1.01(42) -1428 -1471 -15.87 -1629 -16.80 -1572 -16.65 -16.25
64.59  +43.55 5.03(41) 0.19 4.47(41) 9.51(41) -1422 -1465 -1574 -16.13 -16.60 -1535 -1642 -16.00
71.05  +50.01 4.24(41) 0.23  4.75(41) 8.99(41) -14.13 -1459 -1559 -1595 -16.39 -1496 -16.18 —15.73
78.16  +57.12 3.53(41) 0.27 4.91(41) 844(41) -14.02 -1451 -1543 -1576 -16.17 -14.57 -1590 -15.45
86.00  +64.96 2.89 (41) 0.29 5.01(41) 790(41) -13.86 -1440 -1524 -1554 -1595 -1420 -15.59 -15.13
94.60  +73.56 2.34(41) 0.30 498(¢41) 7.32(41) -13.66 -1428 -15.02 -15.31 -1572 -13.87 -1524 -14.77
104.10  +83.06 1.87(41) 0.31 4.86(41) 6.72(41) -1343 -14.12 -1478 -15.02 -1548 -13.62 -1486 -14.37
114.50  +93.46 1.47 (41) 0.29 4.68(41) 6.15(41) -13.16 -13.94 -—1451 -1472 -1523 -13.44 -1447 -13.96
126.00 +104.96 1.14(41) 0.27 4.42(41) 556(41) -12.85 -13.72 -14.21 -1438 -1497 -13.32 -14.10 -13.55
138.60 +117.56 8.76 (40) 0.23  4.09(41) 497(41) -12.50 -13.46 -—13.88 -14.02 -1471 -13.22 -13.79 -13.15
152.50 +131.46 6.65 (40) 0.18 3.74(41) 440(41) -12.11 -13.16 -13.53 -13.65 -1445 -13.09 -13.55 -12.79
167.80 +146.76 5.00 (40) 0.11 3.36(41) 3.86(41) -11.69 -12.83 -13.15 -13.30 -14.19 -1293 -1335 -1246
184.60 +163.56 3.71 (40) 0.03 296(41) 3.33(41) -11.22 -1244 -12.75 -1297 -1394 -12.73 -13.18 -12.15
203.10 +182.06 2.72 (40) -0.06 2.57(41) 2.84(41) -10.73 -12.03 -12.32 -12.65 -13.68 -1250 -13.02 -11.83
223.40 +202.36 1.97 (40) -0.16 2.18(41) 238(41) -10.22 -11.58 -11.87 -12.32 -1340 -12.26 -12.87 -11.50

Notes: Numbers in parenthesis correspond to powers of ten. Afyyeir corresponds to the age in days from maximum UV-optical-IR luminosity (Lyyoir)-

V' — uvoir is the conversion constant between the (absolute) V-band magnitude and the uvoir magnitude, such that: Myyeir = My + (V — uvoir). L,, is the
y-ray luminosity; a “- - - entry means that the energy from radioactive decays was assumed to be deposited locally at this time. Small fluctuations in L,, are
possible at early times and result from low photon statistics in the Monte Carlo y-ray transport calculation. The true bolometric luminosity is:

Lol = Luyoir + Ly,. UBV RI magnitudes are based on the passbands of Bessell (1990). J H K¢ magnitudes are in the 2MASS system (Cohen et al. 2003).
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Table A2. Light curves for model SCH2p0. See Table Al for notes.

Texp Atuvoir Luyyoir V — uvoir L, Lol U B \% R 1 J H K
(days) (days) (erg s7h (mag) (erg s7h (erg s7h (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)
091 -15.03 3.67(39) -0.90 cee 3.67(39) -2.95 -6.70 -9.30 -10.71 -10.75 -11.90 -11.93 -12.21
1.00  -14.94 5.24(39) -0.63 s 5.24(39) -3.69 -748 -996 -11.22 -11.19 -12.21 -12.23 -12.47
1.10 -14.84 7.44 (39) -0.41 s 7.44(39) -4.43 -8.15 -10.56 -11.68 -11.62 -1249 -12.55 -12.72
1.21 -14.73 1.04 (40) -0.25 s 1.04 (40) -524  -8.75 -11.08 -12.09 -12.00 -12.77 -12.85 —-12.98
1.33 -14.61 1.43 (40) -0.14 s 1.43(40) -6.24 -934 -11.54 -1245 -1235 -13.05 -13.14 -13.24
146 —-14.48 1.94 (40) -0.04 s 1.94 (40) -7.41 -996 -1197 -12.79 -12.68 -13.31 -1342 -13.50
1.61 —14.33 2.65 (40) 0.04 s 2.65(40) -8.58 -10.61 -1239 -13.12 -13.01 -13.59 -13.70 -13.78
1.77 -14.17 3.57 (40) 0.09 e 3.57 (40) -947 -11.17 -1277 -1343 -13.32 -13.85 -1397 -14.04
195 -13.99 4.78 (40) 0.13 ce 478 (40) -10.20 -11.68 -13.12 -13.74 -13.61 -14.12 -1423 -14.30
2.15  -13.79 6.35 (40) 0.17 s 6.35(40) -10.82 -12.13 -1347 -14.03 -13.89 -1438 -1448 -14.56
237  -13.57 8.36 (40) 0.20 e 8.36(40) -11.37 -12.56 -13.80 -14.31 -14.17 -14.64 -1473 -14.81
2.61 —13.33 1.09 (41) 0.24 e 1.09(41) -11.86 -1295 -14.12 -14.58 —1443 -14.88 -1497 -15.05
2.87 -13.07 1.41(41) 0.27 cee 1.41(41) -1232 -1332 -1443 -1483 -14.68 -15.11 -1520 -15.28
3.16  —12.78 1.81(41) 0.29 cee 1.81(41) -12.76 -13.68 —14.72 -15.08 —1494 -1534 -1542 -15.50
348 —-12.46 2.30(41) 0.31 s 2.30(41) -13.19 -14.02 -15.01 -1532 -15.19 -1556 -15.64 —15.72
3.83 -—12.11 2.90 (41) 0.33 e 290(41) -13.57 -1434 -1528 -1555 -1543 -1577 -1585 —-15.93
4.21 -11.73 3.63(41) 0.34 s 3.63(41) -13.93 -14.64 -1553 -1577 -1566 -1598 -16.06 —16.13
463 -11.30 4.51(41) 0.35 s 4.51(41) -1426 -1493 -1578 -1599 -1588 -16.19 -16.26 —16.33
5.09 -10.85 5.57(41) 0.36 s 5.57(@41) -1456 -1521 -16.01 -1620 -16.10 -1639 -1645 -16.52
5.60 —10.34 6.87 (41) 0.36 cee 6.87(41) -14.85 -1548 -16.25 -1642 -1631 -16.60 -16.64 —16.72
6.16 -9.78 8.43(41) 0.36 s 8.43(41) -15.13 -1574 -1647 -16.63 -1653 -16.80 -16.83 —16.90
6.78 -9.16 1.03 (42) 0.36 s 1.03(42) -1538 -16.00 -16.68 -16.85 -16.74 -1699 -17.01 -17.08
7.46 -8.48 1.25(42) 0.36 s 1.25(42) -15.63 -1624 -1689 -17.05 -1694 -17.18 -17.19 -17.25
8.21 -7.72 1.50(42) 0.35 s 1.50(42) -1585 -1647 -17.09 -17.25 -17.14 -17.36 -17.35 -17.40
9.03 -6.91 1.79 (42) 0.35 7.88(39) 1.80(42) -16.07 -16.70 -17.28 -17.44 -17.33 -1752 -17.50 -17.54
9.93 -6.01 2.10(42) 035 28739 2.11(42) -1626 -1690 -17.45 -17.62 -17.51 -17.67 -17.63 -17.66
10.92 -5.02 2.41(42) 0.35 1.44(40) 243(42) -1641 -17.06 -17.60 -17.78 -17.67 -17.80 -17.74 -17.74
12.01 -3.93 2.70 (42) 037 549@39) 27142) -16.52 -17.18 -17.74 -1791 -17.82 -17.89 -17.83 -17.80
13.21 -2.72 2.95(42) 0.38 4.79(40) 3.0042) -16.59 -17.25 -17.85 -18.03 -17.95 -1796 -1790 -17.84
14.53 -1.41 3.11(42) 0.41 6.04(40) 3.17(42) -16.60 -1727 -1793 -18.11 -18.07 -1798 -1795 -17.86
15.98 +0.04 3.17(42) 043 8.61(40) 3.25(42) -1654 -17.22 -1798 -18.16 -18.16 —-17.96 -17.99 -17.87
17.58 +1.64 3.10(42) 0.46 1.18(41) 3.22(42) -1643 -17.11 -1798 -18.18 -1822 -17.87 -18.03 —-17.88
19.34 +3.40 2.92(42) 047 1.57(41) 3.08(42) -1639 -1690 -17.93 -18.14 -18.23 -17.71 -18.06 —-17.90
21.27 +5.33 2.63(42) 046 2.02(41) 2.83(42) -l16.16 -16.64 -17.80 -18.04 -18.20 -17.52 -18.10 —-17.93
23.40 +7.46 2.32(42) 040 2.55(41) 2.58(42) -1586 -16.34 -17.61 -17.89 -18.16 —-1742 -18.12 -17.96
25.74 +9.80 2.02(42) 0.29 3.15(41) 234¢42) -1559 -16.03 -1735 -17.71 -18.10 -17.34 -18.09 -17.94
28.31 +12.37 1.73 (42) 0.19 3.78(41) 2.1042) -1536 -1574 -17.07 -17.48 -1797 -1727 -1796 -17.82
31.14  +15.21 1.42(42) 0.11 4.43(41) 1.86(42) -15.18 -1550 -16.79 -17.22 -17.79 -17.15 -17.72 -17.57
3426  +18.32 1.11(42) 0.11 5.01(@41) 1.61(42) -1502 -1528 -16.51 -1691 -17.55 -16.79 -17.37 -17.17
37.68  +21.74 8.74 (41) 0.13 559(41) 1.43(42) -1490 -15.11 -1627 -16.63 -17.30 -1638 -17.02 -16.78
4145  +25.52 7.05(41) 0.16 6.10(41) 1.32(42) -1479 -1496 -16.07 -1640 -17.06 -1596 -16.72 -16.44
45.60  +29.66 5.77 (41) 0.19 6.51(41) 1.23(42) -14.69 -1483 -1588 -16.18 -16.81 -1552 -1643 -16.13
50.16  +34.22 4.73(41) 0.23 6.83(41) 1.16(42) -1459 -1471 -1571 -1597 -16.54 -15.08 -16.16 —15.83
55.18  +39.24 3.89(41) 0.26 7.06(41) 1.10(42) -1446 -14.60 -1553 -1576 -1628 -14.63 -1588 —15.51
60.70  +44.77 3.20(41) 029 7.16(41) 1.04(42) -1432 -1448 -1535 -1554 -16.01 -14.17 -1557 -15.18
66.77  +50.83 2.61(41) 032 7.17(41) 9.78(41) -14.15 -1435 -15.15 -1531 -1574 -13.71 -1524 -14.83
73.45  +57.52 2.12(41) 0.33 7.08(41) 9.20(41) -1396 -14.22 -1493 -15.04 -1548 -13.25 -14.87 -—14.44
80.80  +64.86 1.71(41) 033 6.89(41) 8.59(41) -13.74 -14.07 -1470 -1476 -1521 -12.79 -1447 -14.04
88.88  +72.94 1.37(41) 0.31 6.63(41) 8.00(41) -—1348 -1391 -—1445 -1447 -1496 -1233 -14.05 -13.64
97.77  +81.83 1.09 (41) 0.28 6.31(41) 7.4041) -1320 -13.74 -14.17 -14.16 -1471 -11.88 -13.64 -13.24
107.55 +91.61 8.68 (40) 0.22 593(41) 6.80(41) -12.88 -13.53 -13.86 -13.86 —-1447 -1147 -13.27 -12.86
118.31  +102.38 6.86 (40) 0.15 5.51(41) 6.20041) -1254 -13.29 -13.53 -13.56 -14.23 —11.13 -1294 -12.50
130.14  +114.20 5.40 (40) 0.07 5.05(@41) 5.59@41) -12.17 -13.02 -13.19 -13.27 -1399 -10.86 -12.65 -12.19
143.15 +127.22 4.21 (40) -0.02 4.57(41) 499(¢41) -11.78 -12.71 -12.84 -12.99 -13.75 -10.65 -12.40 -11.88
157.47  +141.53 3.28 (40) -0.10 4.08(41) 441(41) -11.38 -1237 -12.48 -12.72 -13.51 -1045 -12.15 -11.59
173.22  +157.28 2.55 (40) -0.20 3.60(41) 3.85(41) -1098 -12.01 -—12.11 -1245 -1326 -10.29 -11.93 -11.30
190.54  +174.60 1.97 (40) -0.29 3.13(41) 3.32(41) -10.59 -11.64 -11.74 -12.17 -13.01 -10.12 -11.69 -10.99
209.59 +193.66 1.50 (40) -0.39 2.67(41) 2.82(41) -1020 -11.23 -11.35 -11.89 -12.74 -997 -1144 -10.66
230.00 +214.06 1.14 (40) -0.49 225(41) 236(41) -9.82 -10.82 -1095 -11.59 -12.47 -9.82 -11.20 -10.31
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Figure B1. Contribution of individual ions (bottom panels) to the full optical (left) and NIR (right; the flux has been scaled by A2 for better visibility) synthetic
spectra of the sub-M ¢, model SCH2pO0 (blue line), compared to the low-luminosity SN 1999by (black line) at —5 d (top; there is no NIR spectrum of SN 1999by
at this time) and —4 d (bottom) from B-band maximum.
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Figure B2. Same as Fig. B1 for spectra at =3 d from B-band maximum (top; there is no NIR spectrum of SN 1999by at this time) and at maximum light
(bottom).
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Figure B3. Same as Fig. B1 for spectra at 3 d (top; there is no NIR spectrum of SN 1999by at this time) and around 5 d (bottom) past B-band maximum.
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Figure B4. Same as Fig. B1 for spectra around 15d (top) and at 29 d (bottom; there is no NIR spectrum of SN 1999by at this time) past B-band maximum.
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Figure BS. Same as Fig. B1 for spectra at 42 d (top) at 182 d (bottom) past B-band maximum. There are no NIR spectra of SN 1999by at these times. The NIR
flux has been scaled by 3 for better visibility (not A2 as in Figs. B1-B4).
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