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SUBDIFFERENTIAL CALCULUS IN THE FRAMEWORK OF EPI-POINTED
VARIATIONAL ANALYSIS, INTEGRAL FUNCTIONS, AND APPLICATIONS

La investigación de esta tesis es presentada en seis capítulos, desde el Capítulo 2 al Capítulo
7.

El capítulo 2 proporciona una demostración directa de una caracterización reciente de
convexidad dada en el marco de los espacios de Banach en [J. Saint Raymond, J. Convexo no
lineal Anal., 14 (2013), pp. 253-262]. Estos resultados también extienden esta caracterización
a espacios localmente convexos bajo condiciones más débiles y se basa en la definición de una
función epi-puntada.

El Capítulo 3 proporciona una extensión del Teorema Brøndsted-Rockafellar, y algunas de
sus importantes consecuencias, a las funciones convexas semicontinuas inferiores definidas en
espacios localmente convexos. Este resulado es demostrado usando un nuevo enfoque basado
en un principio variacional simple, que también permite recuperar los resultados clásicos de
una manera natural.

El Capítulo 4 continúa el estudio de la epi-puntadas no convexas, bajo una definición
general de subdiferencial. Este trabajo proporciona una generalización del teorema del valor
medio de Zagrodny. Posteriormente este resultado es aplicado a los problemas relacionados
con la integración de subdiferenciales y caracterización de la convexidad en términos de la
monotonicidad del subdiferencial.

El Capítulo 5 proporciona una fórmula general para ε-subdiferencial de una función in-
tegral convexa en términos de ε-subdiferenciales de la funcion integrante. Bajo condiciones
de calificación, esta fórmula recupera los resultados clásicos en la literatura. Además, este
trabajo investiga caracterizaciones del subdiferencial en términos de selecciones medibles que
convergen al punto de interés.

El Capítulo 6 proporciona fórmulas secuenciales para subdiferenciales bornológicos de un
funcional integral no convexo. También son presentadas fórmulas exactas para el subiferencial
Limiting/Mordukovich, el subdiferencial Geometrico de Ioffe y el subdiferencial de Clarke-
Rockafellar.

El Capítulo 7 proporciona fórmulas para el subdiferencial de funciones de probabilidad
bajo distribuciones Gaussianas. En este trabajo la variables de decisión esta tomada en un
espacio infinito dimensional. Estas fórmulas se basan en la descomposición esférico-radial de
vectores aleatorios Gaussianos.
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SUBDIFFERENTIAL CALCULUS IN THE FRAMEWORK OF EPI-POINTED
VARIATIONAL ANALYSIS, INTEGRAL FUNCTIONS, AND APPLICATIONS

The research of this thesis is given in six chapters, from Chapter 2 to Chapter 7.

Chapter 2 provides a direct proof of a recent characterization of convexity given in the
setting of Banach spaces in [J. Saint Raymond, J. Nonlinear Convex Anal., 14 (2013), pp.
253–262]. Our results also extend this characterization to locally convex spaces under weaker
conditions and is based in the definition of an epi-pointed function.

Chapter 3 gives an extension of the Brøndsted-Rockafellar Theorem, and some of its
important consequences, to proper convex lower-semicontinuous epi-pointed functions defined
in locally convex spaces. We use a new approach based on a simple variational principle,
which also allows recovering the classical results in a natural way.

Chapter 4 continues the study the subdifferential of nonconvex epi-pointed functions,
under a general definition of the subdifferential. This work provides a generalization of Za-
grodny’s Mean Value Theorem, and gives several applications to problems related to integra-
tion of the subdifferential and the characterization of convexity in terms of the monotonicity
of the subdifferential.

Chapter 5 provides a general formula for the ε-subdifferential of a convex integral func-
tional in terms of the ε-subdifferential of the data functions. Under classical qualification
conditions, we recover classical results in the literature. Also, this work investigates exact
rules to characterize the subdifferential of the integral functional at a given point x in terms
of measurable selections in the subdifferential of the data, which converge to the point x.
These formulas generalize some results of [A. D. Ioffe, J. Convex Anal., 13(3-4) (2006, pp
759-772] and [O. Lopez and L. Thibault, J. Nonlinear Convex Anal., 9(2) (2008),pp 295-308].

Chapter 6 gives sequential formulae for the bornological subdifferential of a non-convex
integral functional and also exact formulae for the Limiting/Mordukovich subdifferential, the
G-subdifferential of Ioffe and the generalized Clarke-Rockafellar subdifferential.

Chapter 7 provides subdifferential formulae of probabilistic functionals in the case of Gaus-
sian distributions for possibly infinite-dimensional decision variables and nonsmooth (locally
Lipschitzian) input data. On the other hand these formulae are based on the spheric-radial
decomposition of Gaussian random vectors and on the other hand on a cone of directions
of moderate growth. By successively adding additional hypotheses, conditions are satisfied
under which the probability function is locally Lipschitzian or even differentiable.
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Introduction

The aim of this manuscript is to present the results of the research carried out during my
PhD work, and relying on the subdifferential theory and variational analysis.

In this initial part of the manuscript I am going to summarize each of the six works that
make up this thesis, given in six chapters, from chapters 2 through 7.

For easy of reading I have preferred to keep in this introduction the numbering of the
theorems, corollaries, examples,..., as they appear in each chapter.

On the Klee-Saint Raymond’s Characterization of Convex-
ity

The Chapter 2, which corresponds to my first work, concerns a characterization of convexity
using variational properties. It is common in learning the classic optimization theory to
observe that if f is a nonconvex continuous function on the real line R, which satisfies the
coercivity property

lim
|x|→∞

f(x)

|x|
= +∞,

then one can find an affine function h such that f(x) ≥ h(x) for all x ∈ R, and the set
of points where the function f − h vanishes is a nonconvex set (see Figure 1). Therefore,
a natural question to ask is whether this fact could characterize convex functions on an
infinite-dimensional Banach space X.

The first author to consider this observation was J. Saint Raymond in [108], in answer to
the question proposed by B. Ricceri in private communications about characterizing convex
functions defined on a reflexive Banach space. The question was the following: If X is a
reflexive Banach space and f : X → R is a weakly lower semicontinuous function such that
for all continuous linear functional x∗ ∈ X∗, the function f − x∗ attains its global minimum
at a single point, then, must f be convex? He also inquired: If f : X → R is a C1 function
satisfying lim

‖x‖→∞

f(x)
‖x‖ = +∞, then must the function be convex?

1
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Figure 1: argmin of the function f − h.

The answers can be seen in [108, Theorem 3.3 and Corollary 3.4]. See also Ricceri’s
answer [97, Corollary 14]. Both hypotheses on the growth of the function presented in these
works, the coercivity of f and the non-emptiness of the argmin of f − x∗ for all x∗ ∈ X∗,
appear to be different, but Saint Raymond also proved that both assumptions are equivalent
in reflexive Banach spaces (see [108, Theorem 2.3.]). Later, the same author gave the following
generalization of his result, which can be found in [107, Theorem 10].

Theorem A Let X be a Banach space and let f : X → R be an weakly lsc proper function
such that for every x∗ ∈ X∗, f −x∗ attains its minimum. If the set where the function f −x∗
attains its minimum is convex for all x∗ in a convex dense set, then necessarily f is convex.

Although the mathematical statement emerges as an interesting result of convex analysis,
the author used deep tools of functional analysis on Banach spaces, like James’ Theorem and
Brouwer’s Fixed-Point Theorem for multifunctions, among many others. Also Ricceri’s proof
involves techniques of operator theory, all of which are far away, or not directly related to
convex analysis.

Making a scrutiny of the hypotheses of the above result in terms of convex analysis one
can notice that the assumption f − x∗ attains its minimum for x∗ ∈ X∗, implies that the
conjugate of f is finite on X∗. Moreover in [108, Theorem 2.4] the author present a result
being the functional counterpart of James Theorem (see e.g. [46]), and this result prove that
the above assumption also implies the inf-compactness of f − x∗ for all x∗, which in terms of
convex analysis, corresponds the continuity of f ∗ on X∗ with respect to the Mackey topology
τ(X∗, X), which corresponds to the class of Epi-pointed functions (see Definition 1.7).

The aim of Chapter 2 is to use techniques of convex analysis to give a direct proof of a gen-
eralization of Theorem A for functions defined on locally convex spaces. This generalization,
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given in Corollary 2.8, is an immediate consequence of the main result of this work which
provides an explicit expression of the closed convex hull of a function; see Theorem 2.5. Our
hypotheses are weaker than those used in Theorem A, and rely on a property of compactness
of functions, which have been called, by many authors, epi-pointedness property.

This chapter together with include the Saint Raymond’s characterization of convexity in
the theory of convex analysis, also introduce us the class of epi-pointed functions, which
motives the study of chapters 3 and also 4.

The main result of this chapter is the following theorem.

Theorem 2.5 If f : X → R is a weakly lsc epi-pointed function such that

argmin{f − x∗} is convex for all x∗ ∈ D,

where D is a convex dense subset of dom f ∗. Then we have that

f ∗∗ = σdom f∗�f. (1)

Here � denotes the inf-convolution between functions.

The above equation gives us the convexity of f under the additional assumption that
dom f ∗ is dense, which in particular occurs under the hypotheses of Saint Raymond’s Theo-
rem.

To give a geometrical regard to this result in terms of epigraphs. Let us recall that when
the inf-convolution is exact, then its epigraph is the sum of the epigraphs of the two functions.
Since convolution in the equality (1) is exact, we see that Theorem 2.5 corresponds to the
set equality

co(epi f) = epi f + epiσdom f∗ . (2)

Another interesting formulation can be given when we consider the asymptotic cone of epi f
defined by (see for example [40])

(epi f)∞ :=
⋂
ε>0

]0, ε] epi f,

which is the epigraph of the asymptotic function f∞, and using the equality co(f∞) = σdom f∗

when f is lsc and epi-pointed (see [28, Theorem 7]), we can rewrite (1) as

f ∗∗ = f� co(f∞),

and (2) as
co(epi f) = co((epi f)∞) + epi f.

It is worth noting that this characterization does not involve dual objects.

In the final part of this chapter and keeping in mind a possible application to finite-
dimensional spaces, we consider the relative interior of the domain of the conjugate of f (see
Definition 1.1), and we obtain:
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Theorem 2.12 Let f : X → R be a function with a proper conjugate, and denote F :=
aff(dom f ∗). We suppose that the following conditions hold:

(a) The restriction of f ∗ to F , f ∗|F , is continuous on ri(dom f ∗).

(b) There exists x∗0 ∈ ri(dom f ∗) such that f − x∗0 is weakly lsc and weakly inf-compact.

(c) There exists a convex set D ⊆ ri(dom f ∗), with ri(dom f ∗) ⊂ D, such that for all
x∗ ∈ D, argmin{f − x∗} is convex.

Then we have
σdom f∗�f = f ∗∗.

Moreover, if D = F , then
σdom f∗�f = f ∗∗ = fF ,

where fF (x) := inf{f(w) : w ∈ x+ (F − x∗0)⊥}.

Also in this chapter we give three interesting examples: The first one shows that equality
(1) cannot be improved by the equality f = f ∗∗ with the assumption of Theorem 2.5 (see
Example 2.6). The second one shows the necessity of the convexity assumption of D in
Corollary 2.8 (see Example 2.10). The final example shows that it is not possible to get the
equality f = f ∗∗ instead of fF−x∗0 = f ∗∗ in Theorem 2.12 (see Remark 2.13).

On Brøndsted-Rockafellar’s Theorem for convex lower semi-
continuous epi-pointed functions in locally convex spaces

The previous chapter opens our minds to the class of epi-ponted functions, which appear to
be promising for developing variational analysis outside of Banach spaces.

It is known that Brøndsted-Rockafellar Theorem is not valid outside Banach spaces for
all lsc proper convex functions (see [19]), more precisely Brøndsted and Rockafellar found an
lsc proper convex function defined on a locally convex topological vector space with empty
subdifferential everywhere, showing that many classical statements of convex analysis are not
valid outside the framework of Banach spaces, for instance Brøonsted-Rockafellar Theorem,
Maximal monotonicity of the subdifferential and Fuzzy calculus rules. This observation
motivates the work to provide a suitable family of lsc proper convex functions defined on a
locally convex space, which satisfies these theorems.

The main features of Chapter 3 are:

(1) To show that epi-pointed lsc convex functions, defined on any locally convex space X,
satisfy the Brøndsted-Rockafellar theorem.

Theorem 3.8 Let f : X → R ∪ {+∞} be a convex, lsc and epi-pointed function.
Consider ε ≥ 0, β ∈ [0,∞), a continuous seminorm p, λ > 0 and x0 ∈ X. If
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x∗0 ∈ ∂εf(x0) ∩ int(dom f ∗), then there are xε ∈ X, y∗ε ∈ Bp(0, 1)◦ and λε ∈ [−1, 1]
such that:

(a) p(x0 − xε) + β|〈x∗0, x0 − xε〉| ≤ λ,

(b) x∗ε := x∗0 + ε
λ

(y∗ε + βλεx
∗
0) ∈ ∂f(xε),

(c) |〈x∗ε, x0 − xε〉| ≤ ε+ λ
β
,

(d) |f(x0)− f(xε)| ≤ ε+ λ
β

(e) x∗ε ∈ ∂2εf(x0).

Corollary 3.9 Let f : X → R∪ {+∞} be a convex lsc epi-pointed function. Then for
every x ∈ dom f there exist nets {(xα), (x∗α)}α∈A such that x∗α ∈ ∂f(xα), xα → x and
f(xα)→ f(x).

(2) To provide a different proof of Brøndsted-Rockafellar’s Theorem for this class of epi-
pointed functions, in the sense that it is based on a very simple variational principle
(Lemma 3.7), which is valid in any locally convex space X, without requiring such tools
as Ekeland’s or Bishop-Phelps’ variational principles.

Lemma 3.7 Let x0 ∈ X and let f : X → R∪{+∞} and ρ : X → [0,∞) be two convex
lsc functions such that ρ(0) = 0 and the function f(·) + ρ(· − x0) is epi-pointed. For
any ε ≥ 0, x0 ∈ X and x∗0 ∈ ∂εf(x0) with x∗0 ∈ int(dom(f + ρ(· − x0))∗), there exists
xε ∈ X such that:

(a) ρ(x0 − xε) ≤ ε,

(b) x∗0 ∈ ∂(f + ρ(· − x0))(xε),

(c) |f(x0)− f(xε)| ≤ |〈x∗0, x0 − xε〉|+ ε.

(3) Since every convex function in Banach spaces can be adequately perturbed to obtain
an epi-pointed function, we can recover in the Banach setting the usual Brøndsted-
Rockafellar theorem (see Section 3.3).

(4) We also obtain other important results in the same spirit, Theorem 3.10 for the Maxi-
mal monotonicity of the subdifferential, Theorems 3.12 and 3.14 for the subdifferential
limiting calculus rules for functions defined in locally convex spaces.

Theorem 3.10 Let f : X → R ∪ {+∞} be a convex lsc function. If either f or f ∗ is
epi-pointed, then ∂f and ∂f ∗ are maximal monotone operators.

Theorem 3.12 Let X,Z be two lcs, A ∈ L(X,Z), g ∈ Γ0(Z) be an epi-pointed func-
tion, f := g ◦ A and x ∈ dom f . Then x∗ ∈ ∂f(x) if and only if there exists a net
(zi, z

∗
i )i∈I ∈ Z × Z∗ such that z∗i ∈ ∂g(zi), zi → y = Ax, g(zi)→ g(y), 〈zi − z, z∗i 〉 → 0

and A∗(z∗i )
w∗→ x∗.

5



Theorem 3.14 Let f1, f2 ∈ Γ0(X) be two epi-ponted functions and x ∈ dom(f1 + f2).
Then x∗ ∈ ∂ (f1 + f2) (x) if and only if there exist two nets (xk,i, x

∗
k,i)i∈I ⊂ X × X∗

such that x∗k,i ∈ ∂fk(xk,i) k = 1, 2, xk,i → x, fk(xk,i) → fk(x), 〈xk,i − x, x∗k,i〉 → 0, for

k = 1, 2, and (x∗1,i + x∗2,i)
w∗→ x∗.

Extensions of Zagrodny’s Mean Value Theorem, integra-
tion theorems and characterization the of convexity for a
generalized subdifferential of functions defined in locally
convex spaces

After finishing the previous work we face the nonconvex case and investigate the behavior of
epi-pointed functions under some notions of generalized differentiation.

As a result of the discovery of variational principles in Banach spaces and examples which
show the vacuity of the subdifferential of an lsc convex function, the theory of subdifferen-
tial has centred its attention on the setting of Banach spaces with appropriate smoothness
properties for each subdifferential. The main purpose of our work in this chapter was to ex-
plore subdifferential-techniques outside the framework of Banach spaces. We are forewarned
that this task is impossible for all lsc functions, therefore our efforts are concentrated in two
frameworks: First in the class of epi-pointed functions in arbitrary locally convex spaces, and
second for the class of lsc functions defined in a special class of locally convex spaces.

With this purpose we begin by recalling some definitions of subdifferentials available in
the literature, that we classify into two groups. A subdifferential which is defined at a given
point and it does not take into account variational properties of a function in its neighbor-
hood. Usually, such subdifferentials come from some classical notions of differentiability; for
example: Fréchet, Gâteaux, Dini, Hadamard, etc. The other group incorporates differential
properties of a function near a given point. Usually, these subdifferentials can be represented
as (some kinds of) limits of simple previous ones. Examples of these subdifferentials are the
famous generalized gradient of Clarke-Rockafellar, the Limiting/Mordukhovich subdifferential,
the approximate subdifferential and the G-Subdifferential of Ioffe.

Among the mentioned nonconvex subdifferentials, two ideas motivated the notion of sub-
differential adopted in Chapter 4 (see Definition 4.1). The first corresponds to the idea of
using the concept of the ε-enlargements of the Fréchet subdifferential (see also [62] for the
ε-enlargement of the Dini-Hadamard subdifferential). This notion allowed Mordukhovich to
define his subdifferential in arbitrary Banach spaces and establish many suitable calculus
rules, see for example the book [84, Chapter I]. Following the mentioned book we recall
the Limiting/Mordukhovich and the singular Limiting/Mordukhovich subdifferentials for a
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function f at a point x ∈ dom f as the sets:

∂M f(x) := lim sup
xn

f→x
εn↓0

∂εF f(xn),

∂∞M f(x) := lim sup
xn

f→x
λn,εn↓0

λn ∂
ε
F f(xn),

(3)

respectively, where the limits correspond to the sequential Painlevé-Kuratowski upper limits
taken with respect to the norm in X and the weak∗ topology in X∗. Here ∂εF f denotes the
ε-enlargements of the Fréchet subdifferential, which is defined as:

∂εF f(x) = {x∗ | lim inf
h→0

f(x+ h)− f(x)− 〈x∗, h〉
‖h‖

≥ −ε}. (4)

The second idea, which motivates our definition (see Definition 4.1), was the ideas given
by Ioffe, with his construction of the approximate subdifferential and G-subdifferential (see
for example [65]). In [61] the author considers an extension to every locally convex space,
using the family F of all finite dimensional subspaces of X. Then Ioffe introduced the A-
subdifferential and the singular A-subdifferential of f at x as the sets

∂A f(x) :=
⋂
L∈F

lim sup
x′
f→x

∂−D fx′+L(x′),

∂∞A f(x) :=
⋂
L∈F

lim sup
x′
f→x

λ↓0

λn ∂
−
D fx′+L(x′), (5)

respectively. Here fx′+L denotes the function f + δx′+L and ∂−D means the Dini-Hadamard
subdifferential, given by

∂− fDf(x) = {x∗ | 〈x∗, h〉 ≤ d−f(x;h), for all h ∈ X},

where d−f(x;h) is the (lower) Dini-directional derivative of f at x

d−f(x;h) := lim inf
t→0+

u→h

f(x+ tu)− f(x)

t
.

The Limiting/Mordukhovich and the Approximate subdifferentials motivate us to start
considering a family of subdifferentials instead of only one. Then we introduce Definition
4.1 as our starting point. In this definition we consider a family of set-valued operators
∂L,i : X ⇒ X∗ with (L, i) ∈ L × I, where L is a family of linear subspaces which covers
X and (I,�) is a directed set. The family ∂F,i is allowed to satisfy a certain approximate
Fermat rule.

The reader can notice that our motivation to consider the family L comes from (5), where
the subdifferential is indexed by the family of finite dimensional subspaces. In [61, 62] the
author proved that this family can be changed by a smaller one with certain nice properties
for the subdifferential. Our motivation to consider the order set (I,�) comes from the
Limiting/Mordukhovich subdifferential and its ε-enlargements (see (3) and (4)).
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With the previous definition in mind we propose to prove an extension of Zagrodny’s Mean
Value Theorem. Given that one of the most important (among many others of course) and
more general tools in nonconvex subdifferential theory is Zagrodny’s Mean Value Theorem
(see [130] and see [114] for an extension to a more general class of subdifferentials) we extend
this result using Definition 4.1. Our result establishes the following.

Theorem 4.9 Consider a family of subdifferentials {∂̂i,L : i ∈ I, L ∈ L} for a given proper
lsc function f . Assume that one of the following conditions holds:

(a) The topology on X is generated by a family of seminorms (ρL)L∈L, where for every
L ∈ L, (L, ρL) is a Banach space, and ρM ≤ ρL for all M ⊆ L.

(b) f is a w-lsc and epi-pointed function.

Then, for every a, b ∈ X with a ∈ dom f and a 6= b, r ∈ R with r ≤ f(b) and every
continuous seminorm p such that p(a−b) 6= 0, there exist c ∈ [a, b[ and (xα, x

∗
α)α∈A ∈ X×X∗

such that {(iα, Lα)}α ∈A is cofinal in I × L, (xα)α∈A
f→ c, x∗α ∈ ∂̂iα,Lα f(xα) with xα ∈ Lα,

and

(i) r − f(a) ≤ lim infα〈b− a, x∗α〉,

(ii) 0 ≤ lim infα〈c− xα, x∗α〉,

(iii) p(b−c)
p(b−a)

(r − f(a)) ≤ lim infα〈b− xα, x∗α〉,

(iv) p(b−a)
p(c−a)

(f(c)− f(a)) ≤ (r − f(a)).

Moreover, if c 6= a, then one has limα〈b− a, x∗α〉 = r − f(a).

It is important to discuss the two cases explored in the above result. The epi-pointed case
comes from the interest of the authors in exploring the variational properties of nonconvex
epi-pointed functions. The second case is not only motivated by the ideas of Ioffe and the
consideration of L as the family of all finite-dimensional subspaces; this case also comes from
the observation that many spaces for applications, which are not Banach spaces, can be
obtained by union of a countable family of Banach spaces, or they have a countable family
of Banach spaces which their union is dense in the space; for example:

i) The space of k-times continuously differentiable functions from an open set Ω to R with
compact support Ck

0 (Ω,R) with the topology generated by the uniform convergence of
all its derivatives over compact sets. This space is generated by the spaces Ck

0 (K,R)
with K being a compact set included in Ω.

ii) The space of all locally p-integrable (also called p-locally integrable) functions. This
space has a dense subspace generated by all the integrable functions which vanish
outside of a compact set.

We hope that our result could bring new ideas from variational analysis in Banach spaces
to applications in locally convex spaces.

Using Theorem 4.9 we were able to extend other important results, such as the density of
the domain of subdifferentials, known also as Like-Brøndsted-Rockafellar Theorems:
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Corollary 4.11 In the setting of Theorem 4.9, if x ∈ dom f , then there exists (xβ, x
∗
β)β∈U ⊆

gph ∂̂Lβ ,iβ f such that xβ
f→ x and lim inf〈x−xβ, x∗β〉 ≥ 0. In particular, dom f ⊆ lim sup

L,i
dom ∂̂L,i f .

Also we obtain results concerning the integration of subdifferentials. The most general
result is

Theorem 4.13 In the setting of Theorem 4.9, consider a function g ∈ Γ(X) and a contin-
uous seminorm ρ. Suppose there exist ε ≥ 0 and a net (εi)i∈I ↓ ε and an open convex set U
with U ∩ dom f 6= ∅ such that

∂̂L,i f(x) ⊆ ∂ g(x) + εiBρ(0, 1)◦ + L⊥, ∀x ∈ C, ∀i ∈ I,∀L ∈ L.

Then C ∩ dom f = C ∩ dom g and for all x ∈ C, y ∈ C ∩ dom f one has

g(x)− g(y)− ερ(x− y) ≤ f(x)− f(y) ≤ g(x)− g(y) + ερ(x− y). (6)

The reader can notice that (6) implies the equality f(x)− f(y) = g(x)− g(y) when ε = 0.
More precisely, the following corollary holds.

Corollary 4.16 In the setting of Theorem 4.13, assume that ε = 0 and C = X. Then there
exists c ∈ R such that f = g + c.

Theorem 4.13 also allows to prove two recent results about integration of subdifferentials.
The first one is due to Thibault [81, Theorem 1.2] (see Corollary 4.17 for our result) and the
second one is a particular case of a more general result due to Correa-Hantoute-Salas [32,
Theorem 4.8] (see Corollary 4.19 for our result).

The final goal of this Chapter was to establish a characterization of the convexity by means
of the monotonicity of the subdifferential. This result is due to Correa-Jofre-Thibault [35,
Theorem 2.2 and 2.4] for an lsc function defined in a Banach space X. We extend this result
for weakly lsc epi-pointed functions defined in an arbitrary locally convex space.

Theorem 4.20 In the setting of Theorem 4.9, assume that ∂̂ is a subdifferential and consider
the following statements:

(i) f is convex.

(ii) ∂̂ f is monotone.

(iii) ∂̂ f(x) ⊆ ∂ f(x), for all x ∈ X.

Then (ii) and (iii) are equivalent and each one implies (i). In addition, if ∂̂ f coincides with
the Moreau-Rockafellar subdifferential for every convex function f , then the three statements
are equivalent.
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A complete characterization of the subdifferential of con-
vex integral functions

Several problems in applied mathematics such calculus of variation, control theory and
stochastic programming among others concern the study of integral functionals. By this
is meant an expression of the form

Îf (x) :=

∫
T

max{f(t, x(t)), 0}dµ(t) +

∫
T

min{f(t, x(t)), 0}dµ(t), x(·) ∈ X, (7)

where (T,A, µ) is a complete σ-finite measure space and X is some linear space of A-
measurable functions with values on X. The function f : T × Rn → R is the associated
integrand (see Definition 1.5 and 1.20 for more details).

The aim of this Chapter is to bring formulas for the subdifferential of the convex integral
functional Îf when the space of measurable functions is the constant functions, that is to
say, x ∈ X → If (x) =

∫
T
f(t, x)dµ(t); for this reason we give to this functional the special

notation If instead of Îf ; this particular case is also known as a continuous sum.

A well-known formula, given by Ioffe-Levin [66], shows that under certain assumptions of
continuity of the integral the following formula holds for the subdifferential of If

∂ If (x) =

∫
T

∂ f(t, x)dµ(t) +Ndomf
(x), for all x ∈ Rn, (8)

where the set
∫
T
∂ f(t, x)dµ(t) is understood in the sense of the Aumman integral, that is to

say, as the set of points of the form
∫
T
x(t)dµ(t) where x is an integrable function such that

x(t) ∈ ∂ f(t, ·)(x) for almost all t ∈ T (see Definition 1.23). One can compare (8) with its
discrete counterpart, which states that for every two convex lsc functions f1, f2 such that f1 is
continuous at some point of the domain of f2 one gets ∂(f1 +f2)(x) = ∂ f1(x)+∂ f2(x) for all
x ∈ Rn. Thus, a reasonable idea is give similar formulas as the given by Hiriart-Urruty and
Phelps without qualification conditions (see Proposition 1.2). Consequently it feels natural
to think in a generalization of (8) as

∂ If (x) =
⋂
η>0

cl

{∫
T

∂η f(t, x)dµ(t) +Ndomf
(x)

}
for all x ∈ Rn. (9)

Unfortunately, such a mathematical expression does not hold without any qualification
conditions; indeed, one can even show counterexamples where the set

∫
T
∂ε f(t, x)dµ(t) is

empty and the integrand ft(·) is smooth at the point of interest.

Example 5.12 Consider the function f(x) := b
a
x + b + δ[−η,η] a, b, η > 0, then we have

∂ε f(0) =
[
− ε
η

+ b
a
, ε
η

+ b
a

]
. Indeed,

α ∈ ∂ε f(0)⇔ α · x ≤ f(x)− f(0) + ε ∀x ∈ [−η, η]

⇔ α · x ≤ b

a
x+ b− b+ ε ∀x ∈ [−η, η]

⇔ (α− b

a
) · x ≤ ε ∀x ∈ [−η, η].
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Then, it is clear that the last inequality holds if and only if α ∈
[
− ε
η

+ b
a
, ε
η

+ b
a

]
. Using the

previous function one constructs a normal integrand f :]0, 1] × R → [0,+∞] by f(t, x) :=
b(t)
a(t)

x+ b(t) + I[−η(t),η(t)], with b(t) = 1√
t

+ 1, a(t) = δ(t) = t. Hence we compute

If (x) =


1∫

0

(1 +
1√
t
)dt if x = 0,

+∞ if x 6= 0.

That implies ∂ If (0) = R, but
∫
T
∂ε f(t, 0) = ∅ for ε < 1.

The above example motivates us to use larger sets than
∫
T
∂ε f(t, x)dµ(t) to generalize

(8). The main result of Chapter 5 is Theorem 5.9, which solves the emptiness of the integral
of the set-valued map adding the indicator of the domain of the function If .

Theorem 5.9 Let f : T ×X → R be such that for every finite dimensional space F of X,
f|F : T ×F → R a is convex normal integrand. Then for every ε ≥ 0 and x ∈ X we have the
formulas

∂ε If (x) =
⋂

L∈F(x)

⋃
ε=ε1+ε2
ε1,ε2≥0
`∈I(ε1)


∫
T

∂`(t)(ft + δaff{L∩dom If})(x)dµ(t) +N ε2
dom If∩L(x)

 (10)

=
⋂

L∈F(x)

⋃
`∈I(ε)


∫
T

∂`(t)(ft + δL∩dom If )(x)dµ(t)

 , (11)

where F(x) := {V ⊆ X : V is finite dimensional linear space and x ∈ V } and I(η) := {` ∈
L1(T,R+) :

∫
T
`(t)dµ(t) ≤ η}.

Using Theorem above we established simplifications under some additional assumptions,
in particular a generalization of Formula (8) is provided for the case of the ε-subdifferential.

Corollary 5.23 In the setting of Theorem 5.9 assume that one of the following conditions
holds.

(a) (T,A) = (N,P(N)).

(b) X,X∗ are Suslin spaces and f convex normal integrand.

In addition, assume that If and (f(t, ·))t∈T are continuous at some x0. Then for every
x ∈ X

∂ε If (x) =
⋃

ε=ε1+ε2
ε1,ε2≥0
`∈I(ε1)

{
(w)−

∫
T

∂`(t) ft(x)dµ(t) +N ε2
dom If

(x)

}
.
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In Example 5.25 it is shown the necessity of considering the weak integral of a multifunction
instead of the strong integral.

From the fact that the measure space (T,A, µ) could be any complete σ-finite measure,
Theorem 5.9 also provides us important corollaries about the subdifferential of finite sums
of convex functions and also series of convex functions. In the case of finite sums of convex
functions Corollary 5.14 shows that when some qualification condition holds for a particular
function, for instance the continuity at some point of its domain, then the formulas provided
by Hiriart-Urruty and Phelps (see Proposition 1.2) can be simplified using the exact subdif-
ferential for the function which satisfies the qualification condition. The exact statement is
the following.

Corollary 5.17 Let {gi}ki=1, {gi}pi=k+1 ⊆ Γ0(X) such that⋂
i≤k

riaff(dom gi)(dom gi) ∩
⋂

j≥k+1

dom gj 6= ∅

and for every j ≤ k, gj is continuous on riaff(dom gi)(dom gi). Then for all x ∈ X

∂

( p∑
i=1

gi

)
(x) =

⋂
εi>0,i>k∑

εi=ε

cl

{∑
i≤k

∂ gi(x) +
∑
i>k

∂εi gi(x)

}
.

The reader can understand the above formulation as an intermediate result between
Hiriart-Urruty and Phelps and Rockafellar formulas for the sum of convex functions.

In the case of series of convex functions the results found in this chapter correspond to
a generalization of the formulas presented in [121, 131]. Also the following example gives an
answer to the question proposed in [121, Question 2.12].

Example 5.27 Consider (T,A) = (N,P(N)) and X = `1, and let (en)n be the canon-
ical basis of `1, and µ be the finite measure given by µ({n}) = 1. Define the integrand
f : N × `1 → R as f(n, x) := |〈en, x〉|1+1/n, so that If (x) =

∑
|〈en, x〉|1+1/n < +∞. Since

each fn is a Fréchet-differentiable convex function such that ∇fn(x) = (1 + 1
n
)|〈x, en〉|1/nen,

according to Corollary 5.26 If is Gâteaux-differentiable on `1, with Gâteaux-differential equal
to
∑
∇fn(x) :=

∫
N∇fn(x)dµ(n) =

∑
(1 + 1

n
)|〈x, en〉|1/nen (by Corollary 5.14). Thus, if If

would be Fréchet-differentiable at x = 0, then we would have

If (n
−1en)− If (0)− n−1〈∇If (0), en〉

n−1
= nn−1− 1

n = n−
1
n → 1,

which is a contradiction.

From the fact that our formulas involve the use of the Normal cones, we also provide
characterizations of this object in terms of the data ft (see for example Corollary 5.34,
Lemma 5.36 and Theorem 5.37).

In [64] Ioffe proved that the subdifferential of the convex integral functional If can be
characterized as the limits of measurable functions x∗(t) ∈ ∂ f(t, x(t)) with certain properties.
More precisely, he stated the following result, which can be found in [64, Theorem 1 and 2].
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Theorem B Let X be a separable Banach space and let f : T ×Rn → R be a convex normal
integrand satisfying the following lower bound condition: There exist a∗ ∈ L1

w∗(T,X
∗) and

α ∈ L1(T,R) such that

f(t, x) ≥ 〈a∗(t), x〉+ α(t), for all t ∈ T, x ∈ X. (12)

Then one has x∗ ∈ ∂ If (x) if and only if there exist nets of integrable functions xν ∈ L1(T,X)
and x∗ν ∈ L1

w∗(T,X
∗) such that:

(a) x∗ν(t) ∈ ∂ f(t, xν(t)) ae,

(b) w∗- lim

∫
T

x∗νdµ(t) = x∗,

(c) lim

∫
T

f(t, xν(t)dµ(t) = If (x),

(d) lim

∫
T

〈x∗ν(t), x− xν(t)〉dµ(t) = 0.

In addition, if X is reflexive, the preceding nets can be replaced by sequences and the

w∗-convergence of
∫
T

x∗νdµ(t) can be taken in the norm topology.

Also in the same paper the author made the statement that the measurable selection xν can
be taken in Lpw∗(T,X∗) for all p ∈ [1,+∞), but he could not prove the case p = +∞. Recently,
Lopez and Thibault [80] generalized the last result for any p ∈ [1,+∞]. They understood the
integral functional If as the composition of the operator Îf defined on Lp(T,X) and the linear
functional X 3 x → x1T ∈ Lp(T,X). Then, they applied the well-known fuzzy composition
rule (see e.g. [116, Theorem 1]) to provide a generalization of the above result. Section 5.7
also responds partially to the question made by Ioffe in a different way, in the sense that the
approximate measurable selections can also converge uniformly almost everywhere in various
forms, see Theorems 5.38 and 5.41 for more details.

It is important to mention that this Chapter gives an upper-estimate for the Clarke’s
subdifferential of an integral functional in an arbitrary locally convex space, the reader can see
[23, Theorem 2.7.2] for comparing the classical result with Proposition 5.29. Also our upper-
estimate can be compared with a recent result due to Murdokhovich-Sagara in an arbitrary
Asplund space [86]. Finally, Proposition 5.29 gives us Corollary 5.30, which guarantees the
closedness of the integral of measurable multifunction with convex closed values.

Sequential and exact formulae for the subdifferential of
nonconvex integral functionals

The aim of Chapter 6 is the study of Hadammard, Fréchet, Proximal, Mordukhovich, G- and
Clarke subdifferentials of the integral functional

If (x) =

∫
T

f(t, x)dµ(t),
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when the normal integrand f is not necessarily convex with respect to x.

The first step was to find some sequential approximation as in the result of Ioffe [64] and
Lopez-Thibault [80]. For this reason in section 6.1.1, inspired by the work of Lopez-Thibault
in the convex case, we treated the integral functional If as the composition between the
operator Îf defined on Lp(T,X) and the linear functional x → x1T ∈ Lp(T,X). In this
section we apply a recent results on the calculus of the Fréchet subdifferential of the functional
Îf on Lp(T,X) with p ∈ (1,+∞) under the assumption that the measure space (T,A, µ) is
non-atomic (see [90, Theorem 12 and Theorem 22]), then using theses theorems we apply the
fuzzy chain rule for the Fréchet subdifferential (see e.g. [14, Theorem 3.5.2]) to establish a
sequential formula for the Fréchet subdifferential of If in the spirit of the result of Ioffe and
Lopez-Thibault mentioned previously (see Theorem 6.1 for our result).

Unfortunately, in this part of the chapter we also showed that we cannot study the
functional If as a simple matter of a composition between Îf and the linear functional
x→ x1T ∈ L1(T,X) (see Example 6.2). Also the lack of formulas for the case of non-atomic
measures and for other subdifferentials impedes us to continue the study of the functional If
using these ideas. Facing this inconvenience in Section 6.1.2 we adapt a notion of robusted
local minimum for this class of functionals (see Definition 6.3). This definition opens a gate
to apply Borwein-Preiss’s variational principle (see e.g. [14, Theorem 2.4.1 and Theorem
2.5.2]) as in the case of discrete sums. Posteriorly, in Section 6.1.3 we established approx-
imate formulae for bornological subdifferentials and for the proximal subdifferential of the
integral function If by means of measurable selections in the subdifferential of the functions
f(t, ·). Our results establish the following (see Theorems 6.10, 6.11 and 6.12 for another
versions of this statement).

Theorem 6.12 Let f : T × X → [0,+∞] be a normal integrand and assume that X is
separable, or (T,A) = (N,P(N)). Consider β a bornology on X and p, q ∈ [1,+∞] with
1/p+ 1/q = 1. Consider x∗ ∈ ∂̂If (x). If ∂̂ and X satisfy one of the following conditions:

(i) ∂̂ = ∂−β , X is a β-smooth space, or (ii) ∂̂ = ∂P , X is a Hilbert space.

Then for every w∗-continuous seminorm ρ in X∗, there exist sequences xn ∈ Lp(T,X),
x∗n ∈ Lqw∗(T,X∗) such that

(a) x∗n(t) ∈ ∂̂f(t, xn(t)) ae.

(b) ‖x− yn‖ → 0,‖x− xn(·)‖p → 0.

(c)
∫
T

‖x∗n(t)‖‖xn(t)− yn‖dµ(t)→ 0.

(d)
∫
T

〈x∗n(t), xn(t)− x〉dµ(t)→ 0.

(e) ρ
( ∫

T

x∗n(t)dµ(t)− x∗
)
→ 0.

(f)
∫
T

|f(t, xn(t))− f(t, x)|dµ(t)→ 0.

A straightforward application of the techniques of separable reduction gives us the follow-
ing corollary.
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Corollary 6.15 The statement of Theorem 6.12 holds with ∂̂ = ∂F if we assume that X is
a non-separable Asplund space and (T,A) = (N,P(N)).

Theorem 6.12 gives us Corollary 6.16, which characterizes the subdifferential of a convex
integral functional. Also an appropriate comment was written about the non-necessity of the
smoothness assumption in this result when the measure is (T,A) = (N,P(N)) (see Remark
6.17).

Corollary 6.16 In the setting of Theorem 6.12 assume that f is a convex normal integrand
(i.e. ft is convex for all t ∈ T ). Then one has x∗ ∈ ∂ If (x) if and only if there are nets
xν ∈ L∞(T,X) and x∗ν ∈ L1(T,X∗) such that x∗ν(t) ∈ ∂ f(t, xν(t)) ae, ‖x − xν(·)‖∞ → 0,∫
T
x∗ν(t)dµ(t)

w∗→ x∗,
∫
T
〈x∗ν(t), xν(t) − x〉dµ(t) → 0 and

∫
T
|f(t, xν(t)) − f(t, x)|dµ(t) → 0.

If the space X is reflexive we can take sequences instead of nets and the w∗-convergence of∫
T
x∗ν(t)dµ(t) is in norm topology.

It is worth comparing our approach to the work due to Ioffe and Lopez-Thibault. First
the lower bound condition (12) can always be carried to our setting considering the function
h(t, x) := f(t, x) − 〈a∗(t), x〉 − α(t) (see also Theorem 6.11 and 6.12 for other lower bound
assumptions). Second our theorem improves the approximation found by Ioffe. Third, our se-
quential approximation does not involve the use of singular elements in the dual of L∞(T,X)
to characterize the subgradients as in the Theorem due to Lopez-Thibault. Finally, we bypass
the convexity assumption in the results of Ioffe and Lopez-Thibault.

Finally, in Section 6.2 we encountered with calculus of the Limiting/Mordukhovich sub-
differential, the G-subdifferential and the Clarke’s subdifferential. Due to the multiple sub-
differentials involved in the following results we adopt the following notation: If X is an
F -smooth space ∂̂ = ∂−F , ∂L = ∂M , ∂∞L = ∂∞M , otherwise ∂̂ = ∂−H , ∂L = ∂̃

∞
G , ∂∞L = ∂̃

∞
G .

Since the interchange between the limits and the sign of integral is not for free, we had
to impose an additional assumption. We use a condition, which generalizes the classical
condition about the Lipschitz continuity of the integral functional (see e.g. [23, Theorem
2.7.2]). In the classical Lipschitz condition it is required that for a point of interest x̄ there
exist a neighborhood of the point U and an integrable function K such that

|f(t, y)− f(t, z)| ≤ K(t)‖y − z‖, for all y, z ∈ U and all t ∈ T (13)

Instead of the above condition we impose a subdifferential inclusion which is

∂̂f(t, y) ⊆ K(t)B(0, 1) + C(t), for all y, z ∈ U and all t ∈ T,

where K is an integrable function and the multifunction C(t) is a set-valued mapping satis-
fying the Integrable compact sole property (see Definition 6.20), which in the particular case
when C is a constant convex closed cone, is equivalent to assuming that the polar set

C− := { x ∈ X : 〈x∗, x 〉 ≤ 0, for all x∗ ∈ C},

has a non-empty interior (see Lemma 6.22 for a more detailed equivalence of this definition).
Also the reader can notice that when C is reduced to the zero cone, then our definition
reduces to (13).
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With this assumption the we obtain an upper-estimate for the Mordukhovich suddifferen-
tial, the G-suddifferential and the Clarke-Rockafellar subdifferential of the integral functional
If (see Theorem 6.21 and Corollary 6.27). One of the most important characteristics of this
condition is that it gives us an upper-estimate for the subdifferential of integral functionals
even when the function If is not Lipschitz continuous. As far as we know this is the first
formula for nonconvex and non Lipschitz integral functionals. Now we present the main
result of Section 6.2.

Theorem 6.21 Let X be a separable Banach space and let x ∈ dom If . Suppose there exist
δ > 0, a measurable multifunction C : T ⇒ X∗ satisfying the integrable compact sole property,
and an integrable function K(·) > 0 such that

∂̂f(t, x′) ⊆ K(t)B(0, 1) + C(t),∀x′ ∈ B(x, δ), ∀t ∈ T,

Then

∂L If (x) ⊆
⋂{∫

T

∂L f(t, x)dµ(t) + UI(C)− +W⊥
}
,

∂∞L If (x) ⊆
⋂{∫

T

∂∞L f(t, x)dµ(t) + UI(C)− +W⊥
}
,

where the intersection is over all finite dimensional subspaces W of X and

UI(C) := {ξ ∈ X : σC(·)(ξ)
+ ∈ L1(T,R)}.

Consequently,

∂C If (x) ⊆ cow
∗
{∫

T

∂L f(t, x)dµ+

∫
T

∂∞L f(t, x)dµ(t) + UI(C)−
}
.

Now let we illustrate the above result with a simple example.

Example 6.29 Consider the integrand f :]0, 1]× R→ [0,+∞) given by

f(t, x) =

{
x3/2t−1+x if x > 0,

0 if not.

It is easy to check that f is continuously differentiable with respect to x and

If (x) =

{ √
x if x > 0,

0 if x ≤ 0.

Then one gets easily ∂M If (0) = ∂∞M If (0) = [0,+∞),

∂F f(t, x) =

{
3
2
x1/2t−1+x + x3/2 ln(t)t−1+x if x > 0,

0 if x ≤ 0,

and ∂M f(t, x) = {0}. Then we can consider C(t) = [0,+∞), applying our result we get

∂ If (0) =

∫
]0,1]

∂M ft(0)dµ(t) + UI(C)− = {0}+ [0,+∞)
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and ∂∞M If (0) = [0,+∞). The same example can be modified as

f(t, x) =

{
x2t−1+x if x > 0,

0 if x ≤ 0.

Then one has
If (x) =

{
x if x > 0,
0 if x ≤ 0.

Therefore, the integral functional If is Lipschitz continuous, but it is not true that ∂M If (0) =
[0, 1] is included in

∫
]0,1]

∂M f(t, 0)dµ(t) = {0} as in classical results (see [85, Lemma 6.18]
and also [86] for an extension of this result). However, our results guarantee the non-trivial
inclusion ∂M If (0) ⊆

∫
]0,1]

∂M f(t, 0)dµ(t) + [0,+∞).

As a final comment we recall that in finite dimensional setting two lsc functions f1, f2

satisfy the sum rule inclusion ∂M(f1 + f2)(x) ⊆ ∂M f1(x) + ∂M f(x) at a point x provided
that the asymptotic qualification condition ∂∞M f1(x) ∩ ∂∞M f2(x) = {0} holds. However,
the reader can notice that in the above example the integrand is continuously differentiable
and then the singular subdifferential ∂∞M ft(0) = {0} for all t ∈ T . The last shows that
it is not possible to recover similar criteria, as in the finite sums, in terms of the singular
subdifferentials, to get an inclusion of the form ∂ If (x) ⊆

∫
T
∂M ft(x)dµ(t).

Subdifferential characterization of probability functions un-
der Gaussian distribution

For a probability function it is understood an assignment of the form

x→ ϕ(x) := P(g(x, ξ) ≤ 0), (14)

where g : X×Rm → Rs is a mapping defining a system of random inequalities and ξ is an m-
dimensional random vector defined in some probability space (Ω,A,P). The reader also can
notice that from the theoretical viewpoint of the problem one can assume s = 1 passing to
the maximum over the component max gj. Typical applications for this class of functions can
be found in water management, telecommunications, electricity network expansion, mineral
blending, chemical engineering, etc, where the problem can be model as:

min c(x)
s.t P(g(x, ξ) ≤ 0) ≥ p,

x ∈ C.
(15)

Here c represents a cost function, C a non-empty set, typically a set of the form {x |
hi(x) ≤ 0, hj(x) = 0, for all i = 1, ..., N ; j = 1, ...,M} with smooth functions hi, hj, and the
inequality P(g(x, ξ) ≤ 0) ≥ p expresses that a decision vector x is feasible if and only if the
random inequality g(x, ξ) ≤ 0 is satisfied with probability at least p.

When one solves probabilistic constrained problems via numerical nonlinear optimization
methods, almost any algorithms needs not only to calculate the values of the functional ϕ; one
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also needs to have an access to gradients of ϕ, or subgradients when the optimization problems
is nonsmooth. It has been proved that particular cases, for example when the probability
function has the form ϕ(x) = P(D(x)ξ ≤ c(x)) under Gaussian distribution and with a
possible singular matrix D(x), the computation of the values of ϕ and also the gradient of the
probability function can be analytically reduced to the computation of Gaussian distribution
functions (see e.g. [55, 122, 124–126]). However, when the models on the variable involving
ξ are nonlinear, a reduction to distribution cannot be applied. In this setting, another
approach, the so-called spherical radial decomposition of Gaussian random vectors (see for
example [49]) appears to be promising for calculating both functions values and gradients of
ϕ. Basically for a m-dimensional Gaussian vector distributed according to ξ ∼ N (0, A) for
some correlation matrix A; the spherical radial decomposition decomposes the vector ξ into
the product of two random vectors η and ζ in the form ξ = ηLζ, where A = L × LT is the
Cholesky decomposition of the matrix A, η has a χ-distribution with m-degrees of freedom,
and ζ has a uniform over the Euclidean unit sphere of Rm, Sm−1 := {z ∈ Rm |

∑
z2

i = 1}.
This decomposition allows us to write the probability distribution as an nonconvex integrand
functional, as studied in Chapter 6. More precisely,

ϕ(x) :=

∫
Sm−1

e(v, x)dµζ(v),

where
e(v, x) = µη({r ≥ 0 : g(x, rLv) ≤ 0}). (16)

Here µη is the one-dimensional Chi-distribution with m degrees of freedom, and µζ refers to
the uniform distribution on Sm−1.

The last formulation resulted crucial and appropriate for solving this problem using the
results obtained in Chapter 6. Nevertheless, the variational behavior of the function e(v, ·)
involves nonsmoothness, even when function g is continuously differentiable in both variables.
The following example given in [123] shows that it is not enough considering the function g
to be smooth to obtain the differentiability of the function ϕ

Example Let ξ have a one-dimensional standard Gaussian distribution, and define

g(x1, x2, x3, ξ) := (ξ − x1, ξ − x2,−ξ − x3).

Then, with Φ(t) := 1√
2π

t∫
−∞

e−τ
2/2dτ being the one-dimensional standard Gaussian distribution

function, one has that

ϕ(x1, x2, x3) = max{ min{Φ(x1),Φ(x2)} − Φ(x3), 0}.

Clearly, ϕ fails to be differentiable at x := (0, 0,−1).

Even when it is considered only one single continuously differentiable inequality the non-
smoothness of the function ϕ could be appear.

Example 7.15 Define the function g : R× R2 → R by

g (x, z1, z2) := α(x)eh(z1) + z2 − 1,
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where

α(x) :=

{
x2 x ≥ 0
0 x < 0,

h (t) := −1− 4 log (1− Φ(t)) ; Φ(t) :=
1√
2π

t∫
−∞

e−τ
2/2dτ.

Moreover, let ξ have a bivariate standard normal distribution, i.e.,

ξ = (ξ1, ξ2) ∼ N
(

(0, 0) ,

(
1 0
0 1

))
.

Then ϕ fails to be differentiable at x = 0, see Figure 2 for a graphical inspection and see
Section 7.6 for details.

Figure 2: Probability function ϕ of Example 7.15.

Above examples show that it is not sufficient to study the differentiability of the function ϕ.
To the best knowledge of the author, Henrion and Van Ackooij in [123] where the first authors
in to study the Clarke’s subdifferential of the probability function. They provided criteria
for the differentiability and Lipschitz continuity of the function ϕ together with formulae for
the gradient and subgradients of the function ϕ at a point of interest x̄ under the assumption
that each component gi is continuously differentiable and convex with respect to the second
argument. To avoid pathological situations the authors impose a growth condition over the
gradient ∇xg(x, z) in a neighborhood of the point x̄. They assumed that the components gi

satisfy the exponential growth condition, which is

∃l > 0 : ‖∇xgi(x, z)‖ ≤ le‖z‖ ∀x ∈ B (x̄, 1/l) , ‖z‖ ≥ l, i = 1, . . . , p. (17)
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The aim of this work is to extend the previous results to infinite-dimensional setting on X,
using a weaker growth condition and assuming only local Lipschitz continuity of g. Our main
assumptions of this chapter are:

1. X is a reflexive and separable Banach space.
2. Function g is locally Lipschitzian as a function of both arguments

(H) simultaneously, and convex as a function of the second argument.
3. The random vector ξ is Gaussian of type ξ ∼ N (0, A) , where A

is a correlation matrix.

Before presenting our results let me introduce some notations. To understand the function
e(v, x) we associate the finite and infinite directions defined respectively as

F (x) := {v ∈ Sm−1 | ∃r ≥ 0 : g(x, rLv) = 0},
I(x) := {v ∈ Sm−1 | ∀r ≥ 0 : g(x, rLv) < 0}.

It is easily observed that F (x) ∩ I(x) = ∅ and that F (x) ∪ I(x) = Sm−1 by continuity of g.
Moreover, the number r ≥ 0 satisfying g(x, rLv) = 0 in the case of v ∈ F (x) is uniquely
defined, due to the convexity of g in the second argument. We use the auxiliary function
ρ : Sm−1 ×X → [0,+∞] called radius function defined as:

ρ (v, x) :=

{
r such that g(x, rLv) = 0 if v ∈ F (x),
+∞ if v ∈ I(x). (18)

This definition allows us to rewrite the radial probability function e from (16) in the form

e(v, x) = µη ([0, ρ (v, x)]) = Fη (ρ (v, x)) (19)

whenever g(x, 0) < 0. Here, Fη refers to the Chi-distribution with m degrees of freedom, so
that F ′η(t) = χ(t), where χ is the corresponding density:

χ (t) :=
21−m

2

Γ(m
2

)
tm−1e−t

2/2 ∀t ≥ 0.

The second equation in (19) follows from Fη(0) = 0. We formally put Fη(∞) := 1 which
translates the limiting property Fη(t)

t→+∞−→ 1 of cumulative distribution functions.

Roughly speaking, our weaker growth condition was motivated by the results given in
Chapter 6. These results allow us to give an upper estimate of the subdifferential of the
function ϕ, even when it could be non-Lipschitz, considering the l-cone of nice directions at
x defined as:

Cl(x) := {h ∈ Rn | g◦(·, z)(y;h) ≤ l ‖z‖−m exp(
‖z‖2

2 ‖L‖2 ) ‖h‖ ∀y ∈ B1/l (x) , ‖z‖ ≥ l}.

With this cone one can obtain the following inclusion (see Theorem 7.10)

∂F e(v, y) ⊆ B(0, r) (0)− C−l (x) ∀y ∈ U, v ∈ Sm−1,

where U is a neighborhood of x and r is some constant. Then the above inclusion fit perfectly
with the formulas found in Chapter 6 and then applying our result to this problem we obtain
the following upper estimate.

20



Theorem 7.12 Let x0 ∈ X be such that g(x0, 0) < 0. Assume that the cone Cl(x0) has a
non-empty interior for some l > 0. Then,

(i) ∂Mϕ(x0) ⊆ cl∗


∫

Sm−1

∂Me(v, x0)dµζ(v)− C−l (x0)

.

(ii) Provided that X is finite-dimensional,

∂Mϕ(x0) ⊆
∫

Sm−1

∂Me(v, x0)dµζ(v)− C−l (x0).

(iii) ∂∞ϕ(x0) ⊆ −C−l (x0).

(vi) ∂Cϕ(x0) ⊆ co


∫

Sm−1

∂Me(v, x0)dµζ(v)− C−l (x0)

 .

The above result obviously yields simplifications under additional assumptions, see Propo-
sition 7.14 and obviously one can conclude the continuously differentiability of the probability
function ϕ, see Proposition 7.18.

The final goal of this chapter was an application to a finite system of smooth inequalities.
The probability function under study is given by

ϕ(x) := P (gi (x, ξ) ≤ 0, i = 1, . . . , p) , x ∈ X, (20)

where each gi is a continuously differentiable function convex in the second argument. Clearly,
as we said previously, this can be recast in the form of (14) upon defining

g := max
i=1,...,p

gi.

Then the function g satisfies our assumptions. To continue we may associate with each
component its radius function ρi as in (18) and the corresponding radius function ρ associated
to g. Then applying Theorem 7.12 we obtain:

Theorem 7.20 Fix x0 ∈ X with g (x0, 0) < 0, and assume that for some l > 0 it holds, for
i = 1, . . . , p,

‖∇xgi(x, z)‖ ≤ l ‖z‖−m e
‖z‖2

2‖L‖2 ∀x ∈ B (x0, 1/l) , ‖z‖ ≥ l. (21)

Then the probability function (20) is locally Lipschitz near x0 and there exists a nonnegative
number R ≤ sup{‖x∗‖ | x∗ ∈ ∂Me(x0, v) and v ∈ I(x0)} such that

∂Cϕ(x0) ⊆ −
∫

v∈F (x0)

co

 ⋃
i∈T (v)

χ (ρ (x0, v))∇xgi (x0, ρ (x0, v)Lv)

〈∇zgi (x0, ρ (x0, v)Lv) , Lv〉

 dµζ(v)

+µζ(I(x0))B (0, R) .

Here, T (v) := {i ∈ {1, . . . , p} | ρi (x, v) = ρ (v, x)}.
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This result intermediately entails the following corollary about the differentiability of the
probability function (20) .

Corollary 7.21 If in the setting of Theorem 7.20 one has that µζ(I(x0)) = 0, or the constant
R in Theorem 7.20 is zero, then

∂Cϕ(x0) ⊆ −
∫

v∈Sm−1

co

 ⋃
i∈T (v)

χ (ρ (x0, v))∇xgi (x0, ρ (x0, v)Lv)

〈∇zgi (x0, ρ (x0, v)Lv) , Lv〉

 dµζ(v).

If, in addition, for µζ-a.e. v ∈ Sm−1 we have that #T (v) = 1 (say: T (v) = {i∗(v)}), then the
probability function (7.28) is strictly differentiable with gradient

∇ϕ(x0) = −
∫

v∈Sm−1

χ (ρ (x0, v))∇xgi∗(v) (x0, ρ (x0, v)Lv)〈
∇zgi∗(v) (x0, ρ (x0, v)Lv) , Lv

〉 dµζ(v).

Consequently, if X is finite-dimensional and #T (v) = 1 holds true in some neighborhood of
x, then ϕ is even continuously differentiable at x.

It is worth mentioning that under the strengthened exponential growth condition (com-
pared (17) with (21)) the constant R in Theorem 7.20 and Corollary above is zero (see
also [123, Theorem 3.6 and Theorem 4.1]).

Finally, in this Chapter we provide two examples: The first one is Example 7.15, which
on the one hand, serves as an illustration of our main result Theorem 7.12 and, on the other
hand, shows that even for a continuously differentiable inequality g (x, ξ) ≤ 0, satisfying a
basic constraint qualification, the associated probability function ϕ may fail to be differen-
tiable, actually even to be locally Lipschitzian (though it is continuous due to the constraint
qualification; see Theorem 7.5). The second one shows a probability function which does not
satisfy the exponential growth condition (17). Nevertheless, using our results one can prove
that the probability function is continuously differentiable. Indeed, the following example
together with Example 7.15 will be discussed with more details in the final part of Chapter
7.

Example 7.16 Define the function g : R× R2 → R by

g (x, z1, z2) := α(x)
exp(z2

1/2)

z2
1 + 4

+ z2 − 1,

where
α(x) :=

{
x2 x ≥ 0
0 x < 0.

Moreover, let ξ have a bivariate standard normal distribution, i.e.,

ξ = (ξ1, ξ2) ∼ N
(

(0, 0) ,

(
1 0
0 1

))
.

Then the following properties are shown in Appendix 7.6 (see Figure 3):
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1. g is continuously differentiable.

2. g is convex in (z1, z2).

3. g (0, 0, 0) < 0.

4. C1(0) = R.

5. g does not satisfy the exponential growth condition at x0 = 0.

6. ϕ is continuously differentiable at 0.

Figure 3: Probability function ϕ of Example 7.16.

23



Chapter 1

Notation and preliminary results

1.1 Topological and convex tools

In the following, X and X∗ will be two (separated) locally convex spaces (lcs) in duality
by the bilinear symmetric form 〈·, ·〉 : X∗ × X → R, 〈x∗, x〉 = 〈x, x∗〉 = x∗(x). When
the spaces X and X∗ will be abstract lcs they will endowed with compatible topologies
τX and τX∗ . For a point x ∈ X (resp. x∗ ∈ X∗) Nx(τX) (resp. Nx∗(τX∗)) represent the
neighborhood system of x (resp. x∗) with respect to the topology τX (resp. τX∗) and we
omit the symbol τX (resp. τX∗) when there is no confusion. Examples of τX∗ are the weak∗
topology denoted by w(X∗, X) (w∗, for short) which is the smallest topology compatible
with the dual pair (X, τx), (X∗, τX∗), the Mackey topology denoted by τ(X∗, X) , which
is the largest topology compatible with the dual pair (X, τx), (X∗, τX∗), and the strong
topology denoted by β(X∗, X), which is the topology generated by the uniform convergence
over bounded sets on X. We will write R := R ∪ {−∞,∞} and adopt the conventions that
0 · ∞ = 0 = 0 · (−∞) and ∞ + (−∞) = (−∞) +∞ = ∞. The notation N, Z and Q will
be reserved for the set of natural numbers, the integer numbers and the rational numbers.
For any set A, the symbol P(A) denotes the set of all subsets of A and #A denotes the
cardinal of a set A. Consider a preordered set (<,�) (i.e., � is a reflexive, antisymmetric,
and transitive binary relation on <) a subset = of < is said to be cofinal if for every r ∈ <
there exists s ∈ = such that r � s.

A function ρ : X → [0,+∞) is called a seminorm if for every x, y ∈ X and λ ∈ R,
ρ(λx) = |λ|ρ(x) and ρ(x+ y) ≤ ρ(x) + ρ(y). For a seminorm ρ, x ∈ X, and r > 0 we denote
Bρ(x, r) := {y ∈ X : ρ(x − z) ≤ r} the closed ball with radius r around x with respect
to the seminorm ρ. When X will be a Banach space the norm on X and X∗ are simply
denoted by ‖ · ‖ and the closed balls in these spaces are denoted B(x, r) and B(x∗, r) for
points x ∈ X and x∗ ∈ X∗, for our convenience in this cases is useful to introduce the bidual
space of X defined and denoted by X∗∗ := (X∗, ‖ · ‖)∗. When there is a risk of confusion
about the space, the balls will be denoted with a sub-index referring to the space, that is to
say, BX(x, r) according to the respective space X. For a seminorm ρ, a set C and x ∈ X,
we define the distance from x to C with respect to ρ as dρC(x) := infz∈C ρ(x − z). For two
functions h, g : X → R the notation g ≤ h means g(x) ≤ h(x) for all x ∈ X.
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For a given function f : X → R, the (effective) domain of f is dom f := {x ∈ X | f(x) <
+∞}. We say that f is proper if dom f 6= ∅ and f > −∞. The function f is said to be
lower semicontinuous (lsc) if for every λ ∈ R the sublevel set levαf := {x ∈ X | f(x) ≤ λ}
is closed, it is said to be inf-compact if for every λ ∈ R the sublevel set levαf is compact;
the function f is said to be sequentially τ -inf-compact if for every λ ∈ R and every sequence
xn ∈ [f ≤ λ] := {x ∈ X | f(x) ≤ λ} there exists a subsequence xnk

τ→ x ∈ [f ≤ λ]. We
denote by Γ0(X) the class of proper lsc convex functions on X. The conjugate of f is the
function f ∗ : X∗ → R defined by

f ∗(x∗) := sup
x∈X
{〈x∗, x〉 − f(x)},

and the biconjugate of f is f ∗∗ := (f ∗)∗ : X → R.

The directional derivative of a convex lsc function f at x ∈ dom f in the direction u is
given by

f ′(x;u) := inf
s>0

f(x+ su)− f(x)

s
.

It is well-known that the directional derivative f ′(x; ·) is a positively homogeneous convex
function and ∂ f(x) = ∂ f ′(x; ·)(0).

For a subspace F of X, the restriction of the function f to F is denoted by f|F . The
notation coF f : F → R is the function such that epi(coF f) = co(epi f ∩ (F × R)). Then,
the closed convex hull of f is denoted and defined by co f := coX f .

The indicator and the support functions of a set A (⊆ X,X∗) are, respectively,

δA(x) :=

{
0 x ∈ A
+∞ x /∈ A,

σA := δ∗A.

The inf-convolution of f, g : X → R is the function f�g := inf
z∈X
{f(z) + g(· − z)}; it is said

to be exact at x if there exists z such that f�g(x) = f(z) + g(x− z).

For a pair of points we denote the interval between a, b as [a, b] := {(1−λ)a+λb : λ ∈ [0, 1]}
and [a, b[= [a, b]\{b}, ]a, b] = [a, b]\{a} and ]a, b[= [a, b]\{a, b}. For a set A ⊆ X (or ⊆ X∗),
int(A), A (or clA), co(A), co(A), lin(A) and aff(A), the interior, the closure, the convex hull,
the closed convex hull, the linear subspace and the affine subspace generated by A.

Definition 1.1 The relative interior of A with respect to an affine subspace F , denoted by
riF (A), is the interior of A with respect to F . By the symbol ri(A), we denote riaff(A)(A) if
aff(A) is closed, and the empty set otherwise.

The polar and the negative polar cone of A are the set

Ao := {x∗ ∈ X∗ | 〈x∗, x〉 ≤ 1,∀x ∈ A},
A− := {x∗ ∈ X∗ | 〈x∗, x〉 ≤ 0,∀x ∈ A},
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respectively, and the recession cone of A (when A is convex and close) is the set

A∞ := {x ∈ X | λx+ y ∈ A for some y in A and all λ ≥ 0}.

For two lcs spaces (Y, τY ) and (Z, τz) the set L(Y, τY , Z, τz) (L(Y, Z) for short) is defined
as the set of all linear continuous functions from Y to Z.

For a net xk, a point x and a function f (or a set C) the notation xk
f→ x (respectively

xk
C→ x) means (xk, f(xk))→ (x, f(x)) (respectively xk ∈ C and xk → x).

Given a set A and a topological space Z, a multifunction (or a set-valued mapping)M from
A to Z is a function form A to the power set of Z (i.e the set of all subsets of Z) and it will be
denoted asM : A⇒ Z. The domain, the range (or image) and the graph of the multifunction
M are defined and denoted as domM := {a ∈ A : M(a) 6= ∅}, rgeM :=

⋃
a∈AM(a) and

gphM := {(a, b) ∈ A×Z : b ∈M(a)}, respectively. Moreover, M will be called closed (open,
compact, convex, etc, respectively) valued if for every a ∈ A the set M(a) is closed (open,
compact, convex, etc, respectively).

1.2 Subdifferential theory

For ε ≥ 0 and a function f : X → R the ε-subdifferential of f at a point x ∈ X where it is
finite is the set

∂εf(x) := {x∗ ∈ X∗ | 〈x∗, y − x〉 ≤ f(y)− f(x) + ε, ∀y ∈ X};

if f(x) is not finite, we set ∂εf(x) := ∅. The special case ε = 0 is the convex Subdifferential1
and it is denoted by ∂f(x).

The ε-normal set of A at x is Nε
A(x) := ∂εδA(x). The case ε = 0 is the well-known normal

cone and it is simply denoted by NA(x).

We proceed in this section by presenting formulas for the calculus of the composition and
the sum of convex functions with and without qualification conditions. The proofs can be
found in [56, Theorems 3.1 and 3.2] and [132].

Proposition 1.2 [132, Corollary 2.6.7] Let f, g ∈ Γ0(X). Then for every x ∈ X we have

∂ε (f + g) (x) =
⋃

ε1,ε2≥0
ε1+ε2=ε

(∂ε1f(x) + ∂ε2g(x))
w∗

for all ε > 0,

and

∂ (f + g) (x) =
⋂
η>0

(∂ηf(x) + ∂ηg(x))
w∗

.

1Also called for some authors the Fenchel subdifferential or the Moreau-Rockafellar subdifferential.
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Proposition 1.3 [132, Corollary 2.6.5] Let Y, Z be two lcs, f ∈ Γ0(Z) and A ∈ L(Y, Z).
Then for every y ∈ Y we have

∂ε (f ◦ A) (y) = A∗ (∂η+εf(Ay))
w∗

for all ε ≥ 0.

Proposition 1.4 [132, Theorem 2.8.3] Let Y, Z be two lcs, f ∈ Γ0(Z) and A ∈ L(Y, Z).
Assume that f is finite and continuous at some point. Then, for every y ∈ Y we have that

∂ε (f ◦ A) (y) = A∗ (∂εf(Ay)) for all ε ≥ 0.

Now consider a Banach space X. A bornology β on X is a collection of closed bounded
and symmetric subsets of X which covers X and satisfies the following properties: For any
two elements of A,B ∈ β there exists an element C ∈ β such that A ∪ B ⊆ C and aU ∈ β
whenever U ∈ β and a > 0. The β∗ topology on X∗ is the topology generated by the basis of
neighborhoods of zero, {U o : U ∈ β}, where U o := {x∗ ∈ X∗ | 〈x∗, x〉 ≤ 1,∀x ∈ U} denotes
the polar cone of the set U . Two of the most useful bornologies considered in the literature
are the Fréchet bornology F consisting of all closed bounded sets and the Hadamard bornology
H of all norm-compact sets. A function φ : X → R is said to be β-differentiable at x ∈ X if
there exists x∗ ∈ X such that for every U ∈ β

lim
s→0+

sup
h∈U

∣∣∣∣φ(x+ sh)− φ(x)

s
− 〈x∗, h〉

∣∣∣∣ = 0.

We denote ∇βφ(x) = x∗. A function φ : U → R from an open set U is said to be β-smooth
if it is β-differentiable at every x ∈ U and the derivative ∇βg is a continuous function from
(U, ‖ · ‖) to (X∗, β∗). Furthermore, φ is a bump function if suppφ := { x ∈ X : φ(x) 6= 0}
is non-empty and bounded. A Banach space X is said to be β-smooth if there is a Lipschitz
continuous, bump β-smooth function from X to R. Each separable Banach space admits
an H-smooth renorm, if the dual is also separable, then the space admits an F -smooth
renorm (see for example [41, 94]). Therefore, these spaces are H-smooth and F -smooth
respectively. A function φ is said to be C2 on U if it is F -smooth on U and if the mapping
∇Fφ : U → X∗ is continuous differentiable, that is to say, there exists a continuous function
∇2φ : U → L(X,X∗), which satisfies lim

h→0
‖ ∇Fφ(x+ h)− φ(x)−∇2φ(x)(h)‖/‖h‖ = 0 for all

x ∈ U .

Now let f be a function on X finite at x. Then

∂Ff(x) :={x∗ ∈ X∗ | lim inf
h→0

f(x+ h)− f(x)− 〈x∗, h〉
‖h‖

≥ 0},

∂Pf(x) :={x∗ ∈ X∗ | lim inf
h→0

f(x+ h)− f(x)− 〈x∗, h〉
‖h‖2

> −∞}

are called the Fréchet subdifferential and the Proximal subdifferential of f at x, respectively.
For k > 0 we set

∂−β,k f(x) :=

{
x∗ ∈ X∗ :

there is a neighborhood U of x and a β-smooth function
φ : U → R with Lipschitz constant k such that

∇βφ(x) = x∗ and f − φ attains a local minimum at x

}
,
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and the (viscosity) β-subdifferential is defined by ∂−β f(x) :=
⋃
k>0 ∂

−
β,k f(x) (see for example

[11] and the reference therein). It is important to mention that when the space X has a
Fréchet smooth renorm, then ∂−β and ∂F coincide (see [13, Remark 1.4]).

Let S ⊆ X and x ∈ S, then x∗ ∈ X∗ is G-normal to S at x if there exists λ > 0 such
that for any ε > 0 and any finite dimensional subspace F ⊆ X, there are y ∈ B(x; ε) and
y∗ ∈ X∗ such that

〈y∗ − x∗, h〉 ≤ ε‖h‖ and 〈y∗, h〉 ≤ dDS (x, h), ∀h ∈ F,

where dS(y) := inf
s∈S
‖s − y‖ and dDS (x, h) := lim infr→0+ r−1(dS(x + rh) − dS(x)). The set

of all G-normals is denoted by NG(S, x) (see e.g. [62, 63] and the reference therein). The
Clarke-normal set to S at x is denoted by NC(S, x) := cow

∗
NG(S, x) (see [63]). Then for

a function f and x ∈ dom f the G-subdifferential, the singular G-subdifferential , and the
Clarke subdifferential2 , are defined by

∂G f(x) :={x∗ ∈ X∗ : (x∗.− 1) ∈ NG(epi f, (x, f(x)))},
∂∞G f(x) :={x∗ ∈ X∗ : (x∗, 0) ∈ NG(epi f, (x, f(x)))},
∂C f(x) :={x∗ ∈ X∗ : (x∗.− 1) ∈ NC(epi f, (x, f(x)))},

respectively.

For locally Lipschitzian functions f at x̄, the following classical definition of Clarke’s
subdifferential applies:

∂Cf (x̄) = {x∗ ∈ X∗ | 〈x∗, h〉 ≤ f ◦ (x̄;h) , ∀h ∈ X} , (1.1)

where

f ◦ (x̄;h) := lim sup
x→x̄
t↓0

f (x+ th)− f(x)

t

denotes Clarke’s directional derivative of f at x̄ in the direction h.

When the space X is an Asplund space (recall that X is Asplund if and only if every
separable subspace of X has separable dual), the limiting/Mordukhovich subdifferential and
the singular limiting/Mordukhovich subdifferential can be defined as (see e.g. [84,85])

∂Mf(x) :={w∗- limx∗n : x∗n ∈ ∂F f(xn), and xn
f→ x},

∂∞Mf(x) :={w∗- limλnx
∗
n : x∗n ∈ ∂F f(xn), xn

f→ x and λn → 0+},

respectively. If |f(x)| = +∞, we set ∂f(x) := ∅ for any of the previous subdifferentials.

A similar sequential representation for G-subdifferential and the Clarke-Rockafellar sub-
differential is given by the following result.

2Some authors call Clarke subdifferential, the original definition of Clarke given only for locally Lipschitz
functions and they give the name Clarke-Rockafellar subdifferential to the extension presented in this Thesis.
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Proposition 1.5 [69, Theorem 1.6 and Theorem 1.8] Assume that either (i) X is β-smooth,
or (ii) X is an Asplund space and β = F . Let f : X → R ∪ {+∞} be lsc and x ∈ dom f .
Then

∂G f(x) =
⋃
k>0

clw
∗
{
w∗- limx∗n : x∗n ∈ ∂−β,k f(xn), and xn

f→ x

}
,

∂∞G f(x) =
⋃
k>0

clw
∗
{
w∗- limλn · x∗n : x∗n ∈ ∂−β,k f(xn), and xn

f→ x, λn → 0+

}
,

∂C f(x) = cow
∗
{
∂̃Gf(x) + ∂̃

∞
G f(x)

}
,

where

∂̃Gf(x) :=
⋃
k>0

{
w∗ − limx∗n : x∗n ∈ ∂−β,k f(xn), and xn

f→ x

}
,

∂̃
∞
G (x) :=

⋃
k>0

{
w∗ − limλn · x∗n : x∗n ∈ ∂−β,k f(xn), and xn

f→ x, λn → 0+

}
.

It is important to recall when f is convex, proper and lsc all of these subdifferentials
coincide with the convex subdifferential.

1.3 Epi-pointed functions

Before presenting the definition of an epi-pointed function, which plays a key role in our
analysis, let us introduce the history about this family and some properties in finite-dimension
which motivate our definition.

The class of epi-pointed functions was introduced in finite dimension by Hiriart-Urruty
and Benoist [6] in the nineties, but the original definition goes back to the Nobel laureate
mathematical economist Gérard Debreu in the fifties [39].

To introduce this class of functions, the authors used the notion of asymptotic function
(also in [106, Chapter 3, Definition 3.17] called the horizon function) f∞, for a proper function
f : Rn → R, defined by

f∞(x) := lim inf
t→0+

y→x

tf(t−1y).

So, f is said to be epi-pointed if the epigraph of its asymptotic function (which is clearly
a cone) is pointed, that is,

for all ξ1, ..., ξp ∈ epi f∞ and ξ1 + ...+ ξp = 0 =⇒ ξi = 0 for all i = 1, ..., p.

However, the original definition given in [39] was only for sets: roughly speaking, if S ⊆ Rn

is a closed set, the asymptotic cone of S is defined as

S∞ := {x ∈ Rn : there exist tn → 0+, xn ∈ S such that tnxn → x}. (1.2)
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Then, S is termed pointed if the asymptotic cone S∞ contains no straight line.

The following proposition allows us to appreciate better the definition of an epi-pointed
function.

Proposition 1.6 Consider f : Rn → R lsc and proper. Then the following statements are
equivalent:

(a) f is epi-pointed.

(b) There exist ū ∈ Rn, α > 0 and r ∈ R such that:

f(x) ≥ 〈ū, x〉+ α‖x‖+ r ∀x ∈ Rn

(c) There exists ū ∈ Rn such that f ∗ is bounded from above on a neighborhood of ū.

Proof. First we will prove that

lim inf
‖x‖→∞

f(x)

‖x‖
= inf
‖x‖=1

f∞(x). (1.3)

Indeed, consider sequences (xk), tk, yk and points w0, w1 such that:

• ‖xk‖ → +∞, lim inf
‖x‖→∞

f(x)
‖x‖ = lim f(xk)

‖xk‖
and xk

‖xk‖
→ w0.

• tk → 0+, yk → w1 and inf
‖x‖=1

f∞(x) = f∞(w1) = lim tkf(yk
tk

) (f∞ is lsc).

Then

lim inf
‖x‖→∞

f(x)

‖x‖
= lim

f(xk)

‖xk‖
= lim

f( xk
‖xk‖
‖xk‖)

‖xk‖
≥ f∞(w0) ≥ f∞(w1)

= lim tkf(
yk
tk

) = lim ‖yk‖
tk
‖yk‖

f(
yk
tk

) ≥ lim inf
‖x‖→∞

f(x)

‖x‖
.

Now we will prove the proposition:

• (a) ⇒ (b) Suppose that f is epi-pointed. Then inf
‖x‖=1

f∞(x) =: γ > −∞ (if this does

not happen, {0} × R ⊂ epi f∞). Now we will show that there exists ū ∈ Rn such that
for every ‖x‖ = 1, f∞(x) > 〈ū, x〉. In fact, consider the set K := co{(x, α) ∈ epi f∞ :
‖x‖ = 1}. We have (0, 0) /∈ K, because if this is not true, then there would exist
(xn, αn) =

∑n
i=0 λ

n
i (xni , β

n
i ) (n is fixed, by Carathéodory’s Theorem) with (xni , β

n
i ) ∈

K, λni ≥ 0 and
∑n

i=0 λ
n
i = 1 with (xn, αn) → (0, 0). By taking a subsequence we

can suppose that for every i, xni → xi and λni → λi; moreover, because βni ≥ γ, we
conclude that λni βni → βi (taking another subsequence). From the fact that f∞ is
lsc and positively homogeneous, we get (λixi, βi) ∈ epi f∞, that is to say, there are
(wi, αi) ∈ epi f∞ (not all identically zero) such that (w0, α0) + ...+ (wn, αn) = 0, which
contradicts the epi-pointed assumption.
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Now we apply the Hahn-Banach Theorem (if K = ∅ the result is trivial) to conclude the
existence of w ∈ Rn, d ∈ R and η such that dα + 〈w, x〉 > η > 0 for every (x, α) ∈ K,
then necessarily d ≥ 0. So, taking ū = −d−1w if d > 0 or ū = −2 |γ|

η
w if d = 0, we get

inf
‖x‖=1

(f − ū)∞(x) = inf
‖x‖=1

f∞(x)− 〈ū, x〉 > 0. Now using Equation 1.3 we conclude

lim inf
‖x‖→∞

f(x)− 〈ū, x〉
‖x‖

> 0.

Then there are α > 0 and M > 0 such that f(x) ≥ 〈ū, x〉 + α‖x‖ for every ‖x‖ ≥ M .
So, taking r := min

w∈B(0,M)
{f(w) − 〈ū, w〉 − α‖w‖, 0} (because f is lsc and proper) we

conclude (b).

• (b)⇒ (a) Suppose there exists {(xi, αi)}pi=0 ⊂ epi f∞ (not all identically zero) such that
(x0, α0) + ...+ (xp, αp) = 0. Then, taking h(x) = f(x)− 〈ū, x〉 we have

lim inf
‖x‖→∞

h(x)

‖x‖
> 0,

and so we get
inf
‖x‖=1

h∞(x) = inf
‖x‖=1

f∞(x)− 〈ū, x〉 > 0.

From the fact
p∑

i=0

{f∞(xi) − 〈ū, xi〉} ≤
p∑

i=0

αi −
p∑

i=0

〈ū, xi〉 = 0, there exists some xi 6= 0

such that f∞(xi)− 〈ū, xi〉 ≤ 0, and then h∞( xi

‖xi‖) ≤ 0, which is a contradiction.

• (b)⇒ (c) Take an arbitrary w ∈ B(0, α). Then for every x ∈ Rn, 〈w, x〉 − α‖x‖ − r ≥
〈ū+ w, x〉 − f(x). Therefore, f ∗(ū+ w) ≤ −r for every w ∈ B(0, α).

• (c) ⇒ (b) Let M ≥ 0 and α > 0 such that f ∗(ū + w) ≤ M for all w ∈ B(0, α). Then
〈ū+w, x〉− f(x) ≤M for every w ∈ B(0, α) and every x ∈ Rn. Then taking w := α x

‖x‖
we conclude (b).

This equivalence shows that the property of epi-pointedness is characterized by the con-
tinuity of f ∗ at some point ū and it justifies the definition for functions defined on a locally
convex space X, that we will adopt in this thesis.

Definition 1.7 Let X,X∗ be two lcs in duality. A function f : X → R is said to be epi-
pointed if f ∗ is proper and τ(X∗, X)-continuous at some point of its domain.

Next, we give typical examples that illustrate the amplitude of this class of functions.

Example 1.8 Let f : R → R be a function such that f(0) = 0 and the closed convex
envelope of f is positive; that is to say, co f(x) > 0 for all x ∈ R\{0}. Then f is an
epi-pointed function.
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Example 1.9 Let f : Rn → R ∪ {+∞} be a 1-coercive function; that is, ‖x‖−1f(x)→ +∞
as ‖x‖ → +∞. Then, f is epi-pointed.

Example 1.10 Let f : Rn → R ∪ {+∞} be a proper lsc convex function. Then, for every
α > 0, the function x→ f(x) + α‖x‖2 is epi-pointed.

Example 1.11 Let f : Rn → R ∪ {+∞} proper and prox-bounded function; that is, f ≥
−µ‖x‖2 for some µ ≥ 0. Then for every ε > 0 the function f + (µ+ ε)‖ · ‖2 is epi-pointed.

Example 1.12 For every function f : Rn → R∪ {+∞} and every bounded set C ⊂ X such
that C ∩dom f 6= ∅ and f is minorized on C by a continuous affine form; the function f + δC
is epi-pointed.

Example 1.13 If f : Rn → R is minorized by a continuous affine form and is bounded from
above in a neighborhood of some point, then f ∗ : X∗ → R is epi-pointed.

Epi-pointed functions are expected to share many useful properties with convex functions.
This class of functions has been successfully utilized recently (among other articles we refer
to [5], [25], [26], [27], [28], [31], [33], [92]) with the purpose of extending results, which were
known exclusively for Banach spaces or convex functions, to arbitrary locally convex spaces
or for nonconvex functions respectively. In this scenario we can underline two important
topics. The first concerns the extension of Fenchel’s duality. In this respect, we recall the
following result, which relies on the relationship between the convex subdifferential of f and
its conjugate f ∗, more precisely, one has

x∗ ∈ ∂ f(x) if and only if x ∈ ∂ f ∗(x∗).

The result below extends in a fashionable way the Fenchel’s well-known Theorem. The
following result was established in a series of paper by the authors ( [25–28]) under different
stages of generality.

Proposition 1.14 [26, Corollary 6] Let f : X → R ∪ {+∞} be a weakly lsc epi-pointed
function. Then for every x∗ ∈ X∗ we have that

∂f ∗(x∗) = cow
∗ [

(∂f)−1(x∗)
]

+Ndom f∗(x
∗).

The second one corresponds to problems related to recovering a function from its subdif-
ferential; in the literature these topics are called problems of integration of subdifferentials.
Determining a function from its first-order variations is a fundamental principle in nonlinear
analysis. It is a very elemental fact in the first course of calculus that given two continuously
differentiable functions h, g : Rn → R such that ∇h(x) = ∇g(x) for all x ∈ Rn, then the
functions are equal up to a constant. This question becomes more involved when the nom-
inal function fails to be differentiable. The problem involving convex functions was started
and solved by Moreau in Hilbert spaces [87]. Posteriorly, Rockafellar [98, 100] in the sixties
took the problem and asserted that every two proper lsc convex functions f, g such that
∂ f(x) ⊆ ∂ g(x),∀x ∈ Rn must be equal up to a constant. With the passing of the years
many authors have studied these problems with varying degrees of abstraction passing even
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to the nonconvex case, among other works we refer to [5, 25, 33, 34, 118, 119] where variants
of the following result have been proved.

Proposition 1.15 Let f : X → R be a weakly lsc epi-pointed function and let g : X → R be
any function such that

∂ f(x) ⊆ ∂ g(x), ∀x ∈ X.

Then there exists c ∈ R such that co f = co g�σdom f∗ + c.

The following lemma is a compilation of classical results in convex analysis that we will
use in Chapter 2, 3 and 4. They can be found in the pioneer reference of convex analysis [88]
and also in [77, chapter 6].

Lemma 1.16 (a) Given two lsc proper convex functions g, h : X → R such that g∗ is
continuous at some point of domh∗, then for all x ∈ X there exist x1, x2 ∈ X such that
x1 + x2 = x and

∂g(x1) ∩ ∂h(x2) = ∂(g�h)(x1 + x2)

(b) Given two functions g, h : X → R, we have for all x1, x2 ∈ X

∂g(x1) ∩ ∂h(x2) ⊆ ∂(g�h)(x1 + x2).

(c) Given two functions g, h : X → R, we have (g�h)∗ = g∗ + h∗.

(d) Let g, h : X∗ → R be proper convex functions such that h is continuous at some point
in dom g. Then

(g + h)∗(x) = (g∗�h∗)(x) ∀x ∈ X,

and the inf-convolution is exact.

(e) Given a function g : X → R, if ∂g(x) 6= ∅, then g(x) = g∗∗(x).

(f) A lsc proper convex function g : X∗ → R is τ(X∗, X)-continuous at x∗ ∈ dom g if and
only if g∗ − x∗ is w(X,X∗)-inf-compact. Consequently a w-lsc epi-pointed function f
satisfies that f − x∗ is w-infcompact for every x∗ ∈ int(dom f ∗).

1.4 Measure theory

Through this thesis (T,A, µ) will be a complete (non-negative) σ-finite measure space. One
special case considered in this thesis is (T,A) = (N,P(N)), which will be crucial to give
formulae for the case of finite or infinite sums. The notation B(X, τ) (B(X) if there is no
confusion about the topology τ) will be reserved for the σ-algebra generated by the topology
τ . For a subset M ⊆ R we denote by L1(T,M) the set of all integrable function from T to
M . Given a function f : T → R, we denote

Df := {g ∈ L1(T,R) : f(t) ≤ g(t) µ-almost everywhere},
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and define the upper integral of f by∫
T

f(t)dµ(t) := inf
g∈Df

∫
T

g(t)µ(t) (1.4)

whenever Df 6= ∅. If Df = ∅, we set
∫
T

f(t)dµ(t) := +∞.

Definition 1.17 (Poilsh space) A topological space P is said to be a Polish space if it is
complete, metrizable and separable.

Definition 1.18 (Suslin space [15, 22, 109]) A Hausdorff topological space S is said to be a
Suslin space if there exist a Polish space P and a continuous surjection from P to S.

A function f : T → U, with U being a topological space, is called simple if there are k ∈ N,
a partition Ti ∈ A and elements xi ∈ X, i = 0, ..., k, such that f =

∑k
i=0 xi1Ti

here, 1Ti
denotes

the characteristic function (or the indicator function in the sense of measure theory) of Ti,
equaling to 1 in Ti and 0 outside. A function f is called strongly measurable (measurable, for
short) if there exists a countable family fn of simple functions such that f(t) = lim

n→∞
fn(t) for

almost every (ae, for short) t ∈ T . A strongly measurable function f : T → X is said to be
strongly integrable, and we write f ∈ L1(T,X), if

∫
T
σB(f(t))dµ(t) < ∞ for every bounded

balanced subset B ⊂ X∗. Observe that in the Banach spaces setting L1(T,X) is the set of
Bochner integrable functions (see, e.g., [42, Chapter II]).

A function f : T → X is called (weakly or scalarly integrable) weakly or scalarly mea-
surable if for every x∗ ∈ X∗, t → 〈x∗, f(t)〉 is (integrable, resp.,) measurable. We denote
L1
w(T,X) the space of all weakly integrable functions f such that

∫
T
σB(f(t))dµ(t) < ∞

for every bounded balanced subset B ⊆ X∗. Similarly, for functions taking values in X∗,
f : T → X∗, if for every x ∈ X, the mapping t→ 〈x, f(t)〉 is (integrable, resp.,) measurable,
then we say that f is (w∗-integrable, resp.) w∗-measurable. Also, we denote L1

w∗(T,X
∗) the

space of all w∗-integrable functions f such that
∫
T
σB(f(t))dµ(t) < ∞ for every bounded

balanced subset B ⊆ X.

It is clear that every strongly integrable function is weakly integrable. However, the weak
measurability of a function f does not necessarily imply the measurability of the function
σB(f(·)), and so the corresponding integral of this last function must be understood in
the sense of (1.4) (see [68, Chapter VI] where the integral of the norm of a function f is
understood in this sense). Also, observe that if in addition X is a Suslin space, then every
(A,B(X))-measurable function f : T → X (that is, f−1(B) ∈ A for all B ∈ B(X)) is weakly
measurable, where B(X) is the Borel σ-Algebra of the open (equivalently, weak open) set of
X (see, e.g., [22, Theorem III.36 ]).

The quotient spaces L1(T,X) and L1
w(T,X) of L1(T,X) and L1

w(T,X), respectively, are
those given with respect to the equivalence relations f = g ae, and 〈f, x∗〉 = 〈g, x∗〉 ae for
all x∗ ∈ X∗, respectively (see, for example, [68]). In a similar way one defines the spaces
L1(T,X∗) and L1

w∗(T,X
∗) .

It is worth observing that whenX is a separable Banach space, both notions of (strong and
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weak) measurability coincide; hence, if, in addition, (X∗, ‖ ·‖) is separable, then L1(T,X∗) =
L1
w∗(T,X

∗) (see [42, Chapter II, Theorem 2]). It will be more clarifying recalling that when
the space X is separable, but the its dual X∗ is not ‖ · ‖-separable L1(T,X∗) and L1

w∗(T,X
∗)

may not coincide (see [42, Chapter II Example 6]). For every w∗-integrable function f :
T → X∗ and every E ∈ A, the function x]E defined on X as x]E(x) :=

∫
E
〈f, x〉dµ is a linear

mapping (not necessary continuous), which we call the weak integral of f over E, and we
write

∫
E
fdµ := x]E (see [16, 17]). Moreover, if f is strongly integrable, this element

∫
E
fdµ

also refers to the strong integral of f over E. Observe that, in general,
∫
E
fdµ may not be

in X∗. However, when the space X is Banach, and function f : T → X∗ is w∗-integrable,∫
E
fdµ ∈ X∗ and is called the Gelfand integral of f over E (see [42, Chapter II, Lemma 3.1]

and details therein).

The space L∞(T,X) (L∞w∗(T,X) respectively) is the set of all (equivalence classes) measur-
able functions (w∗-measurable functions, respectively) f : T ×X such that f(T ) is essentially
bounded . When X is Banach, L∞(T,X) is the classical normed space and its norm is given
by ‖x‖∞ := ess sup{‖x(t)‖ : t ∈ T} < ∞. A functional λ∗ ∈ L∞(T,X)∗ is called singular if
there exists a sequence of measurable sets Tn such that Tn+1 ⊆ Tn, µ(Tn) → 0 as n → ∞
and λ∗(g1T cn) = 0 for every g ∈ L∞(T,X). We will denote Lsing(T,X) the set of all singular
functionals. It is well-known that each functional λ∗ ∈ L∞(T,X)∗ can be uniquely written
as the sum λ∗(·) =

∫
T
〈λ∗1(t), ·〉dµ(t) + λ∗2(·), where λ∗1 ∈ L1

w∗(T,X
∗) and λ∗2 ∈ Lsing(T,X)

(see, for example, [22, 79]). In a similar way the space L∞w∗(T,X∗) is defined as the set of all
weakly∗ measurable essentially bounded function from T to X∗.

When (X, τ) is a lcs, we say that a net of weakly measurable functions (gi)i∈I ⊂ XT

converges uniformly τ -ae (or τ -essentially uniformly, also essentially uniformly) if, for every
τ -continuous seminorm ρ on X it holds ‖ ρ(gi − g)‖∞ → 0.

A family of functions (ϕi)i∈I ⊆ L1(T,R) is said to be uniformly integrable if

lim
a→∞

sup
i∈I

∫
{|ϕi(t)|≥a}

|ϕi(t)|dµ(t) = 0.

When the space X will be a Banach space we will also need the following Lp spaces. For
p ∈ [1,∞) we denote by Lp(T,X) and Lpw∗(T,X∗) the sets of all (equivalence classes by the
relation f = g ae) measurable and w∗-measurable functions f such that ‖f(·)‖p is integrable,
as usual the norm in these spaces is ‖f‖p := (

∫
T
‖f(t)‖pdµ(t))1/p.

The next definition corresponds to the notion of an integral functional.

Definition 1.19 For a vector space L of function x : T → X, where X is endowed with a
lcs topology τ , by an integral functional on L we mean an extended-real-valued functional Îf
of the form

x(·) ∈ L→ Îµ,Lf (x(·)) :=

∫
T

f(t, x(t))dµ(t), (1.5)

where f : T ×X → R is any function and the integral is considered in the sense of (1.4). The
notation Îµ,pf will be reserved for the integral functional, when it is defined over Lp(T,X).
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When there is not an ambiguity we simply write Îf .

The next definition corresponds to the classical notion of normal integrands and convex
normal integrands.

Definition 1.20 A function f : T × X → R is called a τ -normal integrand (or, simply,
normal integral when no confusion occurs), if f is A⊗B(X, τ)-measurable and the functions
f(t, ·) are lsc for ae t ∈ T . In addition, if f(t, ·) ∈ Γ0(X) for ae t ∈ T , then f is called
convex normal integrand. For simplicity, we denote ft := f(t, ·).

When L is the linear space of constant functions, we also consider the integral function If
defined on X as

x ∈ X → If (x) :=

∫
T

f(t, x)dµ(t).

A multifunction G : T ⇒ X is called A-B(X)-measurable (measurable, for simplicity) if
its graph, gphG := {(t, x) ∈ T ×X : x ∈ G(t)}, is an element of A⊗ B(X). We say that G
is weakly measurable if for every x∗ ∈ X∗, t→ σG(t)(x

∗) is a measurable function.

When the space X is a Suslin space the literature provides many powerful results. Among
these one finds the theorems concerning measurable selections (see for example [22]). How-
ever, the theory outside of separable spaces has not prospered as much as the theory in
Suslin spaces. A new result concerning weakly∗-measurable selections in nonseparable As-
plund spaces was proved in [20]. The next two theorems deal with measurable selections in
both Suslin spaces and non-separable Banach spaces.

Proposition 1.21 [22, Theorem III.22] Let S be a Suslin space and G : T ⇒ S be a mea-
surable multifunction with non-empty values. Then there exists a sequence (gn) of (A,B(S))-
measurable selections of G(t) such that {gn(t)}n≥1 is dense in G(t) for every t ∈ T.

Proposition 1.22 [20, Corrolary 3.11] Assume that (T,A, µ) is finite (complete measure),
and assume that X is Asplund. Then every w∗-measurable multifunction C : T ⇒ X∗ with
nonempty and weak*-compact values admits a w∗-measurable selection.

Definition 1.23 For a (non-necessarily measurable) multifunction G : T ⇒ X∗ the strong
and the weak integrals of M are defined by∫

T

G(t)dµ(t) :=

{∫
T

m(t)dµ(t) ∈ X∗ : m is strong integrable and m(t) ∈ G(t) ae

}
,

(w)-
∫
T

G(t)dµ(t) :=

{∫
T

m(t)dµ(t) ∈ X∗ : m is w∗-integrable and m(t) ∈ G(t) ae

}
.

In Chapter 6 and Chapter 7 the integral of mutifunctions will be understood as∫
T

G(t)dµ(t) :=

{∫
T

m(t)dµ(t) ∈ X∗ : m ∈ L1
w∗(T,X

∗) and m(t) ∈ G(t) ae

}
. (1.6)
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It is important recalling that the original definition of integral of set-valued mappings is
due to R. J. Aumann and it was given for multifunction defined on a closed interval [0, T ] in
R; see for example [3]. For this reason many authors give the name of Aumann Integral to
(1.6).
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Chapter 2

On the Klee-Saint Raymond’s
Characterization of Convexity

2.1 Introduction

J. Saint Raymond observes [107] that for a given nonconvex continuous function f : R→ R,
which satisfies lim

|x|→+∞

f(x)
|x| = +∞, there exists an affine function h that minorizes f , such

that f − h vanishes on a nonconvex set. This fact characterizes the convexity of a function.
More generally, in [107, Theorem 10] the author stipulated:

Theorem 2.1 Let X be a Banach space and let f : X → R ∪ {+∞} be a weakly lower
semicontinuous proper function such that f −x∗ is weakly inf-compact for all x∗ ∈ X∗. If the
argmin set of the function f − x∗ is convex for all x∗ in a convex dense subset of X∗, then f
is convex.

Observe that in the original statement of [107, Theorem 10] the hypothesis of weak inf-
compactness used above is replaced by the equivalent fact that the function f − x∗ attains
its minimum, for every x∗ ∈ X∗. This equivalence, being a functional counterpart of James
Theorem ( [46, Theorem 3.130]), has been established in [108, Theorem 2.4]. We call this work
Klee-Saint Raymond characterization of convexity because in the framework of Hilbert spaces,
Theorem 2.1 is equivalent to the famous characterization given by Klee [75] for the convexity
of weakly closed sets. See [9] for a recent review of this problem related to Chebychev sets.

To prove Theorem 2.1 the author uses classical deep tools of Banach space theory, like
James’ theorem and Brouwer’s fixed-point theorem for multifunctions, among others. More
recently, another proof has been given in [97], under the assumption that X is a reflexive
Banach space, by using techniques of operator theory.

In this work we use techniques of convex analysis to give a direct proof for a generalization
of Theorem 2.1 for functions defined on locally convex spaces. This generalization, given in
Corollary 2.8, is an immediate consequence of the main result of this work that provides an
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explicit expression of the closed convex hull of a function; see Theorem 2.5. Our hypotheses
are weaker than those used in Theorem 2.1, and rely on the epi-pointedness property that has
been successfully utilized recently for many authors with the purpose of extending results,
which were known exclusively for Banach spaces or convex functions, to locally convex spaces
and nonconvex functions.

2.2 The characterization of convexity

First we start proving the following lemma, which is a slight extension of [2, Theorem 2.40]
to the case of nets of functions. For completeness we give a proof.

Lemma 2.2 Let X be a topological space and let (fα)α∈D be a net of lsc proper functions
defined on X such that

α1, α2 ∈ D, α1 ≤ α2 ⇒ fα1 ≤ fα2 . (2.1)

For εα →
α∈D

0+, let (xα)α∈D be a relatively compact net such that xα ∈ εα- argmin fα for each
α. Then

inf
x∈X

sup
α∈D

fα(x) = sup
α∈D

inf
x∈X

fα(x),

and every accumulation point of (xα) is a minimizer of the function sup
α∈D

fα.

Proof. It is easy to see that every subnet of (fα) has a subnet that preserves property (2.1);
so, without loss of generality, we may assume that xα → x̄ ∈ X. We start by showing that
for every V ∈ Nx̄, the neighborhood system of x̄, we have

sup
α∈D

inf
v∈V

fα(v) ≤ sup
α∈D

inf
x∈X

fα(x). (2.2)

Given δ > 0 and V ∈ Nx̄, we choose α0 ∈ D such that xα ∈ V and εα < δ, for all α ≥ α0.
Then for any η ∈ D we get

inf
v∈V

fη(v) ≤ sup
α≥α0

fα(xα) ≤ sup
α≥α0

{
inf
x∈X

fα(x) + εα

}
≤ sup

α∈D
inf
x∈X

fα(x) + δ.

This yields (2.2) by taking the supremum on η ∈ D and the limit as δ → 0+.

Now, (2.2) leads us to

inf
x∈X

sup
α∈D

fα(x) ≤ sup
α∈D

fα(x̄) = sup
α∈D

sup
V ∈Nx̄

inf
v∈V

fα(v) = sup
V ∈Nx̄

sup
α∈D

inf
v∈V

fα(v) ≤ sup
α∈D

inf
x∈X

fα(x),

which yields

inf
x∈X

sup
α∈D

fα(x) ≤ sup
α∈D

fα(x̄) ≤ sup
α∈D

inf
x∈X

fα(x) ≤ inf
x∈X

sup
α∈D

fα(x),

and, so, the proof is completed.
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We continue with a comparison between the subdifferentials of an epi-pointed function
and its biconjungate.

Proposition 2.3 Let f : X → R be a weakly lsc epi-pointed function and denote

Mf := {x∗ ∈ X∗ : argmin{f − x∗} is convex}.

Then for every x ∈ X we have that

int(dom f ∗) ∩Mf ∩ ∂f ∗∗(x) ⊆ ∂f(x).

Proof. We choose x∗ ∈ int(dom f ∗) ∩ Mf ∩ ∂f ∗∗(x) and x ∈ X. Since (∂ f)−1(x∗) =
argmin{f − x∗} is convex and weakly closed (f is weakly lsc), according to Proposition
1.14 we have that

∂f ∗(x∗) = (∂f)−1 (x∗).

Hence, since x∗ ∈ ∂f ∗∗(x) we have that x ∈ ∂ f ∗(x∗) = (∂ f)−1(x∗), which is equivalent to
x∗ ∈ ∂ f(x).

We give now a first relation between an epi-pointed function and its biconjugate.

Proposition 2.4 Let f : X → R be a weakly lsc epi-pointed function and Mf as in proposi-
tion above. Then, for all nonempty, convex and compact set C ⊂ int(dom f ∗)∩Mf , we have
that

σC�f
∗∗ = σC�f.

Proof. We fix x ∈ X. By Lemma 1.16(a), applied with g := σC and h := f ∗∗, since h∗ = f ∗

is continuous at any point of dom g∗ = C, there are x1, x2 ∈ X such that x = x1 + x2 and

∂σC(x1) ∩ ∂f ∗∗(x2) = ∂(σC�f
∗∗)(x). (2.3)

Since ∂σC(x1) ⊆ C ⊆ int(dom f ∗) ∩Mf , Proposition 2.3 gives us the relation

∂σC(x1) ∩ ∂f ∗∗(x2) ⊆ ∂σC(x1) ∩ ∂f(x2).

So, invoking Lemma 1.16(b), from (2.3) we infer that

∂(σC�f
∗∗)(x) ⊆ ∂(σC�f)(x). (2.4)

On the one hand, by Lemma 1.16(c) we have (σC�f)∗ = f ∗ + δC and so, invoking Lemma
1.16(d), we get

(σC�f)∗∗ = σC�f
∗∗. (2.5)

On the other hand, since

(σC�f)∗∗ (x) = (δC + f ∗)∗(x) = sup
x∗∈C
{〈x∗, x〉 − f ∗(x∗)} ,

the continuity of f ∗ and the compactness of C yield the existence of some x∗ ∈ C such that

(σC�f)∗∗ (x) = 〈x∗, x〉 − f ∗(x∗) = 〈x∗, x〉 − (f ∗ + δC)(x∗) = 〈x∗, x〉 − (σC�f)∗ (x∗).

40



In other words, in view of (2.5) and (2.4), respectively,

x∗ ∈ ∂ (σC�f)∗∗ (x) = ∂ (σC�f
∗∗) (x) ⊆ ∂(σC�f)(x)

and, so, ∂(σC�f)(x) 6= ∅. Due to Lemma 1.16(e), and using (2.5) again, this implies that

σC�f(x) = (σC�f)∗∗ (x) = σC�f
∗∗(x).

This finishes the proof, since x was arbitrarily chosen.

We are now able to prove the main result of this work, which has as a consequence the
required characterization of convexity.

Theorem 2.5 Let f : X → R be a weakly lsc epi-pointed function such that

argmin{f − x∗} is convex for all x∗ ∈ D,

where D is a convex dense subset of dom f ∗. Then we have that

f ∗∗ = σdom f∗�f.

Proof. Since int(dom f ∗) 6= ∅, without loss of generality, we assume that D ⊆ int(dom f ∗).
Define C := {co(F ) : F is a finite subset of D}. Clearly (C,⊇) is a directed set.

It is easy to check, using Proposition 2.4, that

sup
C∈C

σC�f = sup
C∈C

σC�f
∗∗ ≤ σdom f∗�f

∗∗ ≤ σdom f∗�f.

Now we will prove that

sup
C∈C

σC�f = σdom f∗�f, (2.6)

and the conclusion will follow from Lemma 1.16(d), that shows that

σdom f∗�f
∗∗ = (Idom f∗ + f ∗)∗ = f ∗∗.

We fix x ∈ X and for any C ∈ C define gC(y) := f(y) + σC(x − y) and g(y) := f(y) +
σdom f∗(x− y). Clearly, gC and g are weakly lsc functions and gC ↗ g pointwise.

If there exists C ∈ C such that gC ≡ +∞, (2.6) is trivially verified.

Assume that for every C ∈ C, gC 6≡ +∞. From lemma 1.16(f) applied to f ∗ at x∗ ∈ C(⊂
int(dom f ∗)) we conclude that f ∗∗ − x∗ is weakly inf-compact and from the fact that

gC(·) = f(·) + σC(x− ·) ≥ f ∗∗(·)− 〈x∗, ·〉+ 〈x∗, x〉,

we see that gC is weakly inf-compact.

Now, for every C ∈ C we take xC ∈ argmin{gC} and fix some C0 ∈ C. Then for every
K ∈ C such that C0 ⊆ K we have xK ∈ Γ := {y ∈ X : gC0(y) ≤ sup

C∈C
{σC�f(x)}}.
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Finally, on the one hand, if sup
C∈C
{σC�f(x)} = +∞, equality (2.6) is trivial. On the other

hand, if sup
C∈C
{σC�f(x)} < +∞, then Γ is compact and we apply Lemma 2.2 to the family

gC , xC indexed by the directed set {C ∈ C : C0 ⊆ C}, to obtain equality (2.6).

The following example illustrates the necessity of considering the support function of
dom f ∗ in the formula for the biconjugate given in Theorem 2.5.

Example 2.6 Let f : R→ R be the lsc nonconvex function defined by

f(x) =

{
|x| if x ∈ [−1, 1]
|x|+ e−|x| if x ∈ R\[−1, 1].

Then it is easy to prove that f ∗ = I[−1,1], which shows that f is epi-pointed, and

argmin{f − α} =


{0} if α ∈ (−1, 1)
[0, 1] if α = 1
[−1, 0] if α = −1.

Hence, the hypothesis of Theorem 2.5 holds, but not the equality f ∗∗ = f . However, we easily
check that

f ∗∗ = | · | = σdom f∗�f.

The following remark gives a geometrical interpretation of the conclusion of Theorem 2.5
in terms of the epigraph of involved functions.

Remark 2.7 It is well known that when the inf-convolution is exact, then its epigraph is
the sum of the epigraphs of the two functions. Since it can be shown that convolution in the
equality of Theorem 2.5 is exact, we see that Theorem 2.5 corresponds to the set equality

co(epi f) = epi f + epiσdom f∗ . (2.7)

On the other hand, if we consider the asymptotic cone of epi f given by (see, e.g., [40])

(epi f)∞ :=
⋂
ε>0

]0, ε] epi f,

which is the epigraph of the asymptotic function f∞, since co(f∞) = σdom f∗ when f is weakly
lsc and epi-pointed (see [28, Theorem 7]), we can rewrite Theorem 2.5 as

f ∗∗ = f� co(f∞),

and the equation (2.7) as
co(epi f) = co((epi f)∞) + epi f.

It is worth noting that this characterization does not involve dual objects.

The next corollary corresponds to the announced result of this work: The extension of
Theorem 2.1 to the setting of locally convex spaces.
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Corollary 2.8 Let f : X → R be a weakly lsc epi-pointed function such that dom f ∗ = X∗.
If there exists a convex dense set D ⊂ X∗ such that argmin{f −x∗} is convex for all x∗ ∈ D,
then f is convex.

The next remark compares the hypotheses of Theorem [107, Theorem 10] and Corollary
2.8

Remark 2.9 It is worth observing that in [107, Theorem 10] the density assumption on D is
with respect to the norm topology in X∗. This is clearly stronger than the condition used in
Corollary 2.8 asking that D is dense only with respect to the Mackey topology. On the other
hand, according to Lemma 1.16(f) we see that the hypothesis of weakly infcompactness of
f − x∗ is equivalent to the continuity of f ∗ over all X∗ with respect to the Mackey topology.

The following example shows the necessity of the convexity assumption of D in Corollary
2.8.

Example 2.10 Let h be a proper lsc convex function defined on a reflexive Banach space Z
such that domh∗ = Z∗; hence, h is epi-pointed (with respect to the norm-topology in Z∗).
Choose any nonconvex positive and weakly lsc function g such that the function f := h + g
is not convex. Then f defines a weakly lsc epi-pointed function, due to the relation h∗ ≥ f ∗

which implies that dom f ∗ = Z∗ and f ∗ is norm-continuous on Z∗. Since f ∗ is Fréchet-
differentiable in a (Gδ)-dense subset of Z∗ (see, e.g., [94]), D ⊂ Z∗, by [25, Proposition 6]
we deduce that, for all x∗ ∈ D,

argmin{f − x∗} = (∂f)−1(x∗) = {∇f ∗(x∗)}.

The next corollary shows that the epi-pointedness assumption in Corollary 2.8 can be
replaced by the assumption of convexity of ε- argmin{f −x∗} when ε is sufficiently small and
the density of D in the norm topology.

Corollary 2.11 Suppose that X is a normed space, and let f : X → R be a weakly lsc
function such that dom f ∗ = X∗. Assume that there exist a convex (norm-)dense set D ⊂ X∗

such that for all x∗ ∈ D there is some δ > 0 such that

ε- argmin{f − x∗} is convex, for all ε ∈ (0, δ).

Then f is convex.

Proof. We consider the duality pair ((X∗∗, w∗), (X∗, ‖ · ‖∗)) together with the function fw
∗

:
X∗∗ → R given by

f
w∗

(x∗∗) := lim inf
xα

w∗→x∗∗

xα∈X

f(xα).

It is clear that fw
∗

is weakly lsc and epi-pointed. Moreover, since for every x∗ ∈ D we have

argmin{fw
∗

− x∗} =
⋂
ε>0

ε- argmin{f − x∗}
w∗

,
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we deduce that argmin{fw
∗

− x∗} is convex. Hence, by applying Corollary 2.8 we conclude
that fw

∗

is convex, and so is the function f .

In the final part, keeping in mind a possible application to the finite-dimensional case, we
consider the relative interior within the definition of epi-pointed functions. More generally,
we have:

Theorem 2.12 Let f : X → R be a function with a proper conjugate, and denote F :=
aff(dom f ∗). We suppose that the following conditions hold:

(a) The restriction of f ∗ to F , f ∗|F , is continuous on ri(dom f ∗).

(b) There exists x∗0 ∈ ri(dom f ∗) such that f − x∗0 is weakly lsc and weakly inf-compact.

(c) There exists a convex set D ⊆ ri(dom f ∗), with ri(dom f ∗) ⊂ D, such that argmin{f −
x∗} is convex for all x∗ ∈ D.

Then we have
σdom f∗�f = f ∗∗.

Moreover, if D = F , then
σdom f∗�f = f ∗∗ = fF ,

where fF (x) := inf{f(w) : w ∈ x+ (F − x∗0)⊥}.

Proof. We may suppose without loss of generality that x∗0 = 0 so that the function fF defined
above is written as

fF (x) := inf{f(w) : w ∈ x+ F⊥}.

We also denote by Z := X/F⊥ the quotient space of X by the orthogonal space of F , and
introduce the function h : Z → R defined as

h([x]) := fF (x).

Let us consider the dual pair (Z, σ(Z, F ), F, τ(X∗, X)) endowed with the bilinear form 〈x∗, [x]〉 =
〈x∗, x〉. Then, from the relation

{z ∈ Z : h(z) ≤ λ} = Π({x ∈ X : f(x) ≤ α}), ∀λ ∈ R,

where Π : X → X/F⊥ is the canonical projection, i.e., Π(x) = [x], it follows that h is
weakly lsc. Also, since f is weakly inf-compact, the relation above together with the fact
that h∗ = f ∗|F also imply that

int(domh∗) = ri(dom f ∗),

and h is epi-pointed.

Next, because f is weakly inf-compact, we get

argmin{h− x∗} = Π(argmin{f − x∗}),

44



which shows that argmin{h− x∗} is convex.

Now, we are able to apply Theorem 2.5 to get, for every x ∈ X,

σdomh∗�h = sup
x∗∈F
{〈·, x∗〉 − h∗(x∗)} .

Moreover, using the fact that h∗ = f ∗|F and σdom f∗(x − y − z) = σdom f∗(x − y), for every
z ∈ F⊥, we see that for all x ∈ X

σdomh∗�h([x]) = σdom f∗�f(x),

and
sup
x∗∈F
{〈x, x∗〉 − h∗(x∗)} = f ∗∗(x).

Finally, if F ⊆ dom f ∗, then x− y /∈ F⊥, and so

σdom f∗(x− y) = σF (x− y) = +∞.

Therefore, σdom f∗�f = fF .

Remark 2.13 With the hypothesis of Theorem 2.12, it is not possible to get the equality
f = f ∗∗ instead of fF−x∗0 = f ∗∗. Indeed, consider the function f : R2 → R given by

f(x, y) =
1

2
x2 + ln (|y|+ 1) .

Then the conjugate is given by

f ∗(α, η) =

{
α2

2
if η = 0

+∞ if η 6=, 0

so that dom f ∗ = R× {0} and for every (α, 0),

argmin{f − (α, 0)} = {(α, 0)};

that is, argmin{f − (α, 0)} is convex, while f is not convex.
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Chapter 3

On Brøndsted-Rockafellar’s Theorem for
convex lower semicontinuous epi-pointed
functions in locally convex spaces

3.1 Introduction

The first chapter opens our minds to the class of epi-ponted functions, which appear to be
promising for develop variation analysis outside of Banach spaces. Before presenting the
definition of an epi-pointed function that we adopted in infinite dimension locally convex
spaces, let us introduce the history about this family and some properties in finite-dimension
which motivate our definition.

To better understand the research done in this thesis we must explain the terminology
variational analysis and recall some results in the theory of variational and convex analysis.
One of the most simple and intuitive introductions to the concept of variational analysis
is given in the acclaimed book by Jonathan M. Borwein and Qiji J. Zhu [14]. Variational
techniques refer to proofs by way of establishing that an appropriate auxiliary function attains
a minimum. This can be viewed as a mathematical form of the principle of least action in
physics. Since so many important results in mathematics, in particular, in analysis have
their origins in the physical sciences, it is entirely natural that they can be related in one
way or another to variational techniques. The use of variational arguments in mathematical
proofs has a long history. This can be traced back to Johann Bernoulli’s problem of the
Brachistochrone and its solutions leading to the development of the calculus of variations.
Since then the method has found numerous applications in various branches of mathematics.
A simple illustration of the variational argument is the following example.

Example 3.1 (Surjectivity of Derivatives) Suppose that f : R → R is differentiable every-
where and suppose that lim

|x|→∞
f(x)/|x| = +∞. Then {f ′(x) : x ∈ R} = R.

Proof. Let r be an arbitrary real number. Define g(x) = f(x) − rx. We easily check that
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g(x) → +∞ as |x| → +∞ and therefore attains a (global) minimum at some x̄. Then
0 = g′(x̄) = f ′(x̄)− r.

Two conditions are essential in this variational argument. The first is compactness (to
ensure the existence of the minimum) and the second is differentiability of the auxiliary
function (so that the differential characterization of the results is possible). Two important
discoveries in the 1970’s led to significant useful relaxation on both conditions. First, the dis-
covery of general variational principles led to the relaxation of the compactness assumptions.
Such principles typically assert that any lower semicontinuous (lsc) function, bounded from
below, may be perturbed slightly to ensure the existence of the minimum. Second, the devel-
opment of the nonsmooth analysis made possible the use of nonsmooth auxiliary functions.

To the best of my knowledge this paragraph represents a brief, but concrete introduction
to the techniques necessary to develop variational analysis. Summarizing the ideas one needs
the existence of minima, or at least the existence of minima to perturbed problems and also
some form of generalized differentiation is required.

In mathematical analysis, Ekeland’s variational principle, discovered by Ivar Ekeland in
1979 is a theorem that asserts that there exists nearly optimal solutions to some perturbed
optimization problems.

Theorem 3.2 [45, I. Ekeland, Theorem 1] Let (X, d) be a complete metric space and let
f : X → R be an lsc proper function, let ε, λ > 0 and u ∈ X such that:

f(u) ≤ inf f + ε.

Then there exists uε ∈ X such that:

(a) d(u, uε) ≤ λ,

(b) f(uε) + ε/λd(u, uε) ≤ f(u),

(c) f(uε) < f(y) + ε/λd(y, uε), ∀y ∈ X\{uε}.

The above result has been utilized to prove, or to give alternative proofs to some of the
most important theorems in nonsmooth analysis, in particular convex analysis. One can
find many examples of the tremendous and influential power of this theorem by reading [14],
for instance: Equivalence of the Ekeland’s variational principle with the completeness of
the space, a proof of the Banach fixed point theorem based in this variational principle,
Borwein-Preiss variational principle, the theory of convex analysis from variational principles,
nonconvex generalized differentiability, among many other topics.

Convex analysis has been one of the most important topics in optimization theory, in par-
ticular the subdifferential theory has granted diverse tools to resolve theoretical and applied
problems.

One of the results which can be proved using Ekeland’s variational principle is the well-
known Brøndsted-Rockafellar Theorem. This fundamental proposition basically gives us the
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non-vacuity of the convex subdifferential in many points, since it is a powerful result in convex
analyis, it has been redacted in many different forms. One of the form is:

Theorem 3.3 (Brøndsted, A. and Rockafellar, R. T. [19]) Let X be a Banach space and
let f : X → R be a convex proper lsc function. Consider ε ≥ 0 and x∗0 ∈ ∂ε f(x0). Then
there exists x∗ε ∈ ∂ f(xε) such that ‖xε − x0‖ ≤

√
ε and ‖x∗ε − x∗0‖ ≤

√
ε. In particular,

dom f ⊂ dom ∂ f and dom f ∗ ⊂ rge ∂ f .

Another important result is the maximal monotonicity of the subdifferential. It is clear
that for every function f the convex subdifferential ∂ f is a monotone multifunction in the
sense that

〈x∗ − y∗, x− y〉 ≥ 0, for all (x, x∗), (y, y∗) ∈ gph ∂ f.

Moreover, one can also get easily that ∂ f is cyclically monotone; that is for all n ∈ N and
all (xi, x

∗
i ) ∈ gph ∂ f , with i = 1, ..., n one has

0 ≥ 〈x0 − xn, x∗n〉+ ...+ 〈x2 − x1, x
∗
1〉+ 〈x1 − x0, x

∗
0〉. (3.1)

Rockafellar said in [98]: The cyclic monotonicity condition can be viewed heuristically as a
discrete substitute for two classical conditions: that a smooth convex function has a positive
semi-definite second differential, and that all circuit integrals of an integrable vector field must
vanish. Also in the same paper he proved that every multifunction M : Rn ⇒ Rn satisfying
the cyclically monotone relation (3.1) must be contained in the subdifferential of some proper
convex function f , that is to say, M(x) ⊆ ∂ f(x) for all x ∈ Rn. Besides, Rockafellar proved
that for every lsc convex function f the subdifferential mapping ∂ f : Rn ⇒ Rn cannot be
extended to strictly larger mapping (in the sense of inclusion of theirs graphs), that is to say,
it is a maximal monotone operator. The precise statement is the following:

Theorem 3.4 (Rockafellar, R. T. [100]) Let X be a Banach space and let f be an lsc proper
convex function on X. Then ∂ f is a maximal monotone operator.

This kind of assertion goes back to [83], where Minty proves it for a continuous convex
function defined on a Hilbert space. Later, Moreau in [87] also gave a proof in Hilbert spaces
without the continuity assumption, using duality and the Moreau-Yosida envelope. It is
important to recall that the theorem above have gotten the attention of many authors who
have made different proofs of this result, even when this result was proved by Rockafellar in
any arbitrary Banach space, among others we refer to Borwein [8], Ivanov and Zlateva [70],
Marques Alves and Svaiter [82], Simons [111], Taylor [112], Thibault [116], Zalinescu [133].

Now consider a linear operator A : Rm → Rn and convex proper lsc functions g, h : Rn →
R. One important question from the nineties in the spirit of Brøndsted-Rockafellar Theorem
was: Could it be possible for any point x∗ ∈ ∂ g ◦ A(x) to find sequences y∗n ∈ ∂ g(yn) such
that yn → A(x) and A∗(y∗n)→ x∗? And in the same way for the sum of functions: Could it be
possible for any point x∗ ∈ ∂(g + h)(x) to find sequences y∗n ∈ ∂ g(yn) and z∗n ∈ ∂ g(zn) such
that yn, zn → x and y∗n + z∗n → x∗? Both questions have been positively answered for many
authors (see e.g. [48], [71], [89], [113], [115], [116]). This kind of formulas are commonly called
limiting calculus rules for the convex subdifferential or Fuzzy calculus rules for the convex
subdifferential. One of the classical statement, is given by:
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Theorem 3.5 [89, Theorem 2.2] Let X and Y be two Banach spaces and let A : X → Y be
a linear operator and g : Y → R be a convex proper lsc function. Then for any x ∈ X with
A(x) ∈ dom g one has x∗ ∈ ∂ g ◦ A(x) if and only if there exist nets y∗ν ∈ Y ∗, yν ∈ Y such
that y∗ν ∈ ∂ g(yν), yν → A(x), g(yν)→ g(A(x)) and A∗(yn)∗

w∗−→ x∗.

Theorem 3.6 [113, Theorem 3] Let X be a Banach space and let g, h : X → R be two
proper lsc functions. Then for every x ∈ dom g ∩ domh one has x∗ ∈ ∂(g+h)(x) if and only
if there exist nets y∗ν , z∗ν ∈ X∗, yν , zν ∈ X such that y∗ν ∈ ∂ g(yν), z∗ν ∈ ∂ h(zν), yν , zν → x,
g(yν)→ g(x), h(zν)→ h(x) and y∗ν + z∗ν

w∗−→ x∗.

It is known that the Brøndsted-Rockafellar’s Theorem is not valid outside Banach spaces
for all lsc proper convex functions (see, e.g., [19]), more precisely Brøndsted and Rockafellar
found an lsc proper convex function defined on a locally convex topological vector space
with empty subdifferential everywhere, and consequently all of the above statements are also
not valid. This observation motivates the work to provide a suitable family of lsc proper
convex functions defined on locally convex spaces, which satisfies the Brøonsted-Rockafellar
Theorem.

The main features of this work are:

(1) Show that epi-pointed lsc convex functions, defined on any locally convex space, satisfy
the Brøndsted-Rockafellar’s Theorem (see Theorem 3.8 and Corollary 3.9).

(2) Provide a different proof of Brøndsted-Rockafellar’s Theorem for this class of epi-
pointed functions, in the sense that it is based on a very simple variational principle,
which is valid in locally convex spaces, without requiring such tools as Ekeland’s or
Bishop-Phelps’ variational principles (see Lemma 3.7).

(3) Since every convex function in Banach spaces can be adequately perturbed to obtain an
epi-pointed function, we recover in the Banach setting the usual Brøndsted-Rockafellar’s
theorem (see Section 3.3).

(4) We also obtain other important results in the same spirit, as all the above Theorems,
Theorems 3.10 for the Maximal monotonicity of the subdifferential and Theorems 3.12
and 3.14 for the subdifferential limiting calculus rules for convex functions.

3.2 Brøndsted-Rockafellar’s Theorem and consequences

First we give in Lemma 3.7 a simple variational principle, for convex functions defined on
lcs, that is the key tool in the proof of our main results.

Lemma 3.7 Let x0 ∈ X and let f : X → R ∪ {+∞} and ρ : X → [0,∞) be two convex lsc
functions such that ρ(0) = 0 and the function f(·) + ρ(· − x0) is epi-pointed. For any ε ≥ 0,
x0 ∈ X and x∗0 ∈ ∂εf(x0) with x∗0 ∈ int(dom(f + ρ(· − x0))∗), there exists xε ∈ X such that:
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(a) ρ(x0 − xε) ≤ ε,

(b) x∗0 ∈ ∂(f + ρ(· − x0))(xε),

(c) |f(x0)− f(xε)| ≤ |〈x∗0, x0 − xε〉|+ ε.

Proof. Define g := f + ρ(· − x0) − x∗0. By Proposition 1.16(f) we see that the (proper lsc
convex) function g is inf-compact, and there exists xε ∈ argmin g (the minima of g), such
that

f(xε) + ρ(xε − x0)− x∗0(xε) ≤ f(x0)− x∗0(x0) ≤ f(xε)− x∗0(xε) + ε.

Hence, ρ(xε − x0) ≤ ε. Now, since 0 ∈ ∂g(xε), by Proposition 1.16(a) we have

x∗0 ∈ ∂(f + ρ(· − x0))(xε).

Finally, 〈x∗0, x0−xε〉 ≤ f(x0)− (f(xε) + ρ(xε−x0)) ≤ f(x0)− f(xε) ≤ 〈x∗0, x0−xε〉+ ε, gives
us the last statement.

The following result gives the counterpart of Brøndsted-Rockafellar-Borwein Theorem
(e.g., [8]) for convex lsc epi-pointed functions defined in locally convex spaces.

Theorem 3.8 Let f : X → R ∪ {+∞} be a convex, lsc and epi-pointed function. Consider
ε ≥ 0, β ∈ [0,∞), a continuous seminorm p, λ > 0 and x0 ∈ X. If x∗0 ∈ ∂εf(x0)∩int(dom f ∗),
then there are xε ∈ X, y∗ε ∈ Bp(0, 1)◦ and λε ∈ [−1, 1] such that:

(a) p(x0 − xε) + β|〈x∗0, x0 − xε〉| ≤ λ,

(b) x∗ε := x∗0 + ε
λ

(y∗ε + βλεx
∗
0) ∈ ∂f(xε),

(c) |〈x∗ε, x0 − xε〉| ≤ ε+ λ
β
,

(d) |f(x0)− f(xε)| ≤ ε+ λ
β

(e) x∗ε ∈ ∂2εf(x0).

With the convention 1
0

= +∞.

Proof. Define ρ(x) = ε
λ

(p(x) + β|〈x∗0, x〉|). We apply Lemma 3.7 to f and ρ to conclude the
existence of xε ∈ X such that ρ(x0−xε) ≤ ε, x∗0 ∈ ∂(f + ρ(· −x0))(xε) and |f(x0)− f(xε)| ≤
|〈x∗0, x0 − xε〉| + ε. So, xε verifies (a) and (d). Now we use Proposition 1.16(a) to obtain
0 ∈ ∂f(xε)−x∗0+ ε

λ
Bp(0, 1)◦+ ε

λ
β ·[−1, 1]·x∗0, from which we find y∗ε ∈ Bp(0, 1)◦ and λε ∈ [−1, 1]

such that x∗ε := x∗0 + ε
λ

(y∗ε + βλεx
∗
0) ∈ ∂f(xε). Then

|〈x∗ε − x∗0, x0 − xε〉| ≤ ε
λ
|〈y∗ε + βλεx

∗
0, x0 − xε〉|

≤ ε
λ

(|〈y∗ε , x0 − xε〉|+ β|〈x∗0, x0 − xε〉|)
≤ ε

λ
(p(x0 − xε) + β|〈x∗0, x0 − xε〉|) ≤ ε,
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and (c) follows (using (a)) |〈x∗ε, x0−xε〉| ≤|〈x∗ε−x∗0, x0−xε〉|+|〈x∗0, x0−xε〉| ≤ ε+ λ
β
. Finally,

since x∗0 ∈ ∂εf(x0) and x∗ε ∈ ∂f(xε) we get, for every x ∈ X,

〈x∗ε, x− x0〉 = 〈x∗ε, x− xε〉+ 〈x∗ε − x∗0, xε − x0〉+ 〈x∗0, xε − x0〉
≤ f(x)− f(xε) + ε+ f(xε)− f(x0) + ε

= f(x)− f(x0) + 2ε;

that is, x∗ε ∈ ∂2εf(x0).

This Theorem allows us to obtain the counterpart of the classical statement of Brøndsted-
Rockafellar’s Theorem for lsc convex epi-pointed functions in locally convex spaces.

Corollary 3.9 Let f : X → R∪{+∞} be a convex lsc epi-pointed function. Then for every
x ∈ dom f there exist nets {(xα, x∗α)}α∈A such that x∗α ∈ ∂f(xα), xα → x and f(xα)→ f(x).

Proof. Consider a filtered family of seminorms N (ordered by ρ1 ≤ ρ2 if and only if ρ1(x) ≤
ρ2(x) for all x ∈ X), which defines the topology on X. We also define the index set A :=
N × (0, 1) associated with the partial order

α1 = (ρ1, ε1) ≤ α2 = (ρ2, ε2) if and only if ρ1 ≤ ρ2 and ε1 ≥ ε2.

It is easy to see that for every ε ∈ (0, 1), ∂εf(x) ∩ int(dom f ∗) 6= ∅. Therefore, for every
ε ∈ (0, 1) and for every continuous seminorm ρ ∈ N we can apply Theorem 3.8 to f with
β = 1 and λ =

√
ε. We get that there exists (xε,ρ, x

∗
ε,ρ) in the graph of the subdifferential

of f such that ρ(x − xε,ρ) ≤
√
ε and |f(x) − f(xε,p)| ≤ ε +

√
ε. To prove the convergence

of this net, take a neighborhood V of zero and δ > 0 and let ρ0 ∈ N and ε0 ∈ (0, 1) such
that Bρ0(0,

√
ε0) ⊆ V and ε0 +

√
ε0 ≤ δ. Therefore, for every (ρ, ε) ≥ (ρ0, ε0) we have that

ρ0(x − xε,ρ) ≤ ρ(x − xε,ρ) ≤
√
ε ≤ δ and |f(x) − f(xε,p)| ≤ ε +

√
ε ≤ ε0 +

√
ε0 ≤ δ, which

implies that xε,ρ ∈ x+ V and |f(x)− f(xε,p)| ≤ δ.

Now, we apply Theorem 3.8 to obtain the maximal monotonicity of the subdifferential
operator of proper lsc convex epi-pointed functions in locally convex spaces.1 For proper
lsc convex functions defined in Banach spaces, this corresponds to the famous theorem by
Rockafellar, [100, Theorem A].

Theorem 3.10 Let f : X → R ∪ {+∞} be a convex lsc function. If either f or f ∗ is
epi-pointed, then ∂f and ∂f ∗ are maximal monotone operators.

Proof. Without lost of generality we consider that f is an epi-pointed function, that f(0) = 0
and that 0 /∈ ∂f(0). We pick an x ∈ X such that f(2x) < f(x) < 0 (such an element
exists, since by supposing the contrary, one deduces that f(x) ≥ f(x

2
) for any x such that

f(x) < 0, and we get f(x) ≥ f( x
2n

) for any n ∈ N, which leads us to the contradiction
f(x) ≥ lim inf

n→+∞
f( x

2n
) ≥ f(0)). If a := f(x) − f(2x) and δ ∈ (0, a

a+3
), we choose an x∗ ∈

1The arguments used in the proof of this result (Theorem 3.10) follows the suggestion made by one of the
referees.
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∂δ2f(x) ∩ int(dom f ∗) (this choice is possible since f(x) = f ∗∗(x) = sup{〈y∗, x〉 − f ∗(y∗) :
y∗ ∈ int(dom f ∗)}). Then

〈x∗, x〉 = 〈x∗, 2x− x〉 ≤ f(2x)− f(x) + δ2 ≤ δ2 − a < 0.

Define p(x) = |〈x∗, x〉| a continuous seminorm so that Bp(0, 1) = {x ∈ X : |〈x∗, x〉| ≤ 1} and
(Bp(0, 1))◦ = [−1, 1] · x∗. Then Theorem 3.8 (with ε = δ2, λ = δ and β = 0) ensures the
existence of x0 ∈ X and x∗0 ∈ ∂f(x0) such that x− x0 ∈ δBp(0, 1) and x∗− x∗0 ∈ δ(Bp(0, 1))◦.
Thus, |〈x∗− x∗0, x− x0〉| ≤ δ2, |〈x∗− x∗0, x〉| ≤ δ|〈x∗, x〉| = δ(a− δ2) and |〈x∗, x− x0〉| ≤ δ. In
conclusion, we get

〈x∗0, x0〉 =〈x∗, x〉+ 〈x∗ − x∗0, x− x0〉+ 〈x∗0 − x∗, x〉+ 〈x∗, x0 − x〉
≤δ2 − a+ δ2 + δ(a− δ2) + δ < −a+ δ(a+ 3) < 0.

We finish this section by applying Theorem 3.8 to get limiting calculus rules for the
subdifferential mapping of the composition with a linear mapping and the sum of convex
functions. Our proof is an adaptation of [113, Theorem 3] that uses the following lemma.

Lemma 3.11 Let X,Z be two lcs, f ∈ Γ0(Z) be an epi-pointed function and A ∈ L(X,Z)
(linear and continuous mapping). Then for every x ∈ dom(f ◦ A)

∂ (f ◦ A) (x) =
⋂
η>0

A∗ [∂ηf(Ax) ∩ int(dom f ∗)]
w∗

.

Proof. By Proposition 1.3 we only need to prove that for every η > 0

A∗ (∂ηf(Ax)) ⊂ [A∗ (∂ηf(Ax) ∩ int(dom f ∗))]
w∗

.

Indeed, if z ∈ dom f , then

f(z) = sup{〈x∗, z〉 − f(x∗) : x∗ ∈ int(dom f ∗)}

and ∂ηf(z) ∩ int(dom f ∗) 6= ∅ for every η > 0. Because int(dom f ∗) is open and dense in
dom f ∗ we have that ∂ηf(z) ∩ int(dom f ∗) = ∂ηf(z) = ∂ηf(z). Hence, since A∗ is w∗ to w∗
continuous we conclude the lemma.

Theorem 3.12 Let X,Z be two lcs, A ∈ L(X,Z), g ∈ Γ0(Z) be an epi-pointed function,
f := g◦A and x ∈ dom f . Then x∗ ∈ ∂f(x) if and only if there exists a net (zi, z

∗
i )i∈I ∈ Z×Z∗

such that z∗i ∈ ∂g(zi), zi → y = Ax, g(zi)→ g(y), 〈zi − z, z∗i 〉 → 0 and A∗(z∗i )
w∗→ x∗.

Proof. Take x∗0 ∈ ∂f(x). Consider a filtered family of seminorms N1 (ordered by ρ1
Z ≤ ρ2

Z if
and only if ρ1

Z(z) ≤ ρ2
Z(z) for all z ∈ Z), which defines the topology on Z and a filtered family

of seminorms N2 (ordered in a similar way as N1: ρ1
X∗ ≤ ρ2

X∗ if and only if ρ1
X∗(x

∗) ≤ ρ2
X∗(x

∗)
for all x∗ ∈ X∗), which defines the weak∗ topology on X∗. We also define the index set
I := N1×N2× (0, 1) ordered by i1 = (ρ1

Z , ρ
1
X∗ , ε1) ≤ i2 = (ρ2

Z , ρ
2
X∗ , ε2) if and only if ρ1

Z ≤ ρ2
Z ,

ρ1
X∗ ≤ ρ2

X∗ and ε1 ≥ ε2. Now, we take i = (ρZ , ρX∗ , ε) ∈ I and set U := {z ∈ Z : pZ(z) ≤ 1}.
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Choose an η > 0 such that √η + η ≤ ε
2
and 2

√
η ≤ ε

(
max
U◦

pX∗(A
∗(y∗)) + pX∗(x

∗
0) + 1

)−1

.
Then by Lemma 3.11 we take z∗0 ∈ ∂ηg(z) ∩ int(dom g∗) such that pX∗(A∗z∗0 − x∗0) ≤ η.
By Theorem 3.8 (with β = 1, λ =

√
η) there exists z∗i ∈ ∂g(zi) such that pZ(zi − z) ≤ √η,

z∗i = z∗0 +
√
η (u∗i + ληz

∗
0) ∈ ∂g(zi), u∗η ∈ U◦, |〈z∗i , z−zi〉| ≤ η+

√
η and |g(z)−g(zi)| ≤ η+

√
η.

Therefore, pZ(zi − z) ≤ ε, |〈z∗i , z − zi〉| ≤ ε and |g(z)− g(zi)| ≤ ε. Finally,

pX∗(A
∗z∗i − x∗0) ≤ pX∗(A

∗z∗0 − x∗0) + pX∗(A
∗z∗i − A∗z∗0)

≤ ε

2
+
√
η (pX∗(A

∗u∗i ) + pX∗(A
∗z∗0 − x∗0) + pX∗(x

∗
0))

≤ ε

2
+
√
η (pX∗(A

∗u∗i ) + η + pX∗(x
∗
0))

≤ ε

2
+
√
η
(

max
U◦

pX∗(A
∗(y∗)) + pX∗(x

∗
0) + 1

)
≤ ε.

To prove the necessity part, let (yi, y
∗
i )i∈I ⊂ gph ∂g a net such that (yi) → y = Ax, g(yi) →

g(y), 〈yi − y, y∗i 〉 → 0 and A∗(y∗i )
w∗→ x∗. Then 〈y − yi, y

∗
i 〉 ≤ g(y)− g(yi) for every i ∈ I and

y ∈ X. It follows that

〈z − x,A∗y∗i 〉+ 〈y − yi, y
∗
i 〉 = 〈Az − yi, y

∗
i 〉 ≤ f(z)− g(yi) ∀i ∈ I, ∀z ∈ X.

Taking the limits gives 〈z − x, x∗〉 ≤ f(z)− f(x), for all z ∈ X, and so x∗ ∈ ∂f(x).

Remark 3.13 We give a simple example which shows that the above subdifferential calculus
rule is not valid without the epi-pointedness assumption. Let g : X → R be a convex lsc and
proper function with empty subdifferential everywhere (see [19]). Then take a continuous
linear function A : R → X such that dom g ∩ A(R) 6= ∅. We easily check that the function
f = g ◦A is proper, convex, and lsc in R. This implies that there exists a point x0 ∈ R such
that ∂f(x0) 6= ∅ and Theorem 3.12 does not hold.

From the last theorem we deduce the subdifferential limiting calculus rule for the sum of
convex epi-pointed functions.

Theorem 3.14 Let f1, f2 ∈ Γ0(X) be two epi-ponted functions and x ∈ dom(f1 + f2). Then
x∗ ∈ ∂ (f1 + f2) (x) if and only if there exist two nets (xk,i, x

∗
k,i)i∈I ⊂ X × X∗ such that

x∗k,i ∈ ∂fk(xk,i) k = 1, 2, xk,i → x, fk(xk,i) → fk(x), 〈xk,i − x, x∗k,i〉 → 0, for k = 1, 2, and

(x∗1,i + x∗2,i)
w∗→ x∗.

Proof. We apply Theorem 3.12 with Z = X × X, A : X → Z defined by Ax = (x, x) and
g(x1, x2) = f1(x1) + f2(x2). We have f := f1 + f2 = g ◦A. The sufficiency part is immediate,
taking y = (x, x) = Ax, yi = (x1,i, x2,i) and y∗i = (x∗1,i, x

∗
2,i), for i ∈ I. For the necessity part,

we take x∗ ∈ ∂f(x). By Theorem 3.12 there exists (yi, y
∗
i )i∈I ⊂ Z×Z∗ such that y∗i ∈ ∂g(yi),

yi → y = Ax, g(yi) → g(y), 〈yi − y, y∗i 〉 → 0 and A∗(y∗i )
w∗→ x∗. Taking yi = (x1,i, x2,k) and

y∗i = (x∗1,i, x
∗
2,i), by the formula ∂g(x1, x2) = ∂f1(x1) × ∂f2(x2), we get x∗k,i ∈ ∂fk(xk,i) and

xk,i → x for k = 1, 2. Suppose that lim sup f1(x1,i) − f1(x) > δ > 0. Then J := {i ∈ I :
f1(x1,i) − f1(x) > δ} is a co-final set in I. It follows that g(yi) − g(y) ≥ δ + f2(x2,i) − f2(x)
for every i ∈ J . Then taking the lower limits we get 0 ≥ δ and, hence, fk(xk,i) → fk(x), for
k = 1, 2. Finally, using the following inequalities

f1(x1,i)− f1(x) ≤ 〈x1,i − x, x∗1,i〉 ≤ 〈x1,i − x, x∗1,i〉+ 〈x2,i − x, x∗2,i〉+ f2(x)− f2(x2,i) ∀i ∈ I,
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and taking the limits, we infer that 〈x1,i − x, x∗1,i〉 → 0.

3.3 Banach spaces

In this last section, we show how to recover from our previous results the classical Brøndsted-
Rockafellar Theorem in the context of Banach spaces, for any proper lsc convex functions
which are not necessarily epi-pointed. In the case of reflexive spaces, it is an easy exercise, us-
ing adequate perturbations of the convex function in order to obtain an epi-pointed function,
in the line of Examples 1.10 and 1.12.

Proposition 3.15 Let X be a reflexive Banach space and f ∈ Γ0(X). Consider x0 ∈ dom f ,
ε ≥ 0 and x∗0 ∈ ∂εf(x0). Then there exist (xε, x

∗
ε) ∈ X × X∗ such that x∗ε ∈ ∂f(xε),

‖xε − x0‖ ≤
√
ε and ‖x∗ε − x∗0‖ ≤

√
ε. In particular, dom f ⊂ dom ∂f and dom f ∗ ⊂ rge ∂f .

Proof. Consider x∗0 ∈ ∂εf(x0). We define the function g(w) := f(w) + δB(0,M)(w), where
M ≥ ‖x0‖+ ε+

√
ε. It is easy to see that g is epi-pointed, dom(g∗) = X∗ and x∗0 ∈ ∂εg(x0),

hence we apply Theorem 3.8 with λ =
√
ε, and β = 0, to get the existence of (xε, x

∗
ε) ∈

X × X∗ such that x∗ε ∈ ∂g(xε)), ‖x0 − xε‖ ≤
√
ε and ‖x∗ε − x∗0‖ ≤

√
ε. From the fact that

xε ∈ intB(0,M), we conclude that x∗ε ∈ ∂f(xε).

Proposition 3.16 Let X be a reflexive Banach space and f ∈ Γ0(X). Then ∂f is a maximal
monotone operator.

Proof. Let f ∈ Γ0(X) such that for every (x, x∗) ∈ gph ∂f we have 〈x∗, x〉 ≥ 0. We take
the function g(w) := f(w) + 1

2
‖x‖2. Clearly, g is epi-pointed, and so by Theorem 3.10 ∂g

is a maximal monotone operator. Moreover, for every x ∈ X, ∂g(x) = ∂f(x) + ∂ 1
2
‖ · ‖2(x),

where ∂ 1
2
‖ · ‖2(x) = {x∗ ∈ X∗ : 〈x∗, x〉 = ‖x‖2 = ‖x∗‖2}. Then, for every w∗ ∈ ∂g(x),

〈w∗, x〉 ≥ 0 and by the maximality we get 0 ∈ ∂g(0). Finally, because ∂f(0) = ∂g(0) we
obtain 0 ∈ ∂f(0).

Proposition 3.17 Let X be an lcs, Z be a reflexive Banach space, A ∈ L(X,Z), g ∈ Γ0(Z) ,
f := g◦A and x ∈ dom f . Then x∗ ∈ ∂f(x) if and only if there exists a net (yi, y

∗
i )i∈I ⊂ Z×Z∗

such that y∗i ∈ ∂g(yi), yi → y = Ax, g(yi)→ g(y), 〈yi − y, y∗i 〉 → 0 and A∗(y∗i )
w∗→ x∗.

Proof. Consider the functions g̃ := g + δB(A(x),1) and f̃ := g̃ ◦A. We apply Theorem 3.12 to
f̃ and obtain the existence of a net (yi, y

∗
i )i∈I ∈ Z × Z∗ such that y∗i ∈ ∂g̃(yi), yi → y = Ax,

g(yi) → g(y), 〈yi − y, y∗i 〉 → 0 and A∗(y∗i )
w∗→ x∗. Because yi → y = Ax we can suppose

that yi ∈ intB(A(x), 1), so we have g̃(yi) = g(yi) and by Proposition 1.16(a) we have y∗i ∈
∂g(yi).

Finally we show that Brøndsted-Rockafellar’s Theorem can also be obtained from Lemma
3.7.
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Theorem 3.18 Let X be a Banach space and h : X → R a convex lsc function. If x∗0 ∈
∂ε2h(x0), then for every η > 0 there exist xε ∈ X and x∗ε ∈ X∗ such that ‖x0 − xε‖ < ε + η,
‖x∗0 − x∗ε‖ < ε+ η and x∗ε ∈ ∂h(xε).

Proof. Take a sequence of positive numbers {ηn}n≥1, such that
∑∞

n=1 ηn < η and η0 :=
ε. We claim that if x∗n ∈ ∂η2

n
h(xn), then there exists (xn+1, x

∗
n+1) ∈ X × X∗ such that

‖xn − xn+1‖ ≤ ηn, ‖x∗n − x∗n+1‖ ≤ ηn and x∗n+1 ∈ ∂η2
n+1
h(xn+1). Take f := h∗ and ρ := ηn‖ · ‖

and consider the duality pair (X∗, w∗, X, ‖ ·‖). Since xn ∈ ∂η2
n
f(x∗n)∩ int dom(f +ρ(·−x∗n))∗

(dom(f + ρ(· − x∗n))∗ ⊇ domh + ηnBX(0, 1)), we apply Lemma 3.7 and we conclude that
there exists x∗n+1 ∈ X∗ such that ‖x∗n+1 − x∗n‖ ≤ ηn and xn ∈ ∂(f + ρ(· − x∗n))(x∗n+1). By
applying Proposition 1.16(a) in X∗∗, xn ∈ ∂f ∗(x∗n+1) + ηnBX∗∗ , and so there exists x∗∗ ∈ X∗∗
such that x∗n+1 ∈ ∂f ∗(x∗∗) and ‖xn − x∗∗‖ ≤ ηn. Finally, we apply Proposition 1.16(d) to h
and δBX(xn,ηn) with the duality pair (X, ‖ · ‖, X∗, w∗) to get h∗�σBX(xn,ηn) = (h+ δBX(xn,ηn))

∗.
Next, we apply Proposition 1.16(c) to h∗ and σBX(xn,ηn) = σBX∗∗ (xn,ηn) with the duality pair
(X∗, ‖ · ‖∗, X∗∗, w∗) to get

epi(h∗∗ + δBX∗∗ (xn,ηn)) = epi(h+ δBX(xn,ηn))
∗∗ = epi

w∗
(h+ δB(xn,ηn)).

Therefore, there exist a net (xi, αi)i∈I ∈ epi(h + δB(xn,ηn)) ⊆ X × R such that xi
w∗→ x∗∗ and

αi → h∗(x∗∗), which implies the existence of an element i0 ∈ I such that xi0 ∈ B(xn, ηn),
η2
n+1

2
+ h∗∗(x∗∗) > αi0 ≥ h(xi0) and η2

n+1

2
+ 〈x∗n+1, xi0〉 > 〈x∗n+1, x

∗∗〉 and set xn+1 := xi0 . Then
we get

h(xn+1) + h∗(x∗n+1) ≤ h∗∗(x∗∗) + h∗(x∗n+1) +
η2
n+1

2
≤ 〈x∗∗, x∗n+1〉+

η2
n+1

2
≤ 〈x∗n+1, x

∗
n+1〉+ η2

n+1,

so the construction of the sequences xn and x∗n is done. From the facts that ‖xn−xn+1‖ ≤ ηn,
‖x∗n − x∗n+1‖ ≤ ηn and

∑∞
i=1 ηi < +∞, it follows that (xn, x

∗
n) is a Cauchy sequence. By the

completeness of X and X∗, we conclude that (xn, x
∗
n)
‖·‖→ (xε, x

∗
ε), and so ‖x0 − xε‖ < ε + η,

‖x∗0 − x∗ε‖ < ε+ η. Hence, x∗ε ∈ ∂h(xε).
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Chapter 4

Extensions of Zagrodny’s Mean Value
Theorem, integration theorems and
characterization of convexity for a
generalized subdifferential of functions
defined in locally convex spaces

4.1 Subdifferential on locally convex spaces

Now we begin with an extension of the definition (and also a more general definition in
Banach spaces) of quasi presubdifferential. This definition has been adapted from [114] and
motivated by the definition of the approximate subdifferential given by Ioffe [61], where the
author considers a reduction to finite dimensional spaces and also a reduction to subspaces
with nice properties for the Dini-Hadammard subdifferential (called by the author weak
trustworthy spaces) using the ε-enlargement of the Dini-Hadammard subdifferential. Also
the ε-enlargement can be find in the extension of the Limiting/Mordukhovich subdifferential
in any arbitrary Banach space (see for example [84, Chapter I]).

We will simply call this object subdifferential instead of quasi presubdifferential as in [114].

Definition 4.1 (Family of subdifferential) Consider a directed (by inclusion) family of spaces
L of X which cover X and a directed set (I,�). A net of operators {∂̂i,L : i ∈ I, L ∈ L}
(ordered by (i1, L1) ≤ (i2, L2) iff i1 � i2 and L1 ⊆ L2) is a family of subdifferentials for a
function f ∈ RX if,

1. ∂̂i,L f(x) ⊆ X∗ for all x ∈ X, i ∈ I and L ∈ L.

2. ∂̂i,L f(x) = ∅ for all x /∈ dom f , i ∈ I and L ∈ L.

3. For every L ∈ L and every g : X → R convex and Lipschitz, if x0 is a local minimum
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of f + g relative to L with f(x0) ∈ R, there exist nets (xα, x
∗
α)α∈D ∈ X × X∗ and a

subnet (∂̂iα,L)α∈D of (∂̂i,L)i∈I such that xα ∈ L, x∗α ∈ ∂̂iα,L f(xα), xα
f→ x0, x∗α

w∗→ x∗0
with x∗0 ∈ − ∂ g(x0) + L⊥ and lim inf〈x∗α, x0 − xα〉 ≥ 0.

When {∂̂} = {∂̂L,i} is a singleton we simply say ∂̂ is a subdiferential for the function f .

Property 3 is a kind of fuzzy controlled sum rule (see [72] and the reference therein
for more details and discussions about these properties). It is not difficult to see that all
the subdifferentials mentioned in the introduction satisfies Definition 4.1 when the function
is defined in a Banach space with appropriate smooth properties, for example: The G-
subdifferential of Ioffe and the Clarke-Rockafellar subdifferential in all Banach spaces, the
Fréchet subdifferential and the Limiting/Mordukovich subdifferential in Asplund spaces, the
Dini-Hadammard subdifferential in Banach spaces with Gǎteaux differentiable renorm, the
proximal subdifferential in Hilbert spaces, etc.

Example 4.2 (Examples of subdifferentials on locally convex spaces) The convex subd-
ifferential and the ε-subdifferential form a family of subdifferentials for proper convex lsc
functions. The generalized Clarke-Rockafellar subdifferential, given by

∂C f(x) = {x∗ ∈ X∗ : 〈x∗, h〉 ≤ f ↑(x;u), ∀h ∈ X},

where f ↑(x;u) is the generalized Clarke-Rockafellar directional derivative or the lower sub-
derivative of f at x with respect to u (see e.g. [104]), given by

f ↑(x; v) = lim sup
x′
f→x

t→0+

inf
v′→v

f(x′ + tv+)− f(x′)

t
,

is also a subdifferential for every proper lsc function.

The approximate subdifferential, introduced by Ioffe (see, e.g. [60–62]), is given (for a
point x ∈ dom f) by

∂A f(x) =
⋂
L∈F

lim sup
u
f→x

∂− fu+L(u),

where fu+L := f + Iu+F , F denotes the collection of all finite dimensional subspaces of X, ∂−

is the Dini subdifferential and the lim sup is considered with respect to the weak∗ topology in
X∗. So the families ∂A and {∂−L}L∈F (∂−L f(x) := ∂− fx+L(x)) are families of subdifferentials
for lsc functions. Also for any admissible family L of weak trustworthy spaces of X (see
e.g. [59, 61]), the family {∂−ε,L : ε > 0;L ∈ F} given by ∂−ε,L f(x) := ∂−ε fx+L(x), where ∂−ε is
the ε-Dini subdifferential.

Given a subdifferential ∂ in the sense of [65, Definition 2.1.] and a family of subspaces L
of X such that ∂ is trusted on L (see [65, Definition 2.12.]) and L covers X (for example
L = F), then the family ∂L f(x) := ∂ fx+L(x) with L ∈ F is a family of subdifferentials.

The next result is a Theorem on iterated limits, also it can be understood as a diagonal
argument for generalized sequences. The proof is very simple but the statement is not widely
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known, for this reason we prefer to present this result and make a small remark about
applications to lower and upper limits of nets. This result will be crucial in our investigation,
in the sense that it allows us to generalize the argument utilized in the proof of the classical
result, which considers sequences in the definition of subdifferential instead of nets as in our
setting.

Proposition 4.3 [73, Chapter 2 - Theorem 4, p. 69] Let D be a directed set, let En be
a directed set for each n ∈ D, let F be the product D × Πn∈DEn, and for (m, f) in F let
R(m, f) = (m, f(m)). If S(m,n) is a member of a topological space for each m ∈ D and each
n ∈ Em, then S ◦R converges to lim

m
lim
n
S(m,n) whenever this iterated limit exists.

Remark 4.4 It is important to recall that the previous Proposition is also valid to upper
and lower limits in the sense that if S(m,n) are real numbers such that for every n ∈ D,
lim inf S(m,n) ≥ Sn then lim inf S ◦ R ≥ lim inf Sn. It can be easily proved using the lower
topology on R ∪ {+∞} generated by the base of sets of the form Aa := {r : r > a} with
a ∈ [−∞,+∞), so with this topology it is easy to prove that a net sα → s if and only if
lim inf sα ≥ s (see e.g. [73, Chapter 3, Exercise F]).

Lemma 4.5 Consider C ⊆ X convex and closed and p : X → R a continuous seminorm,
define dpC : X → [0,+∞) by dpC(x) := inf

z∈C
p(x − z). Then we have that dC is Lipschitz

and convex, in addition, if there exists z̄ ∈ C such that dpC(x) = p(x − z̄), then ∂cd
p
C(x) ⊆

∂cp(x− z̄) ∩NC(z̄) ⊆ Bp(0, 1)◦ ∩NC(z̄).

Proof. First it is clear that dC is Lipschitz and convex, now given x∗ ∈ ∂dC(x), y ∈ X and
z̄ ∈ C such that dpC(x) = p(x− z̄)

〈x∗, y − (x− z̄)〉 = 〈x∗, y + z̄ − x〉 ≤ dpC(y + z̄)− dC(x) ≤ p(y)− p(x− z̄),

which means, x∗ ∈ ∂p(x− z̄) ⊆ Bp(0, 1)◦. Now consider y ∈ C, then

〈x∗, y − z̄〉 = 〈x∗, y − x〉+ 〈x∗, x− z̄〉 ≤ dpC(y)− dpC(x) + 〈x∗, x− z̄〉
= 0− p(x− z̄) + 〈x∗, x− z̄〉 ≤ 0.

Two important tools are needed to develop subdifferential theory, one of them is the
definition of subdifferential and the second is the existence of variational principles. In the
setting of a Banach space these techniques have been well studied in the last fifty years for
lsc functions, such as Ekeland’s variational principle, Borwein-Preiss’s variational principle,
Godefroy’s variational principles and smooth variational principles in Asplund spaces among
many others ( [14, 45, 84, 89]). Outside of Banach space it is impossible to generalize these
tools for all lsc functions, for this reason the family of w-lsc epi-pointed functions appears to
be promising to develop techniques of variation analysis in lcs spaces (see [30] for an extension
of classical results of convex analysis in Banach spaces to epi-pointed functions in lcs spaces).
The next lemma is a kind of variational principle for this class of functions in a general locally
convex space.

58



Lemma 4.6 An lsc proper convex function g : X∗ → R is τ(Y,X)-continuous at x∗ ∈ dom g
if and only if g∗ − x∗ is w(X, Y )-infcompact. Consequently a w-lsc epi-pointed function f
satisfies that f − x∗ is w-infcompact for every x∗ ∈ int(dom f ∗).

Proof. The first part is a classical result in convex analysis (see e.g. [88] and also [77, chapter
6]). The second part is an easy application of the previous result, taking into account that
f ∗∗−x∗ is w(X, Y )-infcompact for every x∗ ∈ int(dom f ∗) and f ∗∗ ≤ f , then {f −x∗ ≤ λ} ⊆
{f ∗∗ − x∗ ≤ λ}.

Lemma 4.7 Consider f a w-lsc and epi-pointed function, a, b ∈ X, x∗0 ∈ X∗. Then there
exists a continuous seminorm ρ0 such that for all seminorm ρ ≥ ρ0 and M ≥ 1 the function
H(x) := f(x) − 〈x∗0, x〉 + Mdρ[a,b](x) is w-infcompact. Consequently if c is an ε2-minimun
of the function H. Then for every positive lsc convex function g there exists cε such that
g(cε − c) ≤ ε and cε is a minimum of the function H(·) + εg(· − c).

Proof. Take y∗0 ∈ int(dom f ∗), consider ρ0(x) := |〈y∗0 − x∗0, x〉|, so for all c ∈ X

f(x)− 〈x∗0, x〉+Mρ0(x− c) ≥ f(x)− 〈x∗0, x〉+ 〈x∗0 − y∗0, x− c〉
= f(x)− 〈y∗0, x〉 − 〈x∗0 − y∗0, c〉

Therefore f(x)−〈x∗0, x〉+Mρ0(x− c) is w-infcompact, hence for all seminorm ρ ≥ ρ0, f(x)−
〈x∗0, x〉+Mρ(x−c) is w-infcompact. Now we show that H(x) := f(x)−〈x∗0, x〉+Mdρ[a,b](x) is
w-infcompact. Indeed consider α ∈ R and a net (xn)n∈D ⊂ {x ∈ X : H(x) ≤ α}, since [a, b]
is compact for all n ∈ D there exists un ∈ [a, b] such that dρ[a,b](xn) = ρ(xn − un). Moreover
(taking a subnet) we can assume un → u ∈ [a, b]. Now take n ∈ D such that for all n ≥ n0,
ρ(un−u) ≤ 1, then for all n ≥ n0, xn ∈ Γ := {x ∈ X : f(x)−〈x∗0, x〉+Mρ(x− v) ≤ β+M}.
Finally because Γ is compact, there exists a subnet (zj) → z of (yi) (therefore a subnet of
(xn)). The second part follows from the fact that the function H(·) + εg(· − c) is also w-lsc
and infcompact, so H(·) + εg(· − c) attains its minimum, thus g(cε − c) ≤ ε.

In the engineering thesis [92] the following extension of the Zagrodny Mean Value Theorem
for w-lsc and epi-pointed function in arbitrary locally convex spaces was proved.

Proposition 4.8 Let (X, τ) be an arbitrary lcs and consider a subdifferential ∂̂ for a w-lsc
and epi-pointed function f . Then for every a, b ∈ X with a ∈ dom f and a 6= b, r ∈ R
with r ≤ f(b) and a continuous seminorm p such that p(a − b) 6= 0 there exists a net
(xα, x

∗
α)β∈A ∈ X ×X∗ and such that (xα)α∈A

f→ c ∈ [a, b[, x∗α ∈ ∂̂ f(xα),

(i) r − f(a) ≤ lim inf〈b− a, x∗α〉.

(ii) 0 ≤ lim inf〈c− xα, x∗α〉.

(iii) p(b−c)
p(b−a)

(r − f(a)) ≤ lim inf〈b− xα, x∗α〉.

(iv) p(b−a)(f(c)−f(a)) ≤ p(c−a)(r−f(a)).

This first step gives us the idea to extend this result to more abstract constructions in lcs
spaces. In this paper we present the following generalization of the above result. The proof
of the result is an adaptation of [114], and hence, as stated by the author, an adaptation of
the original work of Zagrodny [130].
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Theorem 4.9 Consider a family of subdifferentials {∂̂i,L : i ∈ I, L ∈ L} for a given proper
lsc function f . Assume that one of the following conditions holds:

(a) The topology on X is generated by a family of seminorms (ρL)L∈L, where for every
L ∈ L, (L, ρL) is a Banach space, and ρM ≤ ρL for all M ⊆ L.

(b) f is a w-lsc and epi-pointed function.

Then, for every a, b ∈ X with a ∈ dom f and a 6= b, r ∈ R with r ≤ f(b) and every
continuous seminorm p such that p(a−b) 6= 0, there exist c ∈ [a, b[ and (xα, x

∗
α)α∈A ∈ X×X∗

such that {(iα, Lα)}α ∈A is cofinal in I × L, (xα)α∈A
f→ c, x∗α ∈ ∂̂iα,Lα f(xα) with xα ∈ Lα,

and

(i) r − f(a) ≤ lim infα〈b− a, x∗α〉,

(ii) 0 ≤ lim infα〈c− xα, x∗α〉,

(iii) p(b−c)
p(b−a)

(r − f(a)) ≤ lim infα〈b− xα, x∗α〉,

(iv) p(b−a)
p(c−a)

(f(c)− f(a)) ≤ (r − f(a)).

Moreover, if c 6= a, then one has limα〈b− a, x∗α〉 = r − f(a).

Proof. Take x∗ ∈ X∗ such that 〈b− a, x∗〉 = r− f(a), and consider the function h = f − x∗;
hence, h(a) ≤ h(b). Because h is lsc, there exists c ∈ [a, b[ such that h(c) ≤ h(x), for all
x ∈ [a, b]. Take λ̄ ∈ [0, 1[ such that c = (1 − λ̄)a + λ̄b. It follows that c − a = λ̄(b − a) and
p(c− a) = λ̄p(b− a); hence, f(c)− f(a) = h(c)− h(a) + 〈c− a, x∗〉 ≤ λ̄(r − f(a)), and (iv)
follows.

Let γ < h(c), so that from the lower semicontinuity of h and the compactness of the closed
segment [a, b], we can find (a convex, closed and balanced neighborhood) Uγ ∈ N0 such that
γ < h(x) for all x ∈ [a, b] + Uγ.

In what follows, we choose ρ0 as in Lemma 4.7 (associated with f , a, b and x∗) if f is a
w-lsc and epi-pointed function, and ρ0 = 0, otherwise. From the previous paragraph, there
are Un ∈ N0, n ≥ 1, such that Un+1 ⊆ Un ⊂ Bp+ρ0 = {x ∈ X : p(x) + ρ0(x) ≤ 1} (w.l.o.g.)
and

h(c)− 1

n2
< h(x) ∀n ≥ 1 and ∀x ∈ [a, b] + Un.

We denote ρn := σU◦n (≥ ρ0) and dn[a,b](x) := dρn[a,b](x), so that

h(c) ≤ h(x) + dn[a,b](x) +
1

n2
, ∀x ∈ U := [a, b] + U1; (4.1)

indeed, this inequality trivially holds when x ∈ [a, b] + Un, while for x ∈ U \ ([a, b] + Un), we
have that dn[a,b](x) ≥ 1 and, so,

h(x) + dn[a,b](x) ≥ h(c)− 1 + 1 ≥ h(c)− 1

n2
.

Now, we consider the functions Hn(x) := h(x) + dn[a,b](x) + δU(x), n ≥ 1, which satifies
Hn(c) ≤ infU Hn + 1

n2 , thanks to (4.1). To continue, we proceed by analyzing the alternative
of the current theorem:
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1. If we are in case ((a)), we may assume w.l.o.g. that the ρL’s are such that

BρL ⊆ int(U1), ∀L ∈ L.

Then, for each n ≥ 1 and L ∈ L, by applying the Ekeland variational principle in the
Banach space (L, ρL) we find a minimum u ∈ L of the function Hn(·) + n−1ρL(· − u)
on L such that ρL(c− u) ≤ 1/n.

2. In the case of ((b)), we choose a family of seminorms {ρj}∈J that generates the topology
on X and such that Bρj ⊆ int(U1), ∀j ∈ J, where J is an ordered set satisfying ρj1 ≤ ρj2
whenever j1 ≤ j2. Then, by applying Lemma 4.7, for each n ≥ 1, j ∈ J, and L ∈ L, we
find a minimum u ∈ L of the function Hn(·)+n−1ρj(·−c)+δL such that ρj(c−u) ≤ 1/n.

Consequently, in each one of the two cases above there exist an ordered set J, a cofinal
set D ⊆ N× J× L and nets (un,j,L)(n,j,L)∈D, (vn,j,L)(n,j,L)∈D such that

pj(un,j,L − c) ≤
1

n
, Hn(un,j,L) ≤ Hn(c), un,j,L is a minimum of Hn + n−1pj(· − vn,j,L);

hence,
un,j,L → c. (4.2)

Moreover, since Bρj ⊆ int(U1), we obtain that (un,j,L) ⊂ int(U), and this yields that each
un,j,L is a local minimum of the function f − x∗ + dn[a,b] + n−1pj(· − vn,j,L) over L. Thus,
by Definition 4.1, for each ω := (n, j, L) ∈ D there exists a net (xα,ω, x

∗
α,ω)α∈Λω ⊆ X × X∗,

together with elements

v∗ω ∈ ∂ dn[a,b](un,j,L) and b∗n,j,L ∈ (Bpj)◦, (4.3)

such that:

1) x∗α,ω ∈ ∂̂iα,L f(xα,ω),

2) u∗n,j,L ∈ x∗ − (v∗n,j,L + 1
n
b∗n,j,L) + L⊥,

3) xα,ω
f→ un,j,L,

4) x∗α,ω
w∗→ u∗n,j,L,

5) lim infα〈x∗α,ω, un,j,L − xα,ω〉 ≥ 0.

Observe that, due to 4) and 5),

lim inf
α
〈c− xα,ω, x∗α,ω〉 ≥ lim inf

α
〈un,j,L − xα,ω, x∗α,ω〉+ lim inf

α
〈c− un,j,L, x∗α,ω〉

≥ lim inf
α
〈c− un,j,L, x∗α,ω〉 = 〈c− un,j,L, u∗n,j,L〉. (4.4)

Let yn,j,L ∈ [a, b] be such that dn[a,b](un,j,L) = ρn(un,j,L − yn,j,L); because un,j,L →n,j,L c

and c 6= b, we may suppose w.l.o.g. that yn,j,L 6= b for all (n, j, L) ∈ D, and so we write
yn,j,L = (1− λn,j,L)a+ λn,j,Lb for some λn,ν,L ∈ [0, 1[ . Moreover, by Lemma 4.5 we have that

∂ dn[a,b](un,j,L) ⊆ ∂ ρn(un,j,L − yn,j,L) ∩N[a,b](yn,j,L) ⊆ B◦ρn ∩N[a,b](yn,j,L). (4.5)
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Then due to (4.3), v∗n,j,L satisfies

(λ− λn,ν,L)〈b− a, v∗n,j,L〉 = 〈(1− λ)a+ λb− yn,j,L, v∗n,j,L〉 ≤ 0 for all λ ∈ [0, 1],

which yields
〈b− a, v∗n,j,L〉 ≤ 0; (4.6)

moreover, when yn,j,L 6= a, we have λn,ν,L ∈ ]0, 1[ and the last inequality implies that

〈b− a, v∗n,j,L〉 = 0. (4.7)

In particular, since c ∈ [a, b[ we also have (recall the first inclusion in (4.5))

〈c− un,j,L, v∗n,j,L〉 = 〈c− yn,j,L, v∗n,j,L〉 − 〈un,j,L − yn,j,L, v∗n,j,L〉
≤ 〈yn,j,L − un,j,L, v∗n,j,L〉 ≤ −ρn(un,j,L − yn,j,L) ≤ 0. (4.8)

We may assume that a, b ∈ L for all L ∈ L. Then, on the one hand, using 2) and (4.6) we
get

〈b− a, u∗n,j,L〉 = 〈b− a, x∗〉 − 〈b− a, v∗n,j,L〉 −
1

n
〈b− a, b∗n,j,L〉 (4.9)

≥ 〈b− a, x∗〉 − 1

n
pj(b− a) = r − f(a)− 1

n
pj(b− a),

and so, because lim 1
n
pj(b− a) = 0 (w.l.o.g.), we deduce that that

lim inf
n,j,L

〈b− a, u∗n,j,L〉 ≥ r − f(a). (4.10)

On the other hand, by using again 2) and the fact that a, b, un,j,L ∈ L, together with (4.8),
we get

〈c− un,j,L, u∗n,j,L〉 = 〈c− un,j,L, x∗〉 − 〈c− un,j,L, v∗n,j,L〉 −
1

n
〈c− un,j,L, b∗n,j,L〉

≥ 〈c− un,j,L, x∗〉 −
1

n
pj(c− un,j,L) ≥ 〈c− un,j,L, x∗〉 −

1

n2
,

which gives us
lim inf
n,j,L

〈c− un,j,L, u∗n,j,L〉 ≥ 0. (4.11)

Also, from the inequality Hn(un,j,L) ≤ Hn(c), we get f(un,j,L) ≤ f(c) − 〈c − un,j,L, x
∗〉,

which implies that

f(c) ≤ lim inf
n,j,L

f(un,j,L) ≤ lim sup
n,j,L

f(un,j,L) ≤ f(c),

and this together with (4.2) prove that un,j,L
f→ c.

Finally, we consider the set A = D× Π(n,j,L)∈DΛ(n, j, L) that we order by the relation

(ν1, T1) � (ν2, T2) if and only if ν1 ≤ ν2 and T1(q) ≤ T1(q) for all q ∈ D,

and define the net
(
xq,T , x

∗
q,T

)
(q,T )∈A as xq,T := xT (q) and x∗q,T := x∗T (q). We are going to check

that the previous net satisfies the conclusions of the theorem. By taking into account Lemma
4.3, from the paragraph above the following statements hold true:
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i) x∗q,T ∈ ∂̂iT (q),L
f(xq,T ), due to 1),

ii) xq,T
f→q,T c, thanks to (4.2) and 3),

iii) lim infq,T 〈b− a, x∗q,T 〉 ≥ r − f(a), by (4.10) and 4) (see, also, Remark 4.4),

iv) lim infq,T 〈c− xq,T , x∗q,T 〉 ≥ 0, by (4.4) and (4.11) (see Remark 4.4).

Moreover, since that b − c = (1 − λ̄)(b − a), by using the last statements (iii)) and (iv))
we obtain, for every p ≥ p0,

lim inf
q,T
〈b− xq,T , x∗q,T 〉 = lim inf

q,T

(
(1− λ̄)〈b− a, x∗q,T 〉+ 〈c− xq,T , x∗q,T 〉

)
≥ (1− λ̄) lim inf

q,T
〈b− a, x∗q,T 〉+ lim inf

q,T
〈c− xq,T , x∗q,T 〉

≥ (1− λ̄)(r − f(a)) =
p(b− c)
p(b− a)

(r − f(a)).

The main statement of the theorem is proved. If c 6= a, then yn,j,L 6= a and by (4.7) we
obtain that 〈b− a, v∗n,j,L〉 = 0, which by (4.9) gives us

〈b− a, u∗n,j,L〉 → r − f(a).

Then, using again Lemma 4.3 we also may suppose that limq,T 〈b− a, x∗q,T 〉 = 0.

Remark 4.10 It is easy to see that, when the space X is metrizable and the sets L and
I have countable cofinal sets, we can take sequences instead of nets. Indeed assume that
there are nets (xα, x

∗
α) which satisfy the properties of the theorem above and let (Ln)n∈N and

(in)n∈N be countable cofinal sets in L and I respectively. Then for every n ∈ N, there exists
α ∈ D and x∗α ∈ ∂̂Lα,iα f(xα) such that Ln ⊆ Lα, in ≤ iα, d(c, xα) ≤ 1/n, |f(xα)−f(c)| ≤ 1/n,
r − f(a) ≤ 〈b− a, x∗α〉 + 1/n, 0 ≤ 〈c− xα, x∗α〉 + 1/n, p(b−c)

p(b−a)
(r − f(a)) ≤ 〈b− xα, x∗α〉 + 1/n,

which proves the assertion.

The next corollary is the density of the domain of the subdifferential. This class of
theorems are also known as Like-Brøndsted-Rockafellar Theorems. The generalization for
the convex case of an epi-pointed lsc function has been proved in [30].

Corollary 4.11 In the setting of Theorem 4.9 if x ∈ dom f , then there exists (xβ, x
∗
β)β∈U ⊆

gph ∂̂Lβ ,iβ f such that xβ
f→ x and lim inf〈x− xβ, x∗β〉 ≥ 0. In particular,

dom f ⊆ lim sup
L,i

dom ∂̂L,i f.

Proof. Let x ∈ dom f . First assume that x is a local minimum of f , then for every L ∈ L,
x is a local minimum of f relative to L, so there exists a net (xα, x

∗
α) ∈ gph ∂L,iα with

α ∈ D(L) and x∗L ∈ L⊥ such that xα
f→ x and x∗α

w∗→ x∗L and lim inf〈x−xα, x∗α〉 ≥ 0. Then we
define the set U = L × ΠL∈LD(L) and the nets yL,T = xT (L) and y∗L,T = x∗T (L) and applying
Proposition 4.3 we get the conclusion. Now assume that x is not a local minimum, because
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f is lsc we can find a net (xν)ν∈N
f→ x with f(xν) < f(x). Then Theorem 4.9 applied to

xν , x and r = f(x) and ρν , with a seminorm ρν such that ρν(xν − x) 6= 0, yields that for
every ν there exists a net (zα, z

∗
α)α∈D(ν) such that z∗α ∈ ∂̂Lα,iα f(zα), zα

f→ cν ∈ [xν , x[, 0 <
ρν(x−cν)
ρν(x−xν)

(f(x)− f(xν)) ≤ lim inf〈x − zα, z∗α〉 and f(cν) ≤ f(xν) + ρν(cν−xν)
ρν(x−xν)

(f(x)− f(xν)) ≤
f(x) (because ρν(cν−xν)

ρν(x−xν)
≤ 1). So lim sup f(cν) ≤ f(x) and by lsc of f and the fact that for

every seminorm p we have p(x − cν) ≤ p(x − xν) → 0, we conclude cν
f→ x. Finally taking

the order set U = N × Πν∈ND(ν) and defining wj,T = zT (j) and w∗j,T = z∗T (j) and using
Proposition 4.3 we get the conclusion.

The following statement is a classical result about the continuity and directional differ-
entiability of convex functions over the real line (see e.g. [105, Theorems 10.1 and Theorem
24.1]).

Proposition 4.12 Let h ∈ Γ0(R) be such that int(domh) 6= ∅, then the following assertions
hold

i) h is continuous relative to domh; moreover, h is Lipschitz on every compact interval
included in int(domh) and for all t ∈ domh.

h′+(t) := lim
t′↓t

h(t′)− h(t)

t− t
= inf

t′>t

h(t′)− h(t)

t′ − t
∈ R,

h′−(t) : = lim
t′↑t

f(t′)− f(t)

t− t
= sup

t′<t

h(t)− h(t)

t′ − t
∈ R,

and h′−(t) ≤ h′+(t).

ii) Let t1, t2 ∈ domh, t1 < t2, then h′+(t1) ≤ h′−(t2). Therefore h′+ and h′− are non-
decreasing on domh and for every t ∈ domh

h′+(t) = lim
t′↓t

h′+(t′) = lim
t↓t0

h′−(t′), and h′−(t) = lim
t′↑t

h′+(t′) = lim
t↑t0

h′−(t′).

The following (classical) result is due to Thibault-Zagrodny in the setting of Banach
spaces [117, Theorem 2.1]. More general approaches, which consider a nonconvex function
g can be found in [118, Theorem 3.2]. We adapt the proof of the classical statement ( [117,
Theorem 2.1]) to our framework.

Theorem 4.13 In the setting of Theorem 4.9, consider a function g ∈ Γ(X) and a contin-
uous seminorm ρ. Suppose there exist ε ≥ 0, a net (εi)i∈I ↓ ε and an open convex set U with
U ∩ dom f 6= ∅ such that

∂̂L,i f(x) ⊆ ∂ g(x) + εiBρ(0, 1)◦ + L⊥, ∀x ∈ C, ∀i ∈ I, ∀L ∈ L.

Then C ∩ dom f = C ∩ dom g and for all x ∈ C, y ∈ C ∩ dom f one has

g(x)− g(y)− ερ(x− y) ≤ f(x)− f(y) ≤ g(x)− g(y) + ερ(x− y). (4.12)

First we prove the following two lemmas.
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Lemma 4.14 Let y ∈ C∩dom f∩dom g and x ∈ C∩dom g. Consider γ > ε and a continuous
seminorm ρ̄ such that ρ̄(x − y) 6= 0 and ρ̄ ≥ p. Consider u := x−y

ρ̄(x−y)
and h : R → R, given

by h(t) := g(y + tu) and assume that g′(y, u) ∈ R. Then h ∈ Γ0(R), h is continuous on
domh ⊇ [0, ρ̄(x − y)], h′+(t) = g′(y + tu, u) for all t ∈ domh and there exists x0 = y + t0u
with t0 ∈ (0, p(x− y)) such that

f(x0)− f(y) ≤ g(x0)− g(y) + γρ̄(x0 − y).

Proof. Clearly h ∈ Γ(R) and [0, ρ̄(x − y)] ⊆ domh, so by Proposition 4.12 h is continuous
on domh, h′+(t) = g′(y + tu, u) for all t ∈ domh and

lim
t↓0

g′(y + tu, u) = lim
t↓0

h′+(t) = h′+(0) = g′(y, u),

by our assumption g′(y, u) is finite, therefore there exists t0 ∈ (0, ρ̄(x− y)) such that g′(y +
t0u, u) ≤ g′(y, u) + 1

2
(γ − ε). Define x0 := y + t0u ∈]y, x[, hence

g′(x0, u) ≤ g(y + t0u)− g(y)

t0
+

1

2
(γ − ε) =

g(x0)− g(y)

ρ̄(x0 − y)
+

1

2
(γ − ε).

We claim that f(x0) − f(y) ≤ g(x0) − g(y) + γρ̄(x0 − y). Indeed suppose it does not hold,
which means f(x0) − f(y) > g(x0) − g(y) + γρ̄(x0 − y). Choose r ∈ R such that r ≤ f(x0)
and r− f(y) > g(x0)− g(y) + γρ̄(x0 − y). By Theorem 4.9 there exists xα → z ∈ [y, x0[ and
x∗α ∈ ∂̂iα,Lα f(xα) such that xα ∈ Lα and ρ̄(x0− z)(r− f(y)) ≤ ρ̄(x0− y) lim inf〈x0− xα, x∗α〉.
Without loss of generality we may assume that x0 ∈ Lα for all α. Since ρ̄(x0−xα)→ ρ̄(x0−z)
we have

r − f(y)

ρ̄(x0 − y)
≤ lim inf

〈
x0 − xα
ρ̄(x0 − xα)

, x∗α

〉
.

Then there exists α0 such that for all α ≥ α0〈
x0 − xα
ρ̄(x0 − xα)

, x∗α

〉
>
g(x0)− g(y)

ρ̄(x0 − y)
+ γ.

Since xα → z ∈ [y, x0[⊆ C, we may assume that xα ∈ C for all α ≥ α0. So by our assumption
we can assume that x∗α = z∗α + εiαu

∗
α +λ∗α with z∗α ∈ ∂ g(xα), u∗α ∈ Bρ(0, 1)◦ and λ∗α ∈ Lα⊥ for

all α ≥ α0. Hence

g(x0)− g(xα)

ρ̄(x0 − xα)
≥ 〈 x0 − xα

ρ̄(x0 − xα)
, z∗α〉 >

g(x0)− g(y)

ρ̄(x0 − y)
+ γ − εiα ∀α ≥ α0,

so taking into account the lower semi-continuity of g we get

g(x0)− g(z)

ρ̄(x0 − z)
≥ g(x0)− g(y)

ρ̄(x0 − y)
+ γ − ε ≥ g′(x0, u) +

1

2
(γ − ε) > g′(x0, u). (4.13)

Since z ∈ [y, x0[, z = y + su for some s ∈ [0, t0[ and using the convexity of h we get the
following inequality

g(x0)− g(z)

ρ̄(x0 − z)
=
h(t0)− h(s)

t0 − s
≤ h′−(t0) ≤ h′+(t0) = g′(x0, u),

which contradicts (4.13). Therefor, necessarily we have that f(x0) − f(y) ≤ g(x0) − g(y) +
γρ̄(x0 − y).
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Lemma 4.15 Let y ∈ C ∩ dom f ∩ dom ∂ g and x ∈ C ∩ dom g. Consider γ > ε and a
continuous seminorm ρ̄ such that ρ̄(x− y) 6= 0 and ρ̄ ≥ p. Then f(x)− f(y) ≤ g(x)− g(y) +
γp(x− y).

Proof. Consider u := x−y
ρ̄(x−y)

, since ∂ g(y) 6= ∅, we have that g(x)−g(y)
ρ̄(x−y)

≥ g′(y, u) > −∞, which
means g′(y, u) ∈ R. Then by Lemma 4.14 there exist x0 = y + t0u with t0 ∈ (0, ρ̄(x − y))
such that

f(x0)− f(y) ≤ g(x0)− g(y) + γρ̄(x0 − y).

Now define T = {t ∈ (0, ρ̄(x− y)] : f(y+ tu)− f(y) ≤ g(y+ tu)− g(y) + γt} and consider
t̄ := supT , because f is lsc and h (the same definition as in Lemma 4.14) is continuous on
[0, ρ̄(x− y)] (see Lemma 4.14), we obtain t̄ ∈ T . Moreover suppose that t̄ < ρ̄(x− y), define
ȳ = y + t̄u and noticing that u = x−ȳ

ρ̄(x−ȳ)
and ȳ ∈ C ∩ dom f ∩ dom g, besides

h(ρ̄(x− y))− h(t̄)

ρ̄(x− y)− t̄
=
g(x)− g(ȳ)

ρ̄(x− ȳ)
≥ g′(ȳ, u) = h′+(t̄) ≥ h′+(0) = g′(y, u) > −∞.

Hence g′(ȳ, u) ∈ R, again using Lemma 4.14 there exists x0 = ȳ+ s0u with s0 ∈ (0, ρ̄(x− ȳ))
such that

f(ȳ + s0u)− f(ȳ) ≤ g(ȳ + s0u)− g(ȳ) + γρ̄(x0 − ȳ) = g(ȳ + s0u)− g(ȳ) + γs0,

then adding f(ȳ)− f(y) ≤ g(ȳ)− g(y) + t̄γ we get

f(y + (t̄+ s0)u)− f(y) ≤ g(y + (t̄+ s0)u)− g(y) + (t̄+ s0)γ,

which contradicts the choice of t̄. Hence t̄ = ρ̄(x− y).

Proof of Theorem 4.13 First assume that y ∈ C ∩ dom f ∩ dom ∂ g, x ∈ C ∩ dom g and
x 6= y and choose a seminorm ρ0 such that ρ0(x − y) 6= 0, define ρ̄n := ρ + n−1ρ0, then by
Lemma 4.15, f(x)− f(y) ≤ g(x)− g(y) + γρ̄n(x− y) for all γ > ε, and n ≥ 1, therefore

f(x)− f(y) ≤ g(x)− g(y) + εp(x− y), ∀x ∈ C ∩ dom g, ∀y ∈ C ∩ dom f ∩ dom ∂ g.
(4.14)

Now, taking x ∈ C ∩dom g and (if there exists) y ∈ C ∩dom f such that x 6= y, by Corollary
4.11 there exists (yα, y

∗
α) ⊆ gph ∂̂iα,Lα f such that yα

f→ y. Because y ∈ C, C is open and
yα → y, we can suppose that yα ∈ C and yα 6= x for all α; moreover from our assumptions
xα ∈ dom f ∩ dom ∂ g, then by Equation (6.7)

f(x)− f(xα) ≤ g(x)− g(xα) + εp(x− xα).

From the lsc of g we conclude

f(x)− f(y) ≤ g(x)− g(y) + εp(x− y), ∀x ∈ C ∩ dom g, ∀y ∈ C ∩ dom f. (4.15)

So on one hand, using Equation (6.8) and the fact that C ∩ dom f 6= ∅, we easily get
C ∩ dom g ⊆ C ∩ dom f . On the other hand, take y ∈ dom f ∩ C, then by Corollary 4.11
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there exists (yα, y
∗
α) ⊆ gph ∂̂iα,Lα f such that yα

f→ y, so by our hypothesis there exists
some α0 such that yα ∈ C ∩ dom ∂ g ⊆ C ∩ dom g. Then if yα = y for all α ≥ α0, we
get y ∈ C ∩ dom g, otherwise we can assume that yα 6= y for some yα, then (6.8) implies
y ∈ C ∩ dom g. It proves that dom f ∩C = dom g ∩C. Therefore, interchanging the roles of
x and y in (6.8), we conclude (4.12). �

Corollary 4.16 In the setting of Theorem 4.13, assume that ε = 0 and C = X. Then there
exists c ∈ R such that f = g + c.

Proof. By Theorem 4.13 we have dom g = dom f and f(x)− f(y) = g(x)− g(y) for all x, y.
Therefore fixing x ∈ dom f , we have f(y) = g(y) + f(x)− g(x), for all y ∈ X.

To show the potential application of Theorem 4.13 we give a short proof of two results
available in the literature referent to integration theorems. It worth mentioning that the
original proof of the two result does not follow the argument presented in this paper and even
they cannot be covered by the original statement of [117, Theorem 2.1], therefore Theorem
4.13 allow us to include three results, which appeared to be independent, in a same framework.

The following corollary is due to Thibault [81, Theorem 1.2] (see also [25, Corollary 10.]
for a nonconvex approach). In this paper the authors use the ε-subdifferential of a proper lsc
convex function f to establish conditions to recover a function from its subdifferential in an
arbitrary locally convex space. More precisely we have the following statement.

Corollary 4.17 Let X be an lcs and let f, g : X → R ∪ {+∞} be two proper lsc convex
functions such that for every x ∈ X there exists δ(x) > 0 such that ∂ε f(x) ⊆ ∂ε g(x) for all
ε < δ(x). Then there exists c ∈ R such that f = g + c.

Proof. Fix x ∈ dom f and consider y ∈ dom g different from x, consider L as the sub-
space generated by x, y and let U be a closed neighborhood of zero such that x, y ∈ int(U)
and B = L ∩ U is compact, then the functions f̃ = f + δB and g̃ = g + δB are w-lsc
and epi-pointed, since for every w ∈ X, ∂ f̃(w) =

⋂
ε>0 ∂ε f(w) + ∂ε δB(w)

w∗

and ∂ g̃(w) =⋂
ε>0 ∂ε g(w) + ∂ε δB(w)

w∗

(see e.g. [57, Theorem 2.1]). Therefore for every w ∈ X

∂ f̃(w) =
⋂
ε>0

∂ε f(w) + ∂ε δB(w)
w∗

⊆ ∂ε g(w) + ∂ε δB(w)
w∗

= ∂ g̃(w).

Then by Corollary 4.16 we get x ∈ dom g̃ ⊆ dom g, y ∈ dom f̃ ⊆ dom f and f(x) − f(y) =
g(x)− g(y).

Remark 4.18 It is worth mentioning that one can apply the result above with a nonconvex
function g passing to the closed convex hull or to the biconjugate function. Indeed if one
have some inclusion of the form ∂ f(x) ⊆ ∂ g(x) then necessarily ∂ f(x) ⊆ ∂ g∗∗(x) and
∂ f(x) ⊆ ∂ co g(x), because when ∂ g(x) is nonempty g(x) = g∗∗(x) = co g(x) and ∂ g(x) =
∂ g∗∗(x) = ∂ co g(x).
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The following corollary is a particular case of a more general result [33, Theorem 4.8.]
(see also [25] for another approach). For the sake of simplicity in our statement we avoid the
introduction of more sophisticate notions of convex and non-smooth analysis.

Corollary 4.19 Let f : X → R be a w-lsc and epi-pointed function and let g : X → R be
an arbitrary function such that

∂ f(x) ⊆ ∂ g(x) ∀x ∈ X. (4.16)

Then there exists a constant c ∈ R such that f ∗∗ = g∗∗�σdom f∗ + c.

Proof. Consider x∗ ∈ ∂ f ∗∗(x), then x ∈ ∂ f ∗(x∗), by Proposition 1.14 we have that

∂ f ∗(x∗) = cow
∗ (
∂ f
)−1

(x∗) +Ndom f∗(x
∗),

which means there exist y, λ ∈ X, and nets yi =
∑ni

k=1 α
k
i w

k
i such that x = y + λ, y = lim yi,

αi ≥ 0,
∑ni

k=1 α
k
i = 1 and x∗ ∈ ∂ f(wki ), by the inclusion of subdifferential yields x∗ ∈ ∂ g(wki ),

so wki ∈ ∂ g∗(x∗), then using the fact that ∂ g∗(x∗) is convex and closed, we get y ∈ ∂ g∗(x∗),
consequently x∗ ∈ ∂ g∗(x∗) + Ndom f∗(x

∗) ⊆ ∂(g∗ + δdom f∗)(x
∗), so x∗ ∈ ∂(g∗ + δdom f∗)

∗(x).
Therefore by Corollary 4.16 there exists a constant c ∈ R such that f ∗∗ = (g∗+ δdom f∗)

∗+ c.
Finally, taking x∗ ∈ int(dom f ∗) and by Lemma 4.6, there exists x̄ ∈ X such that x∗ ∈ ∂ f(x̄).
Then by the inclusion of subdifferential and the Fenchel duality, x̄ ∈ ∂ g∗(x∗), in particular
x∗ ∈ dom g∗, which allow us to apply [31, Lemma 3.d] and conclude f ∗∗ = g∗∗�σdom f∗ .

The following theorem is due to Correa-Jofre-Thibault [35, Theorem 2.2 and 2.4] for an
lsc function definite in a Banach space X. We extend this result for weakly lsc epi-pointed
functions definite in an arbitrary locally convex space.

Theorem 4.20 In the setting of Theorem 4.9, assume that ∂ is a subdifferential and consider
the following statement:

(i) f is convex.

(ii) ∂ f is monotone.

(iii) ∂̂ f(x) ⊆ ∂ f(x), for all x ∈ X.

Then (ii) and (iii) are equivalent and each one implies (i). In addition, if ∂ f coincide with the
convex subdifferential for every convex function f , then the three statements are equivalent.

Proof. (ii) ⇒ (iii), first, if dom f = ∅, then f = +∞, so the theorem is true, if dom f 6= ∅,
then take a ∈ dom f , x ∈ dom ∂ f , a seminorm p such that p(a − x) 6= 0, x∗ ∈ ∂ f(x) and
r ∈ R with r ≤ f(x). Then by Theorem 4.9 there exists a net (xα, x

∗
α) ∈ gph ∂ f and c ∈ [a, b[

68



such that xα → c and

r − f(a) ≤ p(x− a)

p(x− c)
lim inf〈x∗α, x− xα〉

=
p(x− a)

p(x− c)
lim inf

{
〈x∗α − x∗, x− xα〉+ 〈x∗, x− xα〉

}
(by the monotonicity) ≤ p(x− a)

p(x− c)
lim inf〈x∗, x− xα〉 =

p(x− a)

p(x− c)
〈x∗, x− c〉 = 〈x∗, x− a〉.

Therefore x ∈ dom f and x∗ ∈ ∂ f(x). Now (iii) ⇒ (ii) follows from the monotonicity of the
∂ f . Finally (iii) ⇒ (i), by (iii) we get ∂ f(x) ⊆ ∂ f ∗∗(x), for all x ∈ X, then by Corollary
4.16 we get f = f ∗∗. The final implication is only a matter of using the extra hypothesis.
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Chapter 5

A complete characterization of the
subdifferential of convex integral
functions

5.1 Introduction

Several problems in applied mathematics such calculus of variation, control theory and
stochastic programing among others concern the study of integral functionals (see Defini-
tion 1.19) of the form

x(·) ∈ X→ Îf (x(·)) :=

∫
T

f(t, x(t))dµ(t).

Optimization problems which include integral functions and functionals offer rich and chal-
lenging territory for variational analysis. Indeed, it is around such problems that the theory
of normal integrands has traditionally been used, namely, in calculus of variations, where
the underlying spaces X are of Sobolev type. Models which consider integrals with respect
to time are common in the study of dynamical systems and their optimal control. On the
other hand, when the model is represented by random states, for instance density distribu-
tions, the problem is also formulated under the sign of integral. Applications to stochastic
programing, often concern the study of expectation that are obviously defined by integration
over probability spaces.

It is natural in the classical studies of calculus of variations, to consider integrands f(t, x)
which are continuous in t and x jointly, or indeed differentiable. Later, mathematicians con-
sidered models with integrands that are finite valued on T × Rn, and usually satisfying the
Carathéodory condition; that is, f is assumed to be continuous in x ∈ Rn and measurable
with respect to t ∈ T . In all of these cases one can easily notice that for every measurable
function x(·), the function t→ f(t, x(t)) is at least measurable and, hence, (7) is well defined,
using the convention adopted for the extended-real line. However,due to new mathematical
models, specially the emergence of modern control theory, the integrands are forced to admit
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possibly infinite values, in order to include different important kinds of constraints that can
efficiently be represented by these integrals. Such integrands require a distinctly new theo-
retical approach, where questions of measurability, meaning of the integral and the existence
of measurable selections are prominent and are reflected in the concept of normal integrands.

One could hope that it might be enough simply to replace the continuity of f(t, x) in x
by lower semicontinuity, while maintaining the measurability of f(t, x) in t. Nevertheless,
it is not enough to ensure the measurability of t → f(t, x(t)). Indeed, consider T = [0, 1]
and A as the Lebesgue measurable sets in [0, 1], and consider a non-measurable set D in
[0, 1]. Then define the function f(t, x) = 0 if t = x ∈ D and f(t, x) = 1 otherwise. The
measurability and lower semicontinuity of the function f hold trivially in this case. However,
considering x(t) = t, one can verify the lack of measurability of the function t → f(t, x(t)).
This example shows that although lower semicontinuity in x is certainly right, the assumption
of measurability in t for each fixed x is not adequate.

The way out of this impasse was found by Rockafellar [99] in the concept of normal convex
integrands, which were defined by Rockafellar [99] as (for an equivalent way see Section 1.4 ):
We shall call a convex integrand f := f(t, x) normal if f is proper and lower semi-continuous
in x for each t, and if, further, there exists a countable collection U of measurable functions
u from T to Rn having the following properties: (a) for each u ∈ U , f(t, u(t)) is measurable
in t; (b) for each t, Ut ∩ dom ft is dense in dom ft, where Ut = {u(t) : u ∈ U}.

The notation of convex normal integrands was the link that allowed to connect the theories
of Measurable multifunctions and subdifferentials. The preservation of the measurability of
multifunctions under a broad variety of operations, including countable intersections, count-
able unions, sum of measurable multifunctions, and Painlevé-Kuratowski limits, made this
theory very popular in various problems of applied mathematics during the last four decades.

Among many important properties in the theory of measurable multifunctions, one of the
most useful, at least for the author’s experience from the beginning to the end of this thesis,
is Castaing’s representation of a measurable multifunction. This mathematical result comes
from Castaing’s thesis [21] (see, also, Castaing-Valadier’ book [22] for more details about this
fascinating theory) and basically express the possibility of getting some measurable selection
in every measurable multifunction (see Proposition 1.21).

Castaing’s representation theorem is intrinsically related to the possibility of extending the
definition of integration of a function to a set-valued mapping, considering their measurable
selections which are also integrable. For our purpose, this corresponds to the possibility of
representing formulas for the subdifferential of integral functionals, in a similar way as the
Leibniz integral rule.

Some of the classical studies about this class of functionals can be found in Castaing-
Valadier [22], Ioffe-Levin [66], Ioffe-Tikhomirov [67], Levin [79], Rockafellar [99, 101, 102].
Other recent works about this class of functionals are Borwein-Yao [12], Ioffe [64], Lopez-
Thibault [80] among others. A summary of the elementary theory of measurability and
integral functionals in finite dimension can be found in [103,106], and for infinite dimensional
spaces it can be found in [22,58,127,128].
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The aim of this Chapter is to bring formulas for the ε-subdifferential of the convex integral
functional If ; this particular case is also known as the continuous sum. A well-known formula,
given by Ioffe-Levin [66], shows that under certain continuity assumptions, the following
formula holds for the subdifferential of If :

∂ If (x) =

∫
T

∂ f(t, x)dµ(t) +Ndomf
(x), for all x ∈ Rn, (5.1)

where the set
∫
T
∂ f(t, x)dµ(t) is understood in the sense of (1.6), that is to say, as the set of

points of the form
∫
T
x(t)dµ(t) where x is an integrable function such that x(t) ∈ ∂ f(t, ·)(x)

for almost all t ∈ T (ae for short). One can compare (5.1) with its discrete counterpart,
which declares that for every two convex lsc functions f1, f2 such that f1 is continuous at
some point of the domain of f2 one gets ∂(f1 + f2)(x) = ∂ f1(x) + ∂ f2(x) for all x ∈ Rn.
So, a reasonable idea is to give similar formulas as the ones given in the discrete case by
Hiriart-Urruty and Phelps without qualification conditions (see Proposition 1.2). Hence, it
feels natural to think in a generalization of (8) as

∂ If (x) =
⋂
η>0

cl

{∫
T

∂η f(t, x)dµ(t) +Ndomf
(x)

}
for all x ∈ Rn. (5.2)

However, such a mathematical expression does not hold without any qualification conditions;
indeed, one can even find counterexamples where the set

∫
T
∂ε f(t, x)dµ(t) is empty and the

integrand ft(·) is smooth at the point of interest (see Example 5.12).

The above example motivates us to use larger sets than
∫
T
∂ε f(t, x)dµ(t) to generalize

(8). With this in mind we provide general formulas for the ε-subdifferential of convex integral
functionals defined in an arbitrary locally convex space (see 5.9). Later, we derive many
corollaries and simplifications under classical qualification conditions. Finally, in Section 5.7
we provide a characterization of the subdifferential of an integral functional by means of
limits of integrable selections of ∂ ft.

5.2 Preliminary results

The next definition corresponds to the notion of decomposability in locally convex Suslin
spaces [22, Definition 3, Chapter VII].

Definition 5.1 (i) Assume that (T,A) = (N,P(N)). A vector space L ⊂ XT is said to be
decomposable if

c00(X) := {(xn) : ∃k0 ∈ N such that xk = 0, ∀k ≥ k0} ⊂ L.

(ii) Assume that (T,A) 6= (N,P(N)). A vector space L of weakly integrable functions in XT is
said to be decomposable if for every u ∈ L, every weakly integrable function f ∈ XT such that
f(T ) is relatively compact, and every finite-measure set A ∈ A, we have that f1A+u1Ac ∈ L.

The specification of the decomposability above to the underlying σ-Algebra (T,A) makes
sense, since both definitions may not coincide. For instance, if X = R and µ is a finite
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measure over (N,P(N)), then the space L = c00(X) is obviously decomposable in the sense
of Definition 5.1(i), but not with respect to Definition 5.1(ii). Indeed, the decomposability of
L in the sense of Definition 5.1(ii) would imply that `∞ ⊆ L. Typical decomposable spaces
in the literature are the spaces Lp(T,X).

We shall extensively use the following result, which characterizes the Fenchel conjugate of
Îf . The first part of it, corresponding to the case when (X,X∗) is a dual pair of Suslin spaces,
can be found in [22, Theorem VII-7]. In the second part, we obtain a similar representation
of the conjugate of Îf when (T,A) = (N,P(N)).

Proposition 5.2 Let L(T,X) and L(T,X∗) be two vector spaces of weakly integrable func-
tions from T to X and X∗, resp., such that L(T,X) is decomposable and the function
t → 〈v(t), u(t)〉 is integrable for every (u, v) ∈ L(T,X) × L(T,X∗). If f : T × X → R
is a normal integrand such that Îf (u0) <∞ for some u0 ∈ L(T,X), and either (X,X∗) is a
dual pair of Suslin spaces, or (T,A) = (N,P(N)), then for all v ∈ L(T,X∗)

Îf∗(v) = sup
v∈L(T,X)

∫
T

(〈u(t), v(t)〉 − f(t, u(t)) dµ(t),

Proof. First, we may suppose w.l.o.g. that Îf (u0) ∈ R; because, for otherwise, Îf (u0) = −∞
and the conclusion holds trivially. So, the proof in the first case of Suslin spaces follows
from [22, Theorem VII-7]. For the proof in the second case of (T,A) = (N,P(N)), we denote

δ(n) :=〈u0(n), v(n)〉 − f(n, u0(n)),

α := sup


∫
T

(〈u(t), v(t)〉 − f(t, u(t)) dµ(t) : v ∈ L(T,X)

 .

and consider the sequence (xk) ∈ L(N, X) defined for n > k by xk(n) = u0(n), and for n ≤ k
by

xk(n) := wn,

where wn ∈ X is any vector such that 〈wn, v(n)〉 − f(n,wn) ≥ max{f ∗(n, v(n)) − 1
k
, δ(n)}

when f ∗(n, v(n)) < +∞, and 〈w, v(n)〉−f(n,w) ≥ max{k, δ(n)}, otherwize. Then, for every
k, k0 ∈ N, with k0 < k,

α ≥
∫

n≤k0

〈xk(n), v(n)〉 − f(n, xk(n))dµ(n) +

∫
n>k0

〈xk(n), v(n)〉 − f(n, xk(n))dµ(n)

≥
∫

n≤k0

〈xk(n), v(n)〉 − f(n, xk(n))dµ(n) +

∫
n>k0

δ(n)dµ(n).

Then, taking the limit on k we get α ≥
∫

n≤k0

f ∗(n, v(n))dµ(n) +
∫

n>k0

δ(n)dµ(n), and the

inequality α ≥
∫
N
f ∗(n, v(n))dµ(n) follows as k0 goes to +∞. This finishes the proof because

the converse inequality α ≤
∫
N
f ∗(n, v(n))dµ(n) holds trivially.
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Remark 5.3 t is worth mentioning that in the above result one can always use L(T,X∗) =
{0}, then the above result gives an interchange between infimum and the sign of integral.

The second well-known result gives a representation of the Fenchel conjugate of Îf in
L∞(T,X). This result was first proved in [102, Theorem 1] for the case X = Rn, and in [101,
Theorem 4] when X an arbitrary separable reflexive Banach space.

Theorem 5.4 Let X be a separable reflexive Banach space, and f : T × X → R ∪ {+∞}
be a normal convex integrand. Assume that the integral functional Îf defined on L∞(T,X) is
finite at some point in L∞(T,X), and that Îf∗ is finite at some point in L1(T,X). Then the
Fenchel conjugate of Îf on (L∞(T,X))∗ is given by, for every u∗ = `∗+s∗ with `∗ ∈ L1(T,X∗)
and s∗ ∈ Lsing(T,X),

(Îf )
∗(u∗) =

∫
T

f ∗(t, `∗(t))dµ(t) + σdom Îf
(s∗).

A straightforward application of the above theorem gives us a representation of the sub-
differential of integrand functionals. The proof can be found (for ε = 0) in [102, Corollary
1B] for the finite-dimesional case, and in [80, Proposition 1.4.1.] for arbitrary separable re-
flexive Banach spaces. The proof of the general case ε ≥ 0 is similar, and is given here for
completeness.

Proposition 5.5 With the assumptions of Theorem 5.4, for every u ∈ L∞(T,X) and ε ≥ 0,
one has that u∗ = `∗ + s∗ ∈ ∂εÎf (u) (with `∗ ∈ L1(T,X∗) and s∗ ∈ Lsing (T,X)) if and only
if there exists an integrable function ε1 : T → [0,+∞) and a constant ε2 ≥ 0 such that

`∗(t) ∈ ∂ε1(t)f(t, u(t)) ae, s∗ ∈ Nε2
domÎf

(u), and
∫

1

ε1(t)dµ(t) + ε2 ≤ ε.

Proof. Take u∗ = `∗ + s∗ in ∂εÎf (u); hence, u ∈ dom Îf . Then by Theorem 5.4 and the
definition of ε-subdifferentials we have∫

T

(f(t, u(t)) + f ∗(t, `∗(t))− 〈`∗(t), u(t)〉) dµ(t) +
(
σdom Îf

(s∗)− 〈s∗, u〉
)
≤ ε.

Hence, we conclude by setting ε1(t) := f(t, u(t)) + f ∗(t, `∗(t))− 〈`∗(t), u(t)〉 (≥ 0) and ε2 :=
σdom Îf

(s∗)− 〈s∗, u〉 (≥ 0).

The next result, also given in [102, Theorem 2], will be used in the proof of Theorem 5.9.

Theorem 5.6 Let f : T × Rn → R ∪ {+∞} be a normal convex integrand. Assume that
ū ∈ L∞(T,Rn), and that for some r > 0 the function f(·, ū(·) + x) is integrable for every x
such that ‖x‖ < r. Then there is some u∗ in L1(T,Rn) such that u∗ ∈ dom Îf∗ . Moreover, Îf
is continuous (in the L∞(T,Rn)-norm) at u wherever ‖u− ū‖∞ < r.

In the two following lemmas we consider a finite-dimensional Banach space subspace F of
X, endowed with its dual F ∗ with norms ‖ · ‖F and ‖ · ‖F ∗ , respectively, together with the
continuous linear projection P : X → F, whose dual is denoted by P ∗.
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Lemma 5.7 There exists a constant M ≥ 0 and a neighborhood W ∈ N0 (only depending
on P and F )) such that for every integrable function u∗(·) : T → F ∗ the composite function
P ∗ ◦ u∗(·) is integrable and satisfies σW (u∗(t) ◦ P ) ≤M‖u∗(t)‖F ∗ .

Proof. Since P : X → F is a continuous linear mapping, there existM ≥ 0 and neighborhood
W ∈ N0 such that ‖P (x)‖F ≤M1σW ◦(x) for all x ∈ X and, hence,

σW (u∗(t) ◦ P ) = sup
x∈W
〈u∗(t), P (x)〉 ≤M1 sup

y∈BF (0,1)

〈u∗(t), y〉 = M1‖u∗(t)‖F ∗ .

We are done since the function P ∗ ◦ u∗(·) inherits the measurabilty from u∗.

Lemma 5.8 Assume that both X and X∗ are Suslin and let u∗ : T → X∗ be a weak*-
measurable function. Then

G := {(t, x∗, y∗, v∗) ∈ T ×X∗×X∗×F ∗ | x∗+ y∗+P ∗(v∗) = u∗(t)} ∈ A⊗B(X∗×X∗×F ∗).

Consequently, given measurable multifunctions C1, C2 : T ⇒ X∗, C3 : T ⇒ F ∗, the multi-
function C : T ⇒ X∗ ×X∗ × F ∗ defined as

(x∗, y∗, z∗) ∈ C(t)⇔ (x∗, y∗, z∗) ∈ C1(t)× C2(t)× C3(t) and u∗(t) = x∗ + y∗ + P ∗(z∗),

is measurable.

Proof. Consider the functions g(t, x∗, y∗, v∗) = x∗ + y∗ + P ∗(v∗) − u∗(t) and h(x∗, y∗, v∗) =
x∗+y∗+P ∗(v∗)), we claim that h is (A⊗B(X∗×X∗×F ∗),B(X))-measurable. First assume
that u∗ is a simple function, that is, there exist a measurable partition of T , {Ti}i=1,..n and
elements x∗i ∈ X such that u∗(t) =

∑
x∗i 1Ti

(t), then it easy to see that for every open set
U on X∗, h−1(U) =

⋃n
i=1 Ti × ϕ−1(B + x∗i ) ∈ A ⊗ B(X∗ × X∗ × F ∗) so h . Now if u∗ is

measurable, then by [22, Theorem III.36 ] u∗ is the limit of a a sequence of simple functions
u∗n, so considering a countable dense set D on X we can write

G =
⋂
v∈D

⋂
i∈≥1

⋃
j∈N

⋂
k≥j

{
(t, x∗, y∗, v∗) ∈ T ×X∗×X∗×F ∗ | |〈x∗+y∗+P ∗(v∗)−u∗k(t), v〉| < 1/i

}
,

therefore G ∈ A⊗ B(X∗ ×X∗ × F ∗).

5.3 Characterization via ε-subdifferentials

In this section we characterize the sudifferential of the convex function If , by means of the
ε-subdifferentials of the functions f(t, ·), t ∈ T. As before, X and X∗ are two lcs paired in
duality, and let f : T × X → R be such that for every finite dimensional space F of X,
f|F : T × F → R a is convex normal integrand.

We start with the main result of this section.
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Theorem 5.9 For every ε ≥ 0 we have the formulas

∂ε If (x) =
⋂

L∈F(x)

⋃
ε=ε1+ε2
ε1,ε2≥0
`∈I(ε1)


∫
T

∂`(t)(ft + δaff{L∩dom If})(x)dµ(t) +N ε2
dom If∩L(x)

 (5.3)

=
⋂

L∈F(x)

⋃
`∈I(ε)


∫
T

∂`(t)(ft + δL∩dom If )(x)dµ(t)

 . (5.4)

Where F(x) := {V ⊆ X : V is finite dimensional linear space and x ∈ V } and I(η) :=
{` ∈ L1(T,R+) :

∫
T
`(t)dµ(t) ≤ η}.

Proof. First suppose x = 0. Take x∗ ∈ ∂ε If (0) and choose L ∈ F(0) and define F =
span{L∩dom If} = span{ei}ni=1 (where ei ∈ L∩dom If is a basis of F ). Consider a continuous
projection P : X → F and f̂ : T × F → R the restriction of f to F , we have x∗ ∈
∂ε(If + δF )(0), hence define y∗ = x∗ ◦ P and N∗ = x∗ − y∗. Now y∗ ∈ ∂ε(If + δF )(0),
y∗|F ∈ ∂ε(If̂ )(0) and N∗ ∈ F⊥.

Because dom If̂ = F ∩ dom If 6= ∅ and span{dom If ∩ F} = span{dom If ∩ L} = F is
a finite dimensional subspace we have that If̂ is continuous on riF dom If̂ , that is to say,
there exist η > 0 and x0 ∈ dom If ∩ L such that x0 + η co{±ei} ⊆ dom If̂ . Hence if h ∈ F
belongs to η co{±ei} we have that f(·, x0 + h) is integrable, so applying Theorem 5.6 we
have Îf̂ is continuous in a neighborhood of x0 (in L∞(T, F )) and the hypotheses of Theorem
5.4 are satisfies. Then we can apply the composition rule to If̂ , so ∂ε If̂ (0) = A∗(∂ε Îf̂ (0))
(see Proposition 1.4), where A : X → L∞(T, F ) is given by A(h) = h1T and A∗(u∗ +
v∗)(h) =

∫
T
〈u∗(t), h〉 + v(h1T ), where u∗ ∈ L1(T, F ∗) and v∗ ∈ Lsing(T, F ). Then there are

α∗ ∈ L1(T, F ∗) and β∗ ∈ Lsing(T, F ) such that y∗|F (h) = y∗(h) =
∫
T
〈α∗(t), h〉dµ(t) + β∗(h1T )

for all h ∈ F .

Moreover by Proposition 5.5 there exist ε1, ε2 ≥ 0 and ` ∈ I(ε1) such that α(t) ∈ ∂`(t) f̂t(0)
µ-ae and σdom Îf̂

(β) ≤ ε2, so we define z∗ ∈ L1(T,X∗) and λ∗ ∈ X∗ by z∗(t) = P ∗(α∗(t)) =

α∗(t) ◦ P and λ∗(x) = β(P (x)1T ) respectively.

From Lemma 5.7 z∗ ∈ L1(T,X∗). Now from the fact that α(t) ∈ ∂`(t) f̂t(0) ae and the
definition of z∗ we have z∗(t) ∈ ∂`(t)(ft + δspan{dom If∩L})(0). Since A(dom If̂ ) ⊆ dom Îf̂ we
conclude that λ∗ ∈ Ndom If∩L(0). So we get

x∗ ∈
⋃

ε=ε1+ε2
ε1,ε2≥0
`∈Lε1


∫
T

∂`(t)(ft + δaff{L∩dom If})(0)dµ(t) +N ε2
dom If∩L(0)

 .

Finally using the fact that
⋂

L∈F(x)

∂ε(If + δL)(0) = ∂ε If (0), we obtain the first equality of

equation 5.3 for x = 0.
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In the general case consider g(t, y) = f(t, y + x) is easy to verify epi gt = epi ft − (x, 0).
Then

∂ If (x) = ∂ Ig(0) =
⋂

L∈F(0)

⋃
ε=ε1+ε2
ε1,ε2≥0
`∈I(ε1)


∫
T

∂`(t)(gt + δaff{L∩dom Ig})(0)dµ(t) +N ε2
dom Ig∩L(0)

 .

Then if we suppose that L ∈ F(x), we have ∂`(t)(gt+δaff{L∩dom Ig})(0) = ∂`(t)(ft+δaff{L∩dom If})(x)
and N ε2

dom Ig∩L(0) = N ε2
dom If∩L(x).

To prove Formula (5.4) consider x∗ ∈ ∂ε If (x) and L ∈ F(x), then there exists ε1, ε2 ≥ 0
such that ε = ε1 + ε2, integrable functions ` ∈ I(ε2), y(t) ∈ ∂`(t)(ft + δaff{L∩dom If})(x) and
λ∗ ∈ N ε2

dom If∩L such that x∗ =
∫
T
y(t)dµ(t) + λ∗, so taking λ∗(t) := c(t)λ∗ and `2(t) = ε2c(t),

where c(t) > 0 and
∫
T
c(t)dµ(t) = 1 we get:

y∗(t) + λ∗(t) ∈ ∂`(t)+`2(t)(ft + δaff{L∩dom If})(x)

and
∫
T

`(t) + `2(t) = ε.

Finally the right side of (5.4) is trivially included in ∂ε If (x).

Remark 5.10 It is worth mentioning that theorem above also holds if instead of the set
F(x) we take some subfamily of finite dimensional L̃ ⊆ F(x) such that

⋂
n∈N

∂ε(If + δLn)(x) =

∂ε If (x), for example if, the space X is separable, or more general if, epi If is separable, we
can take (xi, αi)i≥1 dense in epi If , so we define Ln := span{x, xi}ni and it is easy to see that⋂
n∈N

∂ε(If + δLn)(x) = ∂ε If (x).

Remark 5.11 The reader can notice that in Theorem 5.9 we can consider the hypotheses
for every finite dimensional subspace F of X, f|F is normal integrand and coF If = IcoF f , we
have the formulas 5.3 and 5.4 change to

∂ε If (x) ⊆
⋂

L∈F(x)

⋃
ε=ε1+ε2
ε1,ε2≥0
`∈I(ε1)


∫
T

∂`(t)+mx,F (t)(ft + δaff{L∩dom If})(x)dµ(t) +N ε2
dom If∩L(x)

 ,

∂ε If (x) ⊆
⋂

L∈F(x)

⋃
`∈I(ε)


∫
T

∂`(t)+mx,F (t)(ft + δL∩dom If )(x)dµ(t)

 ,

respectively, where mx,F (t) := f(t, x)− coF f(t, x) is the modulus of convexity over F . More-
over we notice that if ∂ε If (x) 6= ∅, then

∫
T

mx,L(t)dµ(t) ≤ ε. Indeed take F ∈ F(x), on

the one hand for every t ∈ T , f(t, x) ≥ co(f(t, ·)|F )(x) ≥ co f(t, x). On the other hand
if ∂ε If (x) 6= ∅ we have If (x) ≤ co If (x) + ε and by the hypothesis Ico f (x) = co If (x), so
If (x) ≤ Ico f (x) + ε, that implies,

∫
T

f(t, x)− co(f(t, ·)|F )(x)dµ(t) ≤ ε. In particular if f is a

convex normal integrand we have mx(·) = 0. We do not put this in the principal statement
of Theorem 5.9 because this formulas can be deduced from the Formulas 5.3 and 5.4.
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The next example justifies the use of the normal cone inside the integral sign, even if the
date is smooth and the space is finite dimensional.

Example 5.12 Consider the function f(x) := b
a
x + b + δ[−η,η] a, b, η > 0, then we have

∂ε f(0) =
[
− ε
η

+ b
a
, ε
η

+ b
a

]
. Indeed,

α ∈ ∂ε f(0)⇔ α · x ≤ f(x)− f(0) + ε ∀x ∈ [−η, η]

⇔ α · x ≤ b

a
x+ b− b+ ε ∀x ∈ [−η, η]

⇔ (α− b

a
) · x ≤ ε ∀x ∈ [−η, η].

Then, it is clear that the last inequality holds if and only if α ∈
[
− ε
η

+ b
a
, ε
η

+ b
a

]
. Using the

previous function one constructs a normal integrand f :]0, 1] × R → [0,+∞] by f(t, x) :=
b(t)
a(t)

x+ b(t) + I[−η(t),η(t)], with b(t) = 1√
t

+ 1, a(t) = δ(t) = t. Hence we compute

If (x) =


1∫

0

(1 +
1√
t
)dt if x = 0,

+∞ if x 6= 0.

That implies ∂ If (0) = R, but
∫
T
∂ε f(t, 0) = ∅ for ε < 1.

Remark 5.13 The only thing one needs to simplify formulas of Theorem 5.9 is a kind of
Qualification Condition (QC) (see for example [132, Theorem 2.8.3]), that allow us separate
the subdifferential of the sum ∂ε(ft+δaff L∩dom If )(x) = ∂ε ft(x)+∂ δaff L∩dom If (x), for instance:

(i) X = Rn and ri(dom ft) ∩ ri(dom If ) 6= ∅.

(ii) Attouch-Brézis X Banach and R+(dom ft − aff(dom If ∩ L)) is a closed subspace for
every L ∈ F(x).

(iii) X lcs and ft continuous at some point of dom If .

(iv) Fenchel-Rockafellar for every L ∈ F(x) and every U ∈ N0 there exist λ > 0 and V ∈ N0

such that V ∩ span
{

dom ft − aff(dom If ∩ L)
}
⊆ {ft ≤ r} ∩B − aff(dom If ∩ L).

(v)
(
f + δaff(dom If∩L)

)∗
(x∗) = min

{
f ∗(y∗) : x∗ − y∗ ∈ aff(dom If ∩ L)◦

}
for every x∗ ∈ X∗

and every L ∈ F(x).

Corollary 5.14 In the setting of Theorem 5.9 suppose one qualification condition holds (for
example one of the remark above) in a measurable set TQC, then:

∂ If (x) =
⋂

L∈F(x)

{ ∫
TQC

(
∂ ft(x) + ∂ δaff(dom If∩L)(x)

)
dµ(t) +

∫
T cQC

∂(ft + δaff{L∩dom If})(x)dµ(t)

+NL∩dom If (x)

}
(5.5)
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Moreover if T is finite we have:

∂

(∑
i∈T

fi

)
(x) =

⋂
εi>0,i∈T cQC∑

εi=ε

cl

{∑
i∈TQC

∂ fi(x) + ∂εi fi(x)

}
(5.6)

Proof. Equation (5.5) is direct from Theorem 5.9. Now we proof the second formula fix
V ∈ N0, by (

∂

(∑
i∈T

fi

)
(x) ⊆

∑
i∈TQC

∂ fi(x) +NL∩dom If (x) +
∑

i∈T cQC

∂(ft + δaff{L∩dom If})(x) +NL∩dom If (x)

⊆
∑

i∈TQC

∂ fi(x) +NL∩dom If (x) +
∑

i∈T cQC

∂εi ft(x) +NL∩dom If (x) +NL∩dom If (x),

here we have applied Theorem 3.14 to upper-estimate

∂(ft + δaff{L∩dom If})(x) =
⋂
δ>0

clw
∗ {
∂δ ft(x) +NL∩dom If (x)

}
,

then we can take Vi ∈ N0, i ∈ T cQC such that
∑

i∈T cQC
Vi ⊆ V , on the other hand because

NL∩dom If (x) +NL∩dom If (x) +NL∩dom If (x) = NL∩dom If (x) we conclude that

∂

(∑
i∈T

fi

)
(x) ⊆

∑
i∈TQC

∂ fi(x) +
∑

i∈T cQC

∂εi ft(x) +NL∩dom If (x) + V,

Moreover if ∂ fi(x) 6= ∅ we have Ndom If∩L =

[
cl

(∑
i∈TQC ∂ fi(x) +

∑
i∈T cQC

∂εi ft(x) +L⊥
)]
∞

(see [54, Lemma 11]), therefore if L⊥ ⊆ V

∂

(∑
i∈T

fi

)
(x) ⊆

∑
i∈TQC

∂ fi(x) +
∑

i∈T cQC

∂εi ft(x) + V + V,

and consequently

∂

(∑
i∈T

fi

)
(x) ⊆

⋂
εi≥0,i∈T cQC∑

εi=ε

⋂
V ∈N0

[ ∑
i∈TQC

∂ fi(x) +
∑

i∈T cQC

∂εi ft(x) + V + V

]

=
⋂

εi≥0,i∈T cQC∑
εi=ε

cl

{∑
i∈TQC

∂ fi(x) +
∑

i∈T cQC

∂εi ft(x)

}
.

Example 5.15 The main feature of the finite parametrized case given in Equation (5.6) is
that the characterization of ∂If (x) does not involve the normal cone Ndom If∩L(x). This fact
is specific to this finite case and cannot be true in general, even for smooth data functions
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ft with
∫
∂f(t, x)dµ(t) 6= ∅. For example, consider the Lebesgue measure on ]0, 1] and the

integrand f : T × R → R given by f(t, x) = x2/t. Then we obtain that If = δ{0} and,
so, ∂f(t, 0) = {0}, while ∂If (0) = R. The same example can be adapted to construct
similar counterexamples to Equation (5.6) for countable measure over the measurable space
(N,P(N)).

Let us illustrate a possible applications of the Corollary above using the relative interior,
but first we need the following lemma (to avoid the use of the classical sum rule).

Lemma 5.16 Let f ∈ Γ0(X). Assume that f is continuous at x ∈ dom f relative to
aff(dom f), let L be an finite dimensional affine subspace which contains x, then for every
x∗ ∈ X∗ (

f + δL
)∗

(x∗) = min
{
f ∗(y∗) + δ∗L(x∗ − y∗) : y∗ ∈ X∗

}
.

Proof. Because the inequality ≤ always holds, we prove the opposite. First suppose x = 0,
define W = lin(dom f) and Z := lin

(
dom f − L

)
, it is easy to see that there exists a finite

dimensional subspace L̃ ⊆ L such that Z = W ⊕ L̃. From the fact that dom f ⊆ W one see
easily that for every z∗ ∈ W ∗ and every continuous linear extension z̃∗ ∈ X∗ of z∗,

f ∗(z̃∗) = (f|Z )∗(z̃∗|Z ) = (f|W )∗(z∗). (5.7)

Since 0 ∈ dom f ∩L we have f + δL is proper, then
(
f + δL

)∗
= clw

∗{f ∗�δ∗L}. Take x∗ ∈ X∗,
then the previous equality allows us take nets x∗1,i, x∗2,i, i ∈ I such that x∗1,i + x∗2,i =: w∗i ⇀ x∗

and f ∗(x∗1,i) + δ∗L(x∗2,i) →
(
f + δL

)∗
(x∗), since δ∗L = δL⊥ we can assume that x∗2,i ∈ L⊥.

Now consider ‖ · ‖L̃ a norm in L̃ and B the closed unit ball in L̃ respect to this norm, set
M := sup{‖w∗i ‖L̃ : i ∈ I} < +∞ and consider PW and PL̃ continuous projections from Z
to W and L̃ respectively, because f is continuous (relative to W ) at 0 there exists a real
number r ≥ sup{f(0), f ∗(x1,i) : i ∈ I} such that {f ≤ r} is a neighborhood of 0 in W , then
U := P−1

W ({f ≤ r}) ∩ P−1

L̃
(B) is a neighborhood of 0 relative to Z, moreover for every i ∈ I

and every u ∈ U

〈x∗1,i, u〉 = 〈x∗1,i, PW (u)〉+ 〈x∗1,i, u− PW (u)〉
= 〈x∗1,i, PW (u)〉 − f(PW (u)) + f(PW (u)) + 〈x∗1,i, PL̃(u)〉
≤ f ∗(x∗1,i) + f(PW (u)) + 〈x∗1,i + x∗2,i, PL̃(u)〉
= f ∗(x∗1,i) + f(PW (u)) + 〈w∗i , PL̃(u)〉 ≤ 2r +M.

Then by Banach-Alaoglu-Bourbaki’s theorem [46, Theorem 3.37] there exists a subnet

(x∗1,β)|Z ⇀ x∗1 ∈ Z∗,

which implies (x∗2,β)|Z ⇀ x∗2 ∈ Z∗ and 〈x∗2, h〉 = 0 for all h ∈ L. Then using 5.7 and δ∗L = δL⊥
we get

(f|Z )∗(x∗1) ≤ lim inf(f|Z )∗((x∗2,β)|Z ) = lim inf f ∗(x∗2,β) ≤ lim
(
f ∗(x∗2,β) + δ∗L(x∗2,β)

)
= (f + δL)∗(x∗).

Then take some extension x̃∗1, x̃
∗
2 ∈ X∗ of x∗1 and x∗2 respectively, define x̃∗ = x̃∗1 + x̃∗2 and

y∗ := x̃∗1 + x∗ − x̃∗, so y∗ + x∗2 = x∗ and y∗ is an extension of x∗1, then using 5.7 we get
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f ∗(y∗) + δ∗L(x∗2) = (f|Z )∗(x∗1) + δ∗L(x∗2) ≤ (f + δL)∗(x∗). Finally if x is an arbitrary point, take
g(·) := f(·+ x) and the L− x as the affine subspace, then by the previous(

g + δL−x
)∗

(x∗) = min
{
g∗(y∗) + δ∗L−x(x

∗ − y∗) : y∗ ∈ X∗
}
,

since
(
g+ δL−x

)∗
(x∗) =

(
f + δL

)∗
(x∗)−〈x∗, x〉, g∗(y∗) = f ∗(y∗)−〈y∗, x〉 and δ∗L−x(x∗− y∗) =

δ∗L(x∗ − y∗)− 〈x∗ − y∗, x〉 we conclude the result.

Corollary 5.17 Let {gi}ki=1, {g1}pi=k+1 ⊆ Γ0(X) such that
⋂
i≤k

riaff(dom gi)(dom gi)∩
⋂

j≥k+1

dom gj 6=

∅ and for every j ≤ k, gj is continuous on riaff(dom gi)(dom gi). Then

∂

( p∑
i=1

gi

)
(x) =

⋂
εi>0,i>k∑

εi=ε

cl

{∑
i≤k

∂ gi(x) +
∑
i>k

∂εi gi(x)

}
. (5.8)

Proof. Take x ∈ X and x0 ∈
⋂
i≤k

riaff(dom gi)(dom gi)∩
⋂

j≥k+1

dom gj 6= ∅, define g =
p∑

i=1

gi, then

we apply Lemma 5.16 to gi and L := aff(dom(g) ∩ F ) with F ∈ F(x) such that x0 ∈ F ,
therefore 5.13 (e) is satisfied, then by Corollary 5.14 we conclude the formula.

Remark 5.18 We notice that to prove (5.8) it is only necessary that for every j ≤ k there
exists xj ∈ ri(dom gj)∩

⋂
i 6=j

dom gi 6= ∅ such that gj is continuous at xj relative to aff(dom gj).

Obviously both statement are equivalent when aff(dom gi) is closed. It is worth nothing that
when there exist some j such that[

∂ gj(x)
]
∞

⋂
−[
∑
i 6=j

∂εi gi(x)
]
∞ = Ndom gj(x)

⋂
−Ndom

∑
i 6=j

gi
(x) = {0},

for example if gj is continuous at some point of dom(
∑
i6=j
∂ gi)), then the formula above is

simplified to

∂

( p∑
i=1

gi

)
(x) = ∂ gj(x) +

⋂
εi>0,i>k∑

εi=ε

cl

{∑
i≤k
i6=j

∂ gi(x) +
∑
i>k

∂εi gi(x)

}
.

5.4 Suslin spaces or discrete measure space

In this section we give more sharp characterizations of the ε-subdifferential of If under the
cases where either X, X∗ are Suslin spaces, or (T,A) = (N,P(N)). These settings indeed
permit the use of mesurable selection theorems, which gives us more control on the integration
of the multifunctions ∂ε(t)ft(x) and N ε

dom If∩L(x). We recall that f : T ×X → R ∪ {+∞} is
a given normal convex integrand, and (T,A, µ) is a complete σ-finite measure space. The
function If : X → R ∪ {+∞} is defined as

If (x) =

∫
T

f(t, x)dµ(t).
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Then the following corollary makes sharper the characterization given in Theorem 5.9 by
using only the ε-subdifferential of the ft’s.

In the next corollary we apply approximated sum rule (see [56]) to obtain simplifications
of the formulas presented in Theorem 5.9

Corollary 5.19 We suppose that either X and X∗ are Suslin spaces or (T,Σ) = (N,P(N)).
Then for every x ∈ X and ε ≥ 0 we have

∂εIf (x) =
⋂

L∈F(x)

⋃
ε1,ε2≥0
ε=ε1+ε2
`∈I(ε1)

η∈L1(T,(0,+∞))

⋂
η∈L1(T,(0,+∞))

cl


∫
T

(
∂`(t)+η(t)ft(x) +N ε2

dom If∩L(x)
)

dµ(t)

 ,

where the closure is taking in the strong topology β(X∗, X).

Proof. We only need to prove the inclusion ” ⊂ ” in which we suppose that x = 0. Take
F ∈ F(0), ε > 0 and L := span{F ∩ dom If} (= aff{F ∩ dom If}), say L = span{ei}p1 with
{ei}p1 being linearly independent so that co{±ei}pi=1 is the united closed ball in L with respect
to a norm ‖ · ‖L (on L). Let P : X → L be a continuous projection, M ≥ 0, and W ∈ N0 as
in Lemma 5.7.Given δ > 0, we pick an integrable function γ : T → (0,+∞) such that

M

∫
T

γ(t)dµ ≤ δ, (5.9)

and define the measurable multifunctions U, V : T ⇒ L∗ as

U(t) := {x∗ ∈ X∗ : |〈x∗, ei〉| ≤ γ(t), i = 1, ..., p}, V (t) := {x∗ ∈ L∗ : |〈x∗, ei〉| ≤ γ(t), i = 1, ..., p}.

Now take x∗ ∈ ∂εIf (0) and fix a positive measurable function η . By formula 5.3 in Theorem
5.9 there exist ε1, ε2 ≥ 0 with ε1 + ε2 = ε, ` ∈ I(ε1), an integrable selection x∗L,ε(·) of the
multifunction t→ ∂`(t) (ft + δL) (0), and λ∗ ∈ N ε2

dom If∩L(0) such that x∗ =
∫
T
x∗L,ε(t)dµ(t)+λ∗.

Since U(t) ∈ N0, by the Hiriart-Urruty-Phelps sum rule (see Proposition 1.2) we have that,
for ae t ∈ T,

x∗L,ε(t) ∈ ∂`(t) (ft + δL) (0) ⊂ ∂`(t)+η(t)ft(0) + L⊥ + U(t)

⊂ ∂`(t)+η(t)ft(0) +Ndom If∩L(0) + P ∗(V (t)).

We define the multifunction G : T ⇒ X∗ ×X∗ × F ∗ as

(y∗, w∗, v∗) ∈ G(t)⇔
{
y∗ ∈ ∂`(t)+η(t)f(t, 0), w∗ ∈ Ndom If∩F , and v∗ ∈ V (t),

x∗L,ε(t) = y∗ + w∗ + P ∗(v∗).

If X,X∗ are Suslin spaces, then by Lemma 5.8 G is measurable, and so, by Theorem 1.21
it admits a mesurable selection (y∗(·), w∗(·), v∗(·)). This also obviously holds when (T,Σ) =
(N,P(N)). Thus, by Lemma 5.7 the function u∗(t) := v∗(t) ◦ P is integrable and we get

σW (u∗(t)) ≤M max
i=1,...,p

〈v∗(t), ei〉 ≤Mγ(t) for ae t ∈ T.
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Consequently, the function y∗+w∗ = x∗L,ε(·)−u∗(·) is strongly integrable and we have (recall
(5.9))

σW (x∗ −
∫
T

(y∗(t) + w∗(t))dµ(t)− λ∗) = σW (

∫
T

x∗L,ε(t)dµ(t)−
∫
T

(y∗(t) + w∗(t))dµ(t))

= σW (

∫
T

u∗(t)dµ(t))

≤
∫
T

σW (u∗(t))dµ(t)

≤ M

∫
T

γ(t)dµ ≤ δ;

that is,

x∗ −
∫
T

(y∗(t) + w∗(t))dµ(t)− λ∗ ∈ δW ◦,

and due to the arbitrariness of δ we obtain

x∗ ∈ clβ(X∗,X)

∫
T

(
∂`(t)+η(t)ft(0) +Ndom If∩L(0)

)
dµ(t) +N ε2

dom If∩L(0).

Finally, since N ε2
dom If∩L(0) ⊂

∫
T

N ε2
dom If∩L(0)dµ(t) we conclude that

x∗ ∈ clβ(X∗,X)

∫
T

(
∂`(t)+η(t)ft(0) +N ε2

dom If∩L(0)
)

dµ(t).

The next result is a finite-dimensional-like characterization of the subdifferential of If .
Recall that a closed affine subspace A ⊂ X is said to have a continuous projection if there
exists a continuous projection from X to A.

Theorem 5.20 Let X, X∗ and T be as in Theorem 5.19. If If is continuous on ri(dom If ) 6=
∅ and aff(domIf ) has a continuous projection, then

∂If (x) =
⋂

η∈L1(T,(0,+∞))

clw
∗

(w)-
∫
T

(
∂η(t)ft(x) +Ndom If (x)

)
dµ(t)

 .

Proof. Because the inclusion ” ⊃ ” is immediate we only need to prove the other inclusion
” ⊂ ” when x = 0; hence, F := aff(domIf ) is a closed subspace of X. Let x∗ ∈ ∂If (0), η ∈
L1(T, (0,+∞)), and V := {h∗ ∈ X∗ : |〈h∗, ei〉| ≤ 1, i = 1, ..., p} for some {ei}pi=1 ⊂ X. By the
current assumption, we take x0 ∈ ri(dom If ) and a continuous projection P : X → F . Define
L = span{ei, P (ei), x0}pi=1 and W (t) := {h∗ ∈ X∗ : max{|〈h∗, ei〉|, |〈h∗, P (ei)〉|, |〈h∗, x0〉|} ≤
ε(t), i = 1, ..., p}, where ε(·) is any positive integrable function with values on (0, 1) and
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∫
T
εdµ ≤ 1/2. Then L⊥ +W (t) ⊆ W (t) ⊆ V . Because L ∩ ri(dom If ) 6= ∅ we have (see, e.g.,

Corollary 5.17)
Ndom If∩L(0) = clw

∗ (
L⊥ +Ndom If (0)

)
. (5.10)

By Theorem 5.19 there exists a (strong) integrable selection y∗(t) ∈ ∂η(t)ft(0)+Ndom If∩L(0) ⊂
∂η(t)ft(0) +Ndom If (0) +W (t), due to (5.10), such that

x∗ −
∫
T

y∗dµ ∈ V. (5.11)

Also, by the measurability of multifunctions ∂η(·)f·(0), Ndom If (0), and W (·) (see, e.g., [66]),
there exists a (weakly) measurable selection z∗(·) of ∂η(·)f·(0) +Ndom If (0) such that y∗(t)−
z∗(t) ∈ W (t) for ae t (the existence of such a selection is guaranteed for Suslin spaces by
the representation theorem of Castaing, while it is straightforward in the discrete case).
Let us verify that the function z∗(·) ◦ P is weakly integrable: Given U ∈ N0 such that
x0 + P (U) ⊂ ri(dom If ) (using the the continuity of P ) we have, for every y ∈ U,

〈z∗(t) ◦ P, y〉 = 〈z∗(t), Py〉
= 〈z∗(t), x0 + Py〉 − 〈z∗(t), x0〉
≤ f(t, x0 + P (y))− f(t, 0) + η(t)− 〈z∗(t), x0〉+ σNdom If

(0)(x0 + P (y))

≤ f(t, x0 + P (y))− f(t, 0) + η(t) + |〈z∗(t)− y∗(t), x0〉|+ |〈y∗(t), x0〉|
≤ f(t, x0 + P (y))− f(t, 0) + η(t) + ε(t) + |〈y∗(t), x0〉|, (5.12)

and the weak integrability of z∗(·) ◦ P follows, as∫
T

|〈z∗(t) ◦ P, y〉| dµ(t) ≤
∫
T

|f(t, x0 + P (y))| dµ(t) +

∫
T

|f(t, x0 − P (y))| dµ(t)− If (0)

+

∫
T

(η(t) + ε(t) + |〈y∗(t), x0〉|)dµ(t) < +∞.

Moreover, (5.12) implies that
∫
T
z∗ ◦Pdµ is uniformally bounded on a neighborhood of zero,

so that
∫
T
z∗ ◦ Pdµ ∈ X∗. Finally, we have

z∗(t) ◦ P = z∗(t) + z∗(t) ◦ P − z∗(t) ∈ ∂η(t)ft(0) +Ndom If (0) + F⊥ = ∂η(t)ft(0) +Ndom If (0),

and (recall (5.11))

x∗ −
∫
T

z∗ ◦ Pdµ = x∗ −
∫
T

y∗dµ+

∫
T

(y∗ − z∗)dµ−
∫
T

(z∗ ◦ P − z∗)dµ ∈ V + V + F⊥,

so that (observing that F⊥ ⊂
∫
T

Ndom If (x)dµ(t))

x∗ ∈ (w)−
∫
T

(
∂η(t)ft(x) +Ndom If (x)

)
dµ(t) + V + V + F⊥

⊆ (w)−
∫
T

(
∂η(t)ft(x) +Ndom If (x)

)
dµ(t) + V + V.

Hence, by intersecting over V we get

x∗ ∈ clw
∗

(w)-
∫
T

(
∂η(t)ft(x) +Ndom If (x)

)
dµ(t)

 ,

which gives the desired inclusion due to the arbitrariness of function η.
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5.5 Qualification conditions

Now we are going to present simplifications of Formulas 5.3 and 5.4 under classical conditions.
The proof of the following two corollaries is similar, but it differs in the argument to present
the existence of measurable selections.

Corollary 5.21 Let X be Asplund, and assume that for every finite-dimensional subspace
F ⊂ X, the function f|F : T × F → R ∪ {+∞} is a convex normal integrand, and assume
that If has a continuity point. If x ∈ X is such ft is continuous at x for almost every t, then
for every ε ≥ 0

∂εIf (x) =
⋃

ε1+ε2=ε
ε1,ε2≥0

⋂
γ>0

clw
∗

 ⋃
`∈I(ε1+γ)

(w)−
∫
T

∂`(t)ft(x)dµ(t)


+N ε2

dom If
(x). (5.13)

Moreover, if ε = 0, then

∂If (x) = clw
∗

(w)−
∫
T

∂ft(x)dµ(t)


+Ndom If (x). (5.14)

Proof. W.l.o.g. we suppose that x = 0 and µ(T ) < +∞. We divide the proof in tree steps.

Step 1: We show in this step that for every ` ∈ I(ε1), ε1 ≥ 0, t ⇒ ∂`(t)ft(0) is a
w∗-measurable multifunction with w∗-compact and convex values. Indeed, the continuity
assumption of the ft’s ensures that the non-empty set ∂`(t)ft(0) is w∗-compact and convex, as
well as σ∂`(t)ft(0)(u) = inf

λ>0

f(t,0+λu)−f(t,0)+`(t)
λ

for all u ∈ X. Hence, the function t→ σ∂`(t)f(t,0)(u)

is measurable, and so is the multifunction t⇒ ∂`(t)ft(0).

Step 2: We have that ∂εIf (0) ⊆ clw
∗

 ⋃
ε=ε1+ε2
ε1,ε2≥0
`∈I(ε1)

(w)−
∫
T

∂`(t)ft(0)dµ(t) +N ε2
dom If∩L(0)




for every fixed L ∈ F(0). To prove this we take x0 ∈ int(dom If ) ∩ L pick x∗ ∈ ∂εIf (0). By
Theorem 5.9 and the continuity of f(t, ·) there are ε1, ε2 ≥ 0 with ε = ε1 + ε2 and ` ∈ I(ε1)
such that

x∗ ∈
∫
T

(
∂`(t)ft(0) + span{dom If ∩ L}⊥

)
dµ(t) +N ε2

dom If∩L(0).

Hence, there exist an integrable function x∗L(t) ∈ ∂`(t)f(t, 0) + span{dom If ∩ L}⊥ ae,
and λ∗ ∈ N ε2

dom If∩L(0) such that x∗ =
∫
T
x∗Ldµ + λ∗. Now, define the multifunction G :

T ⇒ X∗ as G(t) := {y∗ ∈ ∂`(t)f(t, 0) : 〈y∗, x0〉 = σ∂`(t)f(t,0)(x0)}. By [20, Lemma 4.3] G
is w∗-measurable multifunction (with w∗-compact convex valued), and so by Proposition
1.22 there exists a w∗-measurable selection x∗(·) of G; moreover, we have that 〈x∗L(t), x0〉 ≤
σ∂`(t)f(t,0)+span{dom If∩L}⊥(x0) = σ∂`(t)f(t,0)(x0) = 〈x∗(t), x0〉. By the continuity of If we choose
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r > 0 such x0 + B(0, r) ⊂ int(dom If ). Then, for every v ∈ B(0, r)

〈x∗(t), v〉 ≤f(t, x0 + v)− f(t, 0) + `(t)− 〈x∗(t), x0〉
=f(t, x0 + v)− f(t, 0) + `(t)− σ∂`(t)f(t,0)(x0)

≤f(t, x0 + v)− f(t, 0) + `(t)− 〈x∗L(t), x0〉,

and so,∫
T

|〈x∗(t), v〉|dµ(t) ≤
∫
T

(max{f(t, x0 + v), f(t, x0 − v)} − f(t, 0) + `(t)− 〈x∗L(t), x0〉) dµ(t) < +∞;

that is, x∗(·) is Gelfand integrable (X is Banach). This last inequality implies that

C :=
⋃

ε=ε1+ε2
ε1,ε2≥0
`∈I(ε1)

(w)−
∫
T

∂`(t)ft(0)dµ(t) +N ε2
dom If∩L(0)

 6= ∅.
Because 〈x∗, x0〉 = 〈

∫
T
x∗L(t)dµ(t), x0〉+〈λ∗, x0〉 ≤ 〈

∫
T
x∗(t)dµ(t)+λ∗, x0〉, from the arbitrari-

ness of x∗ ∈ ∂εIf (0) and x0 in int(dom If ) ∩ L we get

σ∂εIf (0)(x0) ≤ σC(x0) for every x0 ∈ int(dom If ) ∩ L,

which also implies by usual arguments that σ∂εIf (0)(u) ≤ σC(u) for all u ∈ X, and the desired
relation holds.

Step 3: We complete the proof of the theorem. We show now that (5.13) and (5.14).
We take x∗ ∈ ∂εIf (0), so that by Step 2 there are nets of numbers ε1,L,V , ε2,L,V ≥ 0 with
ε1,L,V + ε2,L,V = ε and `L,V ∈ I(ε1,L,V ) and vectors x∗L,V ∈ (w) −

∫
T
∂`0L,V (t)ft(0)dµ(t) and

λ∗L,V ∈ N
ε2,L,V
dom If∩L(0), indexed by (L, V ) ∈ F(0)×N0(w∗) such that x∗ = limx∗L,V + λ∗L,V . We

may assume that ε1,L,V → ε1 and ε2,L,V → ε2, with ε1 + ε2 = ε. Now, by the continuity of If
at x0 there exist some r > 0 such that for every v ∈ B(0, r) and for every L 3 x0 (w.l.o.g.)

〈x∗L,V , v〉 ≤If (x0 + v)− If (0) + ε1,L,V − 〈x∗L,V , x0〉
≤If (x0 + v)− If (0) + ε1,L,V − 〈x∗, x0〉+ 〈λ∗L,V , x0〉+ 1

≤If (x0 + v)− If (0) + ε− 〈x∗, x0〉+ 1.

Therefore, we may suppose that (x∗L,V ) w∗-converges to some y∗ ∈ X∗ and that (λ∗L,V ) w∗-
converges to some ν∗ ∈ X∗; hence, ν∗ ∈ N ε2

dom If
(0). Finally, if ε = 0, then the conclusion

follows. Otherwise, if ε > 0, for every γ > 0 we obtain that `L,V ∈ I(ε1 + γ) for a co-final
family of index L, V , and so the desired inclusion follows.

The next corllary is a generalization of [66], see also [50,51,78] for other versions. Before
we need to make a remark on the relation between the continuity of If and the ft’s.

Remark 5.22 Assume that either X is Suslin or (T,Σ) = (N,P(N)). Due to the relation

int(dom If ) ⊂ int(dom ft) for ae t ∈ T,

the continuity hypothesis used in Corollary 5.23 is equivalent to the continuity of the functions
If and f(t, ·), t ∈ T, at some common point. In particular, in the finite-dimensional setting,
the continuity of If alone ensures the continuity of the ft’s on the interior of their domains.
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Corollary 5.23 Assume in the setting of Theorem 5.19 that each one of the functions If
and f(t, ·), t ∈ T, is continuous at some point. Then for every x ∈ X and ε ≥ 0.

∂εIf (x) =
⋃

ε=ε1+ε2
ε1,ε2≥0
`∈I(ε1)

(w)−
∫
T

∂`(t)ft(x)dµ(t) +N ε2
dom If

(x)

 .

Proof. We fix x ∈ X and ε ≥ 0, and choose a common continuity point x0 of If and
the ft’s (see Remark 5.22). The right-hand side is straightforwardly included in ∂εIf (x),
and so we focus on the opposite inclusion. W.l.o.g. we may assume that x = 0, ∂ε 6= ∅,
If (0) = 0, as well as µ(T ) = 1. Take x∗ ∈ ∂εIf (0), anf fix a sequence of positive functions
(ηn)n ⊂ L∞(T,R) which converges to zero. By Theorem 5.19, there exists a net of integrable
functions w∗n,L,V (t) ∈ ∂`n,L,V (t)+ηn(t)ft(0) + N

εn,L,V,2
dom If∩L(0), with n ∈ N, L ∈ F(0), V ∈ N0 and

`n,L,V ∈ I(εn,L,V,1) such that

x∗ = lim
n,L,V

∫
T

w∗n,L,V (t)dµ(t) and εn,L,V,1 + εn,L,V,2 = ε. (5.15)

Next, as in the proof of Theorem 5.19, we find measurable functions x∗n,L,V and λ∗n,L,V such
that x∗n,L,V (t) ∈ ∂ηn(t)+`n,L,V (t)f(t, 0) and λ∗n,L,V (t) ∈ N

εn,L,V,2
dom If∩L(0) for ae, with w∗n,L,V (t) =

x∗n,L,V (t) + λ∗n,L,V (t). To simplify the notation, we just write w∗n,i(·), x∗n,i(·), εn,i,1, εn,i,2, λ∗n,i(·)
and εn,i := `n,i + ηn, i ∈ I := F(0)×N0, where N×I is endowed with the partial order "�"
given by (n1, L1, V1) � (n2, L2, V2) iff n1 ≤ n2, L1 ⊂ L2 and V1 ⊃ V2.

The rest of the proof is devided into three steps.

Step 1: W.l.o.g. on n, i, there exists U ∈ N0 such that

m := sup
v∈U,n∈N,i∈I

∫
T

〈x∗n,i(t), v〉dµ(t) < +∞ and mx := sup
n,i

∫
T

|〈x∗n,i(t), x〉|dµ(t) < +∞ ∀x ∈ X.

(5.16)
Indeed, we choose U ∈ N0 such that sup

v∈V
If (x0 + v) < +∞. Then for every n ∈ N, i ∈ I and

v ∈ U

〈x∗n,i(t), v〉 ≤ f(t, x0 + v)− f(t, 0)− 〈x∗n,i(t), x0〉+ εn,i(t)

= f(t, x0 + v)− f(t, 0)− 〈w∗n,i(t)− λ∗n,i(t), x0〉+ εn,i(t)

≤ f(t, x0 + v)− f(t, 0)− 〈w∗n,i(t), x0〉+ εn,i,2 + εn,i(t). (5.17)

But, by (5.15) and the definition of εn,i (εn,i = `n,i +ηn), we may suppose that for all n and i,

−
∫
T

〈w∗n,i(t), x0〉+

∫
T

εn,i(t)dµ(t) + εn,i,2 ≤ −〈x∗, x0〉+ ε+

∫
T

ηndµ+
1

2
≤ −〈x∗, x0〉+ ε+ 1,

(5.18)
and so (5.17) leads to sup

v∈U,n∈N,i∈I

∫
T
〈x∗n,i(t), v〉dµ(t) < +∞, which is the first part of (5.16).

Now, we define the sets T+
n,i,v := {t ∈ T : 〈x∗n,i(t), v〉 ≥ 0}, T−n,i,v := {t ∈ T : 〈x∗n,i(t), v〉 < 0},
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n ∈ N, i ∈ I and v ∈ U. Then, using (5.17),∫
T

|〈x∗n,i(t), v〉|dµ(t) =

∫
T+
n,i,v

〈x∗n,i(t), v〉dµ(t)−
∫
T−n,i,v

〈x∗n,i(t), v〉dµ(t)

≤
∫
T+
n,i,v

{
f(t, x0 + v)− f(t, 0)− 〈w∗n,i(t), x0〉+ εn,i,2 + εn,i

}
dµ(t)

+

∫
T−n,i,v

{
f(t, x0 − v)− f(t, 0)− 〈w∗n,i(t), x0〉+ εn,i,2 + εn,i

}
dµ(t)

=

∫
T+
n,i,v

f(t, x0 + v)dµ(t) +

∫
T−n,i,v

f(t, x0 − v)dµ(t)

− 〈x∗, x0〉+ ε+ 1 (by (5.18))

≤
∫
T

|f(t, x0 + v)|dµ(t) +

∫
T

|f(t, x0 − v)|dµ(t)− 〈x∗, x0〉+ ε+ 1 < +∞,

and the second part in (5.16) follows since U is absorbent.

Step 2: There exist ε1, ε2, ε3 ≥ 0 with ε1 + ε2 + ε3 ≤ ε, neighborhood U ∈ N0, λ∗1 ∈
N ε3

dom If
(0), linear functions F1 : X → L1(T,R) and F2 : X → Lsing(T,R), together with

elements ` ∈ L1(T,R+) and s ∈ Lsing(T,R) such that (w.l.o.g. on n and i):

(i) λ∗1 = limn,i

∫
T
λ∗n,i(t)dµ(t).

(ii) For every x ∈ X, (〈x∗n,i(·), x〉)j ⊂ L1(T,R) ⊂ L∞(T,R)∗ and 〈x∗n,i(·), x〉 → F1(x)+F2(x)
wrt to the w∗-topology in L∞(T,R)∗.

(iii) (εn,i(·)) ⊂ L1(T,R) ⊂ L∞(T,R)∗ and εn,i(·) −→ ` + s wrt to the w∗-topology in
L∞(T,R)∗.

(iv) sup
v∈U

∫
T

F1(v)dµ(t) < +∞, sup
v∈U

F2(v)(1T ) < +∞.

(v) ε1 :=
∫
T
`(t)dµ(t), ε2 := s(1T ) ≥ 0.

(vi) For every A ∈ A∫
A

F1(x)dµ(t) ≤
∫
A

f(t, x)dµ(t)−
∫
A

f(t, 0)dµ(t)+

∫
A

`(t)dµ(t), for all x ∈ X, (5.19)

F2(x)(1T ) ≤ s(1T ), for all x ∈ dom If . (5.20)

Consider U , m and (mx)x∈X as in the previous step, and denote by B the unit ball in
the dual space of L∞(T,R). From (5.16) and the definition of x∗, we obtain the existence of
λ∗1 ∈ X∗ such that (w.l.o.g.) λ∗1 = limn,i

∫
T

〈
λ∗n,i(t), ·

〉
dµ(t). Moreover, given an x ∈ dom If

we write, since λ∗n,i(t) ∈ N
εn,i,2
dom If∩L(0) and x ∈ L (for L large enough),

〈λ∗1, x〉 = lim
n,i

∫
T

〈
λ∗n,i(t), x

〉
dµ(t) ≤ lim

n,i
εn,i,2 =: ε3,
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and so λ∗1 ∈ N ε3
dom If

(0); hence, (i) follows. Next, by Thychonoff’s theorem the space X :=∏
x∈X

(mxB,w
∗((L∞(T,R))∗,L∞(T,R))) is a compact space with respect to the product topol-

ogy, and so w.l.o.g. we may assume that the net (〈x∗n,i(·), x〉)x∈X ∈ X, (n, i) ∈ N×I, converges
to some (F (x))x∈X , where F : X → (L∞(T,R))∗ is linear function. Using the decomposition
(L∞(T,R))∗ = L1(T,R)⊕Lsing(T,R), for every x ∈ X we write F (x) = F1(x) +F2(x), where
F1 : X → L1(T,R) and F2 : X → Lsing(T,R) are two linear functions, and (ii) follows. Sim-
ilarly, since (εn,i(·)) is bounded in L1(T,R) we may assume that it converges to some l + s,
with l ∈ L1(T,R) and s ∈ Lsing(T,R), such that for all G ∈ A∫
G

`(t)dµ(t)+s(1G) = lim
n,i

∫
G

εn,i(t)dµ(t) = lim
n,i

∫
G

(`n,i(t)+ηn(t))dµ(t) = lim
n,i

∫
G

`n,i(t)dµ(t) ≤ ε−ε3.

(5.21)
Fix x ∈ X. Since F2(x), s ∈ Lsing(T,R), there exists a sequence of measurable sets Tn(x) such
that µ(T\

⋃
Tn(x)) = 0 and

F2(x)(g1Tn(x)) = 0, s(g1Tn(x)) = 0 for all n ∈ N and g ∈ L∞(T,R).

Thus, by replacing in (5.21) the set G by Tk(x), k ≥ 1, and T \ ∪1≤k≤nTk(x), respectively,
and taking the limit on k, (iii) and (v) follow.

Now, for every v ∈ U, G ∈ A, n ∈ N and (n, i) ∈ N×I (recall (5.16))∫
G

〈x∗n,i(t), x〉dµ(t) ≤
∫
G

f(t, x)dµ(t)−
∫
G

f(t, 0)dµ(t) +

∫
G

εn,i(t)dµ(t),

∫
G

〈x∗n,i(t), v〉dµ(t) ≤ m.

So, by taking the limit we get∫
G

F1(x)dµ(t) +F2(x)(1G) ≤
∫
G

f(t, x)dµ(t)−
∫
G

f(t, 0)dµ(t) +

∫
G

l(t)dµ(t) + s(1G), (5.22)

∫
G

F1(v)dµ(t) + F2(v)(1G) ≤ m. (5.23)

In particular, for A ∈ A and Gn = A ∩ Tn(x) we get∫
Gn

F1(x)dµ(t) ≤
∫
Gn

f(t, x)dµ(t)−
∫
Gn

f(t, 0)dµ(t) +

∫
Gn

l(t)dµ(t),

∫
Gn

F1(v)dµ(t) =

∫
Gn

F1(v)dµ(t) + F2(v)(1Gn) ≤ m

which as n→∞ gives us ∫
A

F1(v)dµ(t) ≤ m, (5.24)
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and ∫
A

F1(x)dµ(t) ≤
∫
A

f(t, x)dµ(t)−
∫
A

f(t, 0)dµ(t) +

∫
A

l(t)dµ(t),

yielding the first part in (5.19). Now, for Gn = T\
n⋃

i=1

Ti(x) we have that F2(x)(1Gn) =

F2(x)(1T ), s(1Gn) = s(1T ), and (for v ∈ U and x ∈ dom If )∫
Gn

F1(v)dµ(t),

∫
Gn

F1(x)dµ(t),

∫
Gn

f(t, x)dµ(t),

∫
Gn

f(t, 0)dµ(t),

∫
Gn

l(t)dµ(t)→n 0,

and so, (5.22) and (5.23) yield
F2(x)(1T ) ≤ s(1T ),

F2(v)(1T ) ≤ m, (5.25)

and we get ((vi)). Relation ((iv)) follows from (5.24) and (5.25).

Step 3: Let `, s, ε1, ε2, ε3, U ∈ N0, λ∗1 ∈ N
ε3
dom If

(0), F1, and F2 be as in step 2. We show
the existence of a weakly integrable function y∗ : T → X∗ such that y∗(t) ∈ ∂`(t)ft(0) ae, and
x∗ −

∫
T
y∗dµ ∈ N ε2

dom If
(0).

Assume first that (T,A) = (N,P(N)). In this case, on the one hand we take y∗(t) :=
F1(·)(t), t ∈ T. Then, for every x ∈ X, by (5.19) we have that for all t ∈ T

〈y∗(t), x〉 = F1(x)(t) = (µ(t))−1

∫
{t}
F1(x)dµ(t) ≤ f(t, x)− f(t, 0) + `(t),

which, by taking into account the continuity assumption on f(t, ·), shows that y∗(t) ∈
∂`(t)ft(0). Also, since that

∫
T
|〈y∗, x〉| dµ =

∫
T
|F1(x)(t)| dµ(t) < +∞, for all x ∈ X, and

(by (iv))

sup
v∈U

∫
T

〈y∗, v〉 dµ = sup
v∈U

∫
T

F1(v)dµ(t) < +∞,

it follows that y∗ :=
∫
T
y∗dµ ∈ (w)-

∫
T

∂`(t)ft(x)dµ(t). On the other hand, we take λ∗ := λ∗1+λ∗2,

with λ∗2 := F2(·)(1T ) (∈ X∗, by (iv)), so that for all x ∈ dom If (using (5.20))

〈λ∗2, x〉 = F2(x)(1T ) ≤ s(1T ) = ε2.

Hence, λ∗ ∈ N ε3
dom If

(0) +N ε2
dom If

(0) ⊂ N ε2+ε3
dom If

(0), and so we get

x∗ = lim
n,L,V

∫
T

(x∗n,L,V (t) + λ∗n,L,V (t))dµ(t)

= lim
n,L,V

∫
T

x∗n,L,V (t)dµ(t) + lim
n,L,V

λ∗n,L,V (t)dµ(t)

= y∗ + λ∗2 + λ∗1 ∈ (w)−
∫
T

∂`(t)ft(x)dµ(t) +N ε2+ε3
dom If

(0),

which ensures the desired inclusion.
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We treat now the case when X,X∗ are Suslin spaces. We choose a countable set D such
that X = {limxn : (xn)n∈N ⊂ D}. Equivalently, we can take an at most countable family of
linearly independent vectors {ei}∞i=1 such that L := span{ei}∞i=1 ⊇ D and Ln := span{ei}ni=1 3
x0 for all n ≥ 1 (recall that x0 is a common continuity point of If and the ft’s). As in the
previous discrete case, we take λ∗2 = F2(·)(1T ). So, by argyuing as above we obtain that
λ∗ := λ∗1 +λ∗2 ∈ N

ε2+ε3
dom If

(0). Next, we consider a sequence of functions (bn)n such that each bn
is in the class of equivalence F1(en), and define for every t ∈ T a linear function y∗t : L→ R
as 〈y∗t , z〉 =

n∑
i=1

αibi(t) (∈ F1(
n∑

i=1

αien)(t) = F1(z)(t)), where z =
n∑

i=1

αiei, αi ∈ R. We notice

that for every z ∈ L, t → 〈y∗t , z〉 is measurable. Now, given z ∈ LQ :=
∞⊕

i=1

Qei, we define

Tz := {t ∈ T | 〈y∗t , z〉 ≤ f(t, z) − f(t, 0) + `(t)} and T̃ :=
⋂
z∈LQ

Tz; hence, µ(T\T̃ ) = 0, by

equation (5.19). Now, because int dom ft ∩ LQ 6= ∅ and ft is continuous on int dom ft, it
follows that

〈y∗t , z〉 ≤ f(t, z)− f(t, 0) + l(t) for all t ∈ T̃ and z ∈ L;

in particular, y∗t is a continuous linear functional on L for every t ∈ T̃ . Now, by the Hahn-
Banach theorem, we can extend y∗t to a continuous linear functional on X, denoted by y∗(t),
such that

〈y∗(t), z〉 ≤ f(t, z)− f(t, 0) + l(t) for all t ∈ T̃ and z ∈ L.

We notice that y∗(·) is weakly measurable, because for every x ∈ X, since D ⊂ L there exists
a sequence of element xn ∈ L such that xn → x and, hence, 〈y∗(t), x〉 = limn〈w∗t , xn〉 is mea-
surable as is each function t→ 〈w∗t , xn〉. Moreover, by the continuity of ft on int dom ft, the
last inequality above holds on X, and this gives us y∗(t) ∈ ∂l(t)ft(0) for all t ∈ T̃ . Now, by the
continuity of If and using similar arguments as those in the proof of Theorem 5.20 or Corol-
lary 5.21, it is not difficult to show that y∗(t) is weakly integrable and that y∗ :=

∫
T
y∗(t)µ(t)

defines a continuous linear operator on X, showing that y∗ ∈ (w)-
∫
T

∂`(t)ft(x)dµ(t). Whence

x∗ = y∗ + λ∗ ∈ (w)-
∫
T

∂`(t)ft(x)dµ(t) +N ε2+ε3
dom If

(0). The proof of the corollary is finished.

Corollary 5.24 Assume that X is a separable Banach space. If Îf is bounded above on some
neighborhood with respect to (L∞(T,X), ‖ · ‖) of some constant function x0(·) ≡ x0 ∈ X, then
for all x ∈ X and ε ≥ 0 we have that

∂εIf (x) =
⋃

ε=ε1+ε2
ε1,ε2≥0
`∈I(ε1)


∫
T

x∗dµ : x∗ ∈ L1
w∗(T,X

∗), x∗(t) ∈ ∂`(t)ft(x) ae

+N ε2
dom If

(x).

If, in addition, X is reflexive, then

∂εIf (x) =
⋃

ε=ε1+ε2
ε1,ε2≥0
`∈I(ε1)

∫
T

∂`(t)ft(x)dµ(t) +N ε2
dom If

(x).
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Proof. First, observe that the current continuity assumption of Îf implies that both If and
the functions ft, for ae t ∈ T, are continuous at x0. Then, according to Corollary 5.23, to
prove the first part we only need to verify that, for every x ∈ dom If , ε1 ≥ 0 and ` ∈ I(ε1),

(w)−
∫
T

∂`(t)ft(x)dµ(t) ⊂


∫
T

x∗dµ : x∗ ∈ L1
w∗(T,X

∗), x∗(t) ∈ ∂`(t)ft(x) ae

 . (5.26)

Take x∗ :=
∫
T
x∗dµ for a w∗-measurable function x∗(·) such that x∗(t) ∈ ∂`(t)ft(x) ae. By

Proposition 1.21, for each function α ∈ L1(T,R+) there exists a measurable function x : T →
X such that ‖x(t)‖ ≤ 1 and

〈x∗(t), x(t)〉 ≥ ‖x∗(t)‖ − α(t) ae;

hence,
∫
T
‖x∗(t)‖ dµ(t) ≤

∫
T
〈x∗(t), x(t)〉 dµ(t) +

∫
T
α(t)dµ(t). Since, by the continuity of Îf

at x0 there are δ,M > 0 such that

δ

∫
T

〈x∗(t), x(t)〉 dµ(t) ≤
∫
T

ft(δx(t) + x0)dµ(t)− If (x) +

∫
T

〈x∗(t), x− x0〉 dµ(t) + ε1

≤ If (x0)− If (x) + 1 +

∫
T

〈x∗(t), x− x0〉 dµ(t) + ε1 ≤M,

we obtain that
∫
T
‖x∗(t)‖ dµ(t) ≤ δ−1M +

∫
T
α(t)dµ(t) < +∞, and (5.26) holds.

Finally, the last statement follows because L1
w∗(T,X

∗) = L1(T,X∗).

The next example shows that the second formula of Corollary 5.24 could not be valid if
we drop the continuity of Îf .

Example 5.25 Consider (T,A) = (N,P(N)) andX = `2, and let (en)n be the canonical basis
of `2, and µ be the finite measure given by µ({n}) = 2−n. Define the integrand f : N×`2 → R
as f(n, x) := 2n(〈en, x〉)2, so that If (x) =

∫
N f(n, x)dµ(n) =

∑
n∈N

x2
n = ‖x‖2. Then If is

differentiable on X with ∇If (x) = 2x, and for all n ≥ 1 we have that ∂fn(x) = {∇fn(x)} =
{2n+1〈x, en〉en}, so that

∇If (x) =

∫
N

2n+1〈x, en〉endµ(n) = 2
∑
n∈N

〈x, en〉en = 2x,

which is the result of Corollary 5.23. On the other side, the value
∫
n∈N ‖∇fn(x)‖dµ(n) =

2
∑

n∈N |〈x, en〉| could not be finite for all x ∈ `2 (consider, for instance, x = (1/n)n≥1), which
means that (2n+1〈x, en〉en)n 6∈ L1(N, `2).

The following is an easy consequence of Corollaries 5.21 and 5.23:

Corollary 5.26 Assume that either X is Asplund, X and X∗ are Suslin, or (T,A) =
(N,P(N)). If x ∈ X is a common continuity point of both If and the ft’s, then If is Gâteaux-
differentiable at x if and only if ft is Gâteaux-differentiable at x for ae t ∈ T.
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The last result was given [121, Corollary 2.11] when (T,A) = (N,P(N)). Concerning the
Fréchet-differentiability, in the same referred result the authors proved one implication (the
Fréchet-differentiability of the sum implies the one of the data functions), and let the other
implication as an open problem (see [121, Question 2.12, page 1146]). The following example
answers this question in the negative.

Example 5.27 Consider (T,A) = (N,P(N)) and X = `1, and let (en)n be the canonical
basis of `1, and µ be the finite measure given by µ({n}) = 1. Define the integrand f :
N × `1 → R as f(n, x) := |〈en, x〉|1+1/n, so that If (x) =

∑
|〈en, x〉|1+1/n < +∞. Since

each fn is a Fréchet-differentiable convex function such that ∇fn(x) = (1 + 1
n
)|〈x, en〉|1/nen,

according to Corollary 5.26 If is Gâteaux-differentiable on `1, with Gâteaux-differential equal
to
∑
∇fn(x) :=

∫
N∇fn(x)dµ(n) =

∑
(1 + 1

n
)|〈x, en〉|1/nen (by Corollary 5.14). Thus, if If

would be Fréchet-differentiable at x = 0, then we would have

If (n
−1en)− If (0)− n−1〈∇If (0), en〉

n−1
= nn−1− 1

n = n−
1
n → 1,

which is a contradiction.

Remark 5.28 In the previous Corollary we only use the separability in step 3 (step 2 also
can be deduced from Corollary 5.14 and using the hypothesis for every finite dimensional
space F of X, f|F : T ×F → R is a convex normal integrand instead of f is a convex normal
integrand), so step 2 gives a generalization of [66, Theorem 2]. Indeed by Corollary 5.14 we
have for every L ∈ F(0), x∗ =

∫
T
y∗L + λ∗L, where y∗L is an integrable selection of ∂ ft(0) +L⊥

and λ∗L ∈ Ndom If∩L(0), so for every L ∈ F(0), there are (not necessary measurable) functions
w∗L(t) ∈ ∂ ft(0) and β∗L(t) ∈ L⊥. So we notice that for every u ∈ L, 〈y∗(t), u〉 = 〈w∗L(t), u〉
ae, which implies, 〈w∗L(·), u〉 is measurable for every u ∈ L. Then similar estimation to
Step 1 are valid. To proceed with step 2, we must be cautious because 〈w∗L(·), u〉 belongs to
L1(T,R) only for u ∈ L, so one idea to skip the inconvenience is define a net in X as following,
〈z∗L(t), x〉 = 〈w∗L(·), u〉 if u ∈ L and 〈z∗L(t), x〉 = 0 otherwise, with this the conclusion of step 2
follows from the same argument. Furthermore, in [86] the authors use the following definitions
to extend results of the integral representation of the Clarke and Limiting/Mordukhovich
sub-differential in nonseparable Banach spaces, we extracted this lines from the same article.
Denote by N (µ) the null ideal of A, i.e., N (µ) = { N ∈ A : µ(N) = 0}. A measure µ on σ
is κ-additive if for every pairwise disjoint family E ⊆ A with |E| < κ we have

⋃
E ∈ A and

µ(
⋃
E) =

∑
A∈E

µ(A) := sup
O⊆E

∑
A∈O

µ(A). The additivity κ(µ) of µ is the largest cardinal of κ for

which µ is κ-additive, or it is ∞ if µ is κ-additive for every κ. We denote den(X) the density
of the Banach space X, i.e., the smallest cardinal of the form |D|, where D is a dense subset
of X. A useful representation is κ(µ) = min{|E| : E ⊆ N ,

⋃
E /∈ A}. In the context of a pair

(X,X∗) of locally convex spaces we can adapt the previous definition as follow. We define
the relation seq-den(X,w) < κ if and only if there exists a set D ⊆ X satisfies that |D| < κ
and for every x ∈ X there exists a generalized sequence (xi)i∈I ⊆ D such that |I| < κ and
xi

w→ x. With this Hypothesis the proof of Step 3 (in Theorem 5.23) is still valid (without
the separability assumption and using the hypothesis for every finite dimensional space F of
X, f|F : T ×F → R is a convex normal integrand instead of f is a convex normal integrand)
outside of a separable space. Indeed in step 3 we have to choose a set D with the above
density property and then define, as in Theorem 5.23, LQ =

⊕
e∈D

Qe, hence the proof of step
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3 follows similarly.

In the following, we extend Corollaries 5.21 and 5.23 to the nonconvex Lipschitz case.
The resulting results are known for both the case of a separable Banach spaces or (T,A) =
(N,P(N)) ( [23, Theorem 2.7.2]), and the case of Asplund spaces ( [86]).

Proposition 5.29 (Clarke-Murdokovich-Sagara) Assume that either X is Asplund, X is a
separable Banach space, or (T,A) = (N,P(N)). Let integrand f : T ×X → R and x ∈ X be
such that:

(a) There exists K ∈ L1(T,R+) and δ > 0 such that for every y, z ∈ B(x, δ), t→ f(t, y) is
measurable and |ft(y)− ft(z)| ≤ K(t)‖y − z‖ ae t ∈ T.

(b) (When X is Asplund) For every u ∈ X, the function t→ f ◦t (x;u) is measurable.
Then we have that

∂CIf (x) ⊆ clw
∗

(w)−
∫
T

∂Cft(x)dµ(t)

 .

Where the closure operator can be omitted if den(X) < κ(µ) (see Remark 5.28).

Proof. By taking into account Fatou’s lemma, we have that I◦f (x;u) ≤
∫
T
f ◦t (x;u)dµ(t) for all

u ∈ X, and so ∂CIf (x) = ∂I◦f (x; 0) ⊂ ∂If◦(x;·)(0). Since (t, u) → f ◦t (x;u) is a Carathéodory
map, for every finite-dimensional subspace F ⊂ X, the mapping (f ◦· (x; ·))|F : T × F →
R ∪ {+∞} is a convex normal integrand. Hence, because If◦(x;·) and f ◦t (x; ·) are continuous
everywhere, the two desired formulas follow by applying Corollaries 5.21 and 5.23, respec-
tively.

The final result correspond to the closeness of the integral of a multifunction with closed
convex values.

Corollary 5.30 (Measurable selection and closeness of the integral of multifunction) Let
C : T ⇒ X∗ uniformly integrable w∗-measurable multifunction (i.e., there exists an integrable
function K ∈ L1(T,R) and a continuous seminorm ρ : X → R such that for all t ∈ T and
all x ∈ X σC(t)(x) ≤ K(t)ρ(x)) with convex and w∗-closed values. If den(X) < k(µ), then

(w)−
∫
T

C(t)dµ(t) is non-empty and w∗-closed.

Proof. Take the integrand f(t, x) := σC(t)(x), then for every finite dimensional space F of X,
f|F : T ×F → R is a convex normal integrand. So by the Hypotheses the integrand function
If , ft(·) are continuous ( which implies in particular ∂ If (0) 6= ∅). Then by Theorem 5.23

and Remark 5.28 we have that ∂ If (0) = (w)−
∫
T

∂ f(t, 0)dµ(t) = (w)−
∫
T

C(t)dµ(t).
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5.6 Approach using conjugate functions

We investigate now the representation of the ε-normal set to dom If in terms of the data
functions ft. We suppose that f : T × X → R is a normal integrand defined on a locally
convex spaceX, such that for some x∗0 ∈ L1

w∗(T,X
∗) and α ∈ L1(T,R) it holds

f(t, x) ≥ 〈x∗0(t), x〉+ α(t) for all x ∈ X and t ∈ T. (5.27)

In what follows, we suppose that either X,X∗ are Suslin or (T,A) = (N,P(N)). We recall
that the continuous infimal convolution of the f ∗t ’s is the function ⊕

∫
T

f ∗(t, ·)dµ(t) : X∗ → R

given by (see )⊕∫
T

f ∗(t, ·)dµ(t)

 (x∗) : = ⊕
∫
T

f ∗(t, x∗)dµ(t)

: = inf{
∫
T

f ∗(t, x∗(t))dµ(t) |
x∗(·) ∈ L1

w∗(T,X
∗)

and
∫
T

x∗(t)dµ(t) = x∗ },

with the convention that inf∅ := +∞. We also recall the notation clw
∗
(h), which refers to the

w∗-closure of a function h : X∗ → R ∪ {+∞}. We shall need the following Lemma, which
can be found in [56, Lemma 1.1].

To finish this section we investigate how represent Ndom If (x) in terms of the data func-
tions ft. An straightforward application of Theorem 5.2 give us the representation of the
ε-subdifferential of If and Îf . For this propose we need the following Lemma, which can be
found in [56, Lemma 1.1].

Lemma 5.31 Let h : X∗ → R be a convex function. Then for all r ∈ R

{x∗ ∈ X∗ : clw
∗
(h)(x∗) ≤ r} =

⋂
δ>0

cl{x∗ ∈ X∗ : h(x∗) < r + δ}.

Moreover, if r > infX∗ h, then

{x∗ ∈ X∗ : clw
∗
(h)(x∗) ≤ r} = cl{x∗ ∈ X∗ : h(x∗) < r}.

Theorem 5.32 If coIf = Icof , then

(If )
∗(x∗) = clw

∗

⊕∫
T

f ∗(t, ·)dµ(t)

 (x∗), for all x∗ ∈ X∗,

and, for all x ∈ X, and ε ≥ 0,

∂εIf (x) =
⋂
ε1>ε

clw
∗

 ⋃
`∈I(ε1)


∫
T

x∗dµ : x∗ ∈ L1
w∗(T,X

∗), x∗(t) ∈ ∂`(t)ft(x) ae


 . (5.28)
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In addition, if ε > If (x)− coIf , then

∂εIf (x) = clw
∗

 ⋃
`∈I(ε)


∫
T

x∗dµ : x∗ ∈ L1
w∗(T,X

∗), x∗(t) ∈ ∂`(t)ft(x) ae


 .

Proof. It easy to see that the space L1
w∗(T,X

∗) is decomposable and that f ∗ is a convex
integrand function such that f ∗(t, x∗0(t)) ≤ −α(t) ae, by (5.27). As well, denoting ϕ :=
⊕
∫
T

f ∗(t, ·)dµ(t), we verify that, for all x ∈ X,

ϕ∗(x) = sup
λ∗∈X∗

sup
x∗∈L1

w∗ (T,X∗),
∫
T

x∗dµ=λ∗
{〈λ∗, x〉 −

∫
T

f ∗(t, x∗(t))dµ(t)}

= sup
x∗∈L1

w∗ (T,X∗)

∫
T

(〈x∗(t), x〉 − f ∗(t, x∗(t))dµ(t),

and, so, according to Theorem 5.2 and Moreau’s envelope theorem,

ϕ∗(x) = If∗∗(x) = Icof (x) = coIf .

Consequently, the convexity of the continuous infimal convolution yields

clw
∗

(ϕ) = ϕ∗∗ = (coIf )
∗ = (If )

∗. (5.29)

Now, we assume that ∂εIf (x) 6= ∅. Then, for all ε1 > ε one has (by (5.29)) that

inf
x∗∈X∗

{ϕ(x∗)− 〈x∗, x〉+ If (x)} = If (x)− (coIf )(x) ≤ ε < ε1,

and so, using Lemma 5.31,

∂ε1If (x) =
{
x∗ ∈ X∗ : clw

∗
(ϕ) (x∗) + If (x)− 〈x∗, x〉 ≤ ε1

}
=

{
x∗ ∈ X∗ : clw

∗
(ϕ− x) (x∗) + If (x) ≤ ε1

}
= clw

∗ {x∗ ∈ X∗ : ϕ(x∗) + If (x) < 〈x∗, x〉+ ε1} .

Observe that for each x∗ ∈ X∗ satisfying ϕ(x∗) + If (x) < 〈x∗, x〉 + ε1, there exists some
x∗(·) ∈ L1

w∗(T,X
∗) such that

∫
T
f(t, x)dµ(t) +

∫
f ∗(t, x∗(t)) ≤

∫
〈x∗(t), x〉dµ(t) + ε1. Hence,

by defining `(t) := f(t, x) + f ∗(t, x∗(t))− 〈x∗(t), x〉; hence, ` ∈ I(ε1) and x∗(t) ∈ ∂`(t)f(t, x)
ae. The proof is finished since the other inclusion is straightforward.

Remark 5.33 It is important to mention that result of Proposition above also holds when
the space X is changed by a space of weakly integrable functions from T to X such that for
every (u, v) ∈ L(T,X) × L(T,X∗) the scalar function t → 〈v(t), u(t)〉 is integrable and the
linear function x∗ ∈ LD(T,X∗)→ z∗(·) :=

∫
T

〈x∗(t), ·〉dµ(t) ∈ L(T,X)∗ is well defined, where

LD(T,X∗) is a decomposable space of weakly integrable functions. In this case the (5.28) is
changed by:

∂ε If (x) =
⋂
δ>ε

cl

 ⋃
`∈I(δ)

∫
T

∂`(t) f(t, x)dµ(t)

 .

96



Where∫
T

∂`(t) f(t, x(t))dµ(t) = {
∫
T

〈x∗(t), ·〉dµ(t) : x∗(t) ∈ ∂`(t) f(t, x(t)) ae and x∗ ∈ LD(T,X∗)}.

Moreover, (Ico f )
∗(x∗) = ϕ(x∗), where

ϕ(x∗) := inf{
∫
T

f ∗(t, v∗(t))dµ(t) | v∗ ∈ LD(T,X∗) and
∫
T

v∗ = x∗}.

We also obtain a characterization of the epigraph of the function I∗f :

Corollary 5.34 Assume that I∗f is proper. If coIf = Icof , then we have that

epi I∗f = clw
∗

(
∫
T

x∗dµ,

∫
T

αdµ
)

:
x∗ ∈ L1

w∗(T,X
∗),

α ∈ L1(T,R),
(x∗(t), α(t)) ∈ epi f ∗t ae

 .

Proof. We denote E the set between parenthesis in the equation above. Take (x∗, α) ∈ E.
Then, using again the notation ϕ := ⊕

∫
T

f ∗(t, ·)dµ(t), we obtain that ϕ(x∗) ≤ α, and so

by Theorem 5.32 (x∗, α) ∈ epi I∗f . Hence, the lower semicontinuity of I∗f yields the inclusion
clw

∗
(E) ⊂ epi I∗f . To prove the other inclusion, we take (x∗, α) ∈ epi I∗f , and fix ε > 0 and

V ∈ Nx∗(w∗) together with γ(·) ∈ L1(T,R+) such that
∫
T
γdµ = 1. Then by Theorem 5.32

there exists x∗(·) ∈ L1
w∗(T,X

∗) such that (w.l.o.g.)
∫
T

x∗dµ ∈ V and

−∞ < (If )
∗(x∗)− 1 = clw

∗
(ϕ) (x∗)− 1 ≤ ϕ

∫
T

x∗dµ

 ≤ ∫
T

f ∗(t, x∗(t))dµ(t) ≤ α + ε

Thus, if we denote β(t) := f ∗(t, x∗(t)) + γ(t)

(
α + ε−

∫
T

f ∗(t, x∗(t))dµ(t)

)
, then

∫
T
βdµ =

α+ ε and we get (x∗(t), β(t)) ∈ epi ft and (
∫
T

x∗dµ,
∫
T

βdµ) ∈ E. Thus, from the arbitrariness

of ε > 0 and V we deduce that (x∗, α) ∈ clw
∗
(E).

Remark 5.35 It is worth mention that if (5.27) is satisfied with some x∗ ∈ Lpw∗(T,X∗) (resp.
x∗ ∈ Lp(T,X∗)) and α ∈ Ls(T,R), then the epigraph of I∗f can be expressed as

epi I∗f = clw
∗

(
∫
T

x∗dµ,

∫
T

αdµ
)

:
x∗ ∈ Lpw∗(T,X∗),
α ∈ Ls(T,R),

(x∗(t), α(t)) ∈ epi f ∗t ae


(
resp. = clw

∗

(
∫
T

x∗dµ,

∫
T

αdµ
)

:
x∗ ∈ Lp(T,X∗),
α ∈ Ls(T,R),

(x∗(t), α(t)) ∈ epi f ∗t ae

 .
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We are now in position to give the desired representation of the ε-normal set to dom If .

Proposition 5.36 Assume that f is convex normal integrand. Then for every x ∈ dom If
and ε ≥ 0 we have that

N ε
dom If

(x) = {x∗ ∈ X∗ : (x∗, 〈x∗, x〉+ ε) ∈ epi(σdom If )}
= {x∗ ∈ X∗ : (x∗, 〈x∗, x〉+ ε) ∈ (epi(If )

∗)∞}
=
{
x∗ ∈ X∗ : (x∗, 〈x∗, x〉+ ε) ∈

[
clw

∗ E
]
∞

}
=
{
x∗ ∈ X∗ : (x∗, 〈x∗, x〉+ ε) ∈

[
cow

∗G
]
∞ + {0} × [0, ε]

}
.

Where

E :=

(
∫
T

x∗dµ,

∫
T

αdµ
)

:
x∗ ∈ L1

w∗(T,X
∗),

α ∈ L1(T,R),
(x∗(t), α(t)) ∈ epi f ∗t ae

 (5.30)

G :=

(
∫
T

x∗dµ,

∫
T

αdµ
)

:
x∗ ∈ L1

w∗(T,X
∗),

α ∈ L1(T,R),
(x∗(t), α(t)) ∈ gph f ∗t ae

 (5.31)

Proof. For the first two equalities see [54, Lemma 5.], while the third one is given by Corollary
5.34. So, we only have to prove the fourth equality, or equivalently, the inclusion "⊆ ”. On
the one hand, we have that

clw
∗ E = clw

∗ (
cow

∗ G + {0} × R+

)
. (5.32)

Indeed, to see the last inclusion, take (x∗, α) ∈ E and let (x∗(t), α(t)) ∈∈ epi f ∗t = gph f ∗t +
{0} × R+ ae such that x∗(·) ∈ L1

w∗(T,X
∗), α(·) ∈ L1(T,R), and (x∗, α) = (

∫
T
x∗dµ,

∫
T
αdµ).

Then, since (If )
∗ is proper, we have that

∫
T
f ∗t (x∗(t))dµ(t) ∈ R and so, writing

(x∗(t), α(t)) = (x∗(t), f ∗t (x∗(t))) + (0, α(t)− f ∗t (x∗(t))) ∈ gph f ∗t + {0} × R+,

we get that (x∗, α) ∈ G + {0} × R+, besides by the convexity of f ∗t ’s G + {0} × R+ ⊆ E

On the other hand,since ((If )∗ is proper) we have that[
cow

∗G
]
∞ ∩ (− [{0} × R+]∞) ⊆

[
clw

∗ E
]
∞ ∩ ({0} × R−)

= (epi(If )
∗)∞ ∩ ({0} × R−) = {(0, 0)},

and so by Dieudonné’s theorem (see [22, Thorem I-10] or [43, Proposition 1.]) the set cow
∗G+

{0} × R+ is closed. Hence, (5.32) reads[
clw

∗ E
]
∞ =

[
cow

∗G + {0} × R+

]
∞ =

[
cow

∗G
]
∞ + {0} × R+.

Now, we take x∗ ∈ X∗ such that (x∗, 〈x∗, x〉 + ε) ∈
[
clw

∗ E
]
∞. Then, by the last relations,

there exist (y∗, γ) ∈
[
cow

∗G
]
∞ and η ≥ 0 such that (x∗, 〈x∗, x〉 + ε) = (y∗, γ + η); hence,

x∗ = y∗. Moreover, using Theorem 5.32, we have

dom If × {−1} ⊆ [(epi(If )
∗)∞]◦ =

[(
clw

∗ E
)
∞

]◦ ⊆ [( clw
∗ G
)
∞

]◦
,
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so that 〈(x∗, γ), (x,−1)〉 ≤ 0, and η = 〈x∗, x〉 − γ + ε ≤ ε; that is,

(x∗, 〈x∗, x〉) ∈
[
cow

∗(G)]∞ + {0} × [0, ε]

Consequently, we obtain a complete explicit characterization of the ε-subdifferential of
If :

Theorem 5.37 Assume that f is a convex normal integrand. Then for every x ∈ X and
ε ≥ 0 we have that

∂εIf (x) =
⋂

L∈F(x)

⋃
ε1,ε2≥0
ε=ε1+ε2
`∈I(ε1)

η∈L1

⋂
η∈L1(T,(0,+∞))

cl


∫
T

(
∂`(t)+η(t)ft(x) + Aε2L (x)

)
dµ(t)



=
⋂

L∈F(x)

⋃
ε1,ε2≥0
ε=ε1+ε2
`∈I(ε1)
η∈L1

⋂
η∈L1(T,(0,+∞))

cl


∫
T

(
∂`(t)+η(t)ft(x) +Bε2

L (x)
)

dµ(t)

 ,

where the closure is taken with respect to the strong topology β(X∗, X),

Aε2L (x) :=
{
x∗ ∈ X∗ : (x∗, 〈x∗, x〉+ ε2) ∈

[
clw

∗ (E + L⊥ × R+

)]
∞

}
Bε2
L (x) :=

{
x∗ ∈ X∗ : (x∗, 〈x∗, x〉+ ε2) ∈

[
clw

∗ (
co
(
G
)

+ L⊥ × R+

)
+
]
∞ + {0} × [0, ε2]

}
.

and E and G are defined in (5.30) and (5.31) respectively.

Proof. According to Theorem 5.19, we only have to prove that for every L ∈ F(x) and
ε ≥ 0, N ε

dom If∩L(x) = AεL(x) = Bε
L(x). Indeed, it suffices to apply Proposition 5.36 with the

measurable space (T̃ , Ã, µ̃), where T̃ := T ∪ {ω0} for an element ω0 /∈ T , Ã is the σ-Algebra
generated by (A ∪ {ω0}), and µ̃ is defined by

µ̃(G) :=

{
µ(G\{ω0}) + 1 if ω0 ∈ G
µ(G) if ω0 /∈ G,

and the integrand function g(t, x) := f(t, x) for t ∈ T and g(ω0, x) := δL(x).

5.7 Characterizations via (exact-) subdifferentials

In this section, we use the previous results and Bronsted-Rockafellar theorems to obtain
sequential formulas for the subdifferential of integral functions. As in the previous section,
we suppose that either X,X∗ are Suslin or (T,A) = (N,P(N)).

We recall that a net of weakly measurable functions gi : T → X is said to converge
uniformly ae to g : T → X if for all continuous seminorm ρ in X, the net ρ(gi− g) converges
to 0 in L∞(T,R).
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Theorem 5.38 Suppose that one of the following conditions holds:

(i) X is Banach.

(ii) ft are epi-pointed ae t.

Then for every x ∈ X, we have that x∗ ∈ ∂If (x) if and only if there exist a net of finite-
dimensional subspaces (Li)i and nets measurable selections (xi), (x∗i ) and (yi), (y∗i ) such that
x∗i (t) ∈ ∂f(t, xi(t)), y∗i (t) ∈ Ndom If∩Li

(y(t)) ae, and:

(a) (x∗i + y∗i ) ⊂ L1(T,X∗) and x∗ = w∗-lim
∫
T

(x∗i (t) + y∗i (t))dµ(t).

(b) xi, yi → x uniformly ae.

(c) f(·, xi(·))→ f(·, x) uniformly ae.

(d) 〈x∗i (·), xi(·)− x〉, 〈y∗i (·), yi(·)− x〉 → 0 uniformly ae.
In addition, if X is reflexive and separable, then we take sequences instead of nets, and
the w∗-convergence is replaced by the norm.

Proof. W.l.o.g. we may assume that µ(T ) < +∞. Take x∗0 ∈ ∂If (x0), x0 ∈ X, and fix
L ∈ F(x0). By (5.4) in Theorem 5.9 we find a measurable function z∗(·) such that z∗(t) ∈
∂(ft + δL∩dom If )(x0) for all t ∈ T̃ (with µ(T\T̃ ) = 0), and x∗0 =

∫
T
z∗(t)dµ(t). Next, given

n ∈ N, continuous seminorms ρX on X and a w∗-continuous seminorm ρX∗ := σC on X∗

such that C is finite and spanC ⊃ span(L ∩ dom If ), we define the multifunction B : T̃ ⇒
X ×X∗ ×X ×X∗ by (x, x∗, y, y∗) ∈ B(t) if and only if

A(i) x∗ ∈ ∂f(t, x), y∗ ∈ Ndom If∩L(y).

A(ii) ρX(x− x0) ≤ 1/n, ρX(y − x0) ≤ 1/n, ρX∗(z∗(t)− x∗ − y∗) ≤ 1/n.

A(iii) |f(t, x)→ f(t, x0)| ≤ 1/n, |〈x∗, x− x0〉| ≤ 1/n and |〈y∗, y − x0〉| ≤ 1/n.

By [89, Theorem 2.3] (see, also, [113, Theorem 3]) (in case (i)) or by Theorem 3.14 (in
case (ii)), B(t) is non-empty for all t ∈ T̃ . Hence, due to the measurability of the involved
functions, B has a measurable graph, so that by Proposition 1.21 we conclude the existence
of nets of measurable functions x(·), y(·), x∗(·), and ỹ∗(·), which satisfy the properties A(i),
A(ii) and A(iii) above. Now, we consider y∗(t) := P ∗spanC(x∗(t))−x∗(t)+P ∗spanC(ỹ∗(t)), where
P ∗ is the adjoint of the a projection PspanC onto spanC. Then

〈y∗i (t), u− y(t)〉 = 〈ỹ∗(t), u− y(t)〉 ≤ 0 ∀u ∈ dom If ∩ Li(spanC),

and so y∗i (t) ∈ Ndom If∩L(y(t)). Moreover, we have

ρX∗(z
∗(t)− x∗(t)− y∗(t)) = ρX∗(z

∗(t)− P ∗spanC(x∗(t))− P ∗spanC(ỹ∗(t)))

= σC(z∗(t)− P ∗spanC(x∗(t))− P ∗spanC(ỹ∗(t)))

= σC(z∗(t)− x∗(t)− ỹ∗(t)) ≤ 1/n,
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|〈y∗(t), y(t)− x0〉| =
∣∣〈P ∗spanC(x∗(t))− x∗(t) + P ∗spanC(ỹ∗(t)), y(t)− x0〉

∣∣
= |〈ỹ∗(t), y(t)− x0〉| ≤ 1/n,

and for all balanced bounded set A ⊂ X∫
T

σA(x∗(t) + y∗(t))dµ(t) =

∫
T

σA(P ∗spanC(x∗(t)) + P ∗spanC(ỹ∗(t)))dµ(t)

=

∫
T

σPA(x∗(t) + ỹ∗(t)− z∗(t))dµ(t) +

∫
T

σPA(z∗(t))dµ(t) < +∞.

The conclusion when X is reflexive and separable comes from the fact that we can take
sequences instead of nets used above (using [89, Theorem 2.3]) and countable family of finite-
dimensional subspaces (recall Remark 5.10).

It remains to verify the sufficiency implication. Take x∗ ∈ X∗, x ∈ X, nets of finite-
dimensional subspaces Li and nets of measurable functions (xi), (x∗i ) and (yi), (y∗i ) as as in
the statement of the theorem. Then for all u ∈ X we obtain

〈x∗, u− x〉 = lim

∫
〈x∗i + y∗i , u− x〉dµ

=

∫
T

(〈x∗i (t), u− xi(t)〉+ 〈x∗i (t), xi(t)− x〉+ 〈y∗i (t), yi(t)− x〉) dµ(t)

+

∫
T

(〈y∗i (t), u− yi(t)〉) dµ(t)

≤ lim

∫
T

{f(t, u)− f(t, xi(t))} dµ(t) + lim

∫
T

{〈x∗i , xi(t)− x〉} dµ(t)

+ lim

∫
T

{〈y∗i (t), yi(t)− x〉} dµ(t)

= If (u)− If (x);

taht is, x∗ ∈ ∂If (x).

For the next result we need the following lemma.

Lemma 5.39 Under the assumption of Proposition 5.32 suppose ft are epi-pointed for almost
every t and the integrable function satisfies x∗(t) ∈ int dom ft t-ae. Then

∂ If (x) =
⋂
δ>0

cl

 ⋃
`∈I(δ)

(w)−
∫
T

∂`(t) f(t, x) ∩ int(dom f ∗t )dµ(t).


Proof. Since the inclusion ⊇ is trivial we focus on the opposite one. According to Theorem
5.32 it suffices to show that for every ε > 0, ˆ̀∈ I(ε) and z∗ ∈ (w)−

∫
T

∂ˆ̀(t)f(t, x)dµ(t) we have
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that z∗ ∈ cl

{ ⋃
`∈I(2ε)

(w)−
∫
T

∂`(t)f(t, x) ∩ int(dom f ∗t )dµ(t)

}
. Since f ∗(·, z∗(·)) ∈ L1(T,R), we

have that z∗(t) ∈ dom f ∗t for ae t ∈ T, and so z∗λ(t) = (1 − λ)z∗(t) + λx∗0(t) ∈ int(dom f ∗t ) ∩
∂`λ(t)ft(x) where λ ∈ (0, 1) and `λ(t) := 〈z∗λ, x〉 − f(t, x) − f ∗(t, z∗λ(t)) ≥ 0. By the Fenchel
inequality and convexity of the f ∗t ’s we get

〈z∗λ(t), x〉 − f(t, x)− f ∗(t, z∗(t)) ≤ f ∗(t, z∗λ(t))− f ∗(t, z∗(t)) ≤ λ(f ∗(t, x∗0(t))− f ∗(t, z∗(t))),

and so, since f ∗(t, z∗λ)→ f ∗(t, z∗(t)) as λ ↓ 0, we have `λ(t)→ 〈z∗, x〉−f(t, x)−f ∗(t, z∗(t)) ≤
ˆ̀(t), by the Lebesgue dominated convergence theorem we get

lim
λ→0

∫
T

`λ(t)dµ(t) ≤
∫
T

ˆ̀(t)dµ(t) ≤ ε.

Remark 5.40 The hypothesis x∗(t) ∈ int dom ft t-ae always holds when X is metrizable.
Indeed, because X∗ is separable and int(dom ft) is nonempty we can construct a measurable
selection w∗(t) ∈ int(dom ft), moreover let B := {x ∈ X : d(0, x) ≤ 1} the unity ball in X,
then for every almost every t ∈ T |f ∗(t, x∗(t))| + |σB(x∗(t) − w∗(t))| < +∞, then defining
z∗(t) := x∗(t) + λ(t)(w∗(t)− x∗(t) with λ(t) :=

(
1 + |f ∗(t, w∗(t))|+ |σB(x∗(t)−w∗(t))|

)−1 we
get that

|α(t)|+ 1 ≥ −(1− λ(t))α(t) + λ(t)f ∗(t, w∗(t)) ≥ (1− λ(t))f ∗(t, x∗(t)) + λ(t)f ∗(t, w∗(t))

≥ f ∗(t, z∗(t))

Therefore f(t, x) ≥ 〈z∗(t), x〉 − (|α(t)|+ 1) for every t ∈ T and every x ∈ X.

Theorem 5.41 Assume that the linear growthINTEGRAL condition (5.27) holds with x∗0 ∈
L∞w∗(T,X

∗), and assume that either X is Banach, or the ft’s are epi-pointed and x∗(t) ∈
int dom ft ae. Then x∗ ∈ ∂If (x) if and only if there exist net of measurable functions (xi) ⊂
X, (x∗i ) ⊂ L∞w∗(T,X

∗) such that x∗i (t) ∈ ∂f(t, xi(t)) ae, and

(a) x∗ = w∗− lim
∫
T

x∗i (t)dµ(t).

(b) xi → x uniformly ae.

(c)
∫
T

|f(t, xi(t))− 〈x∗i (t), xi(t)− x0〉 − f(t, x0)|dµ(t)→ 0

If X is reflexive, then the above nets are replaced by sequences, and the w∗-convergence by
norm-convergence.

Proof. Let u∗0 ∈ ∂If (x0) for x0 ∈ X, n ≥ 0, ρX a continuous seminorm in X and ρX∗ a
w∗-continuous seminorm in X∗. We choose ε ∈ (0, 1/2n) such that ε supy∗∈B◦ρX (0,1) ρX∗(y

∗) ≤
1/(2n). Then, by Theorem 5.32 (or Lemma 5.39, when ft are epi-pointed), we can choose
z∗(t) ∈ L1

w+(T,X∗) such that ρX∗(x∗0 −
∫
z∗) ≤ 1/2n and z∗(t) ∈ ∂`(t) f(t, x0) t-ae (z∗(t) ∈

∂`(t) f(t, x0) ∩ int(dom ft) when f ∗t are epi-pointed) with
∫
`(t) ≤ ε2, then we define the

measurable function B : T → X ×X∗ by (x∗, x∗) ∈ B(t) if and only if
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(i) x∗ ∈ ∂ f(t, x)

(ii) ρX(x− x0) ≤ ε.

(iii) x∗ − z∗(t) ∈ `(t)
ε
B◦ρX (0, 1).

(iv) |f(t, x)− 〈x∗, x− x0〉 − f(t, x0)| ≤ 2`(t).

By Brønsted-Rockafellar’s theorem in the case of X Banach (see [8, Theorem 1]), or by
Theorem 3.8 in the case of epi-pointed functions the set B(t) is nonempty ae, moreover by
the measurability of the involved functions we can apply Theorem 1.21 and conclude that
there exists x∗(t) ∈ ∂ f(t, x(t)) (by 5.41 (i)) such that x∗(t) ∈ L1

w∗(T,X) (in L1(T,X) if
z∗ ∈ z∗L1(T,X)), ρX(x0 − x(·))∞ ≤ 1/n,

ρX∗(x
∗
0 −

∫
x∗) ≤ ρX∗(x

∗
0 −

∫
z∗) + ρX∗(x

∗
0 −

∫
z∗) (5.33)

≤ 1/2n+ sup
y∗∈B◦ρX (0,1)

ρX∗(y
∗)

∫
`(t)

ε
(5.34)

≤ 1/2n+ 1/2n = 1/n, (5.35)

and
∫
T

|f(t, xi(t)) − 〈x∗i (t), xi(t) − x0〉 − f(t, x0)|dµ(t) ≤ 1/n. To prove the sufficiency, let

x∗ ∈ X∗, x ∈ X, and nets xi(·), x∗i (·) that satisfies the conclusion of the Theorem, then for
every y ∈ X

〈x∗0, y − x0〉 = 〈x∗0 −
∫
x∗i , y − x0〉+

∫
〈x∗i (t), y − xi(t)〉+

∫
〈x∗i (t), xi(t)− x0〉

≤ 〈x∗0 −
∫
x∗i , y − x0〉+

∫
f(t, y)−

∫
f(t, xi(t)) +

∫
〈x∗i (t), xi(t)− x0〉

≤ 〈x∗0 −
∫
x∗i , y − x0〉+ If (y)− If (x)

+

∫
T

|f(t, xi(t))− 〈x∗i (t), xi(t)− x0〉 − f(t, x0)|dµ(t).

So taking the limits we conclude.

Remark 5.42 The sequential formulas for subdiferential for convex integrand functional
was first studied by Ioffe [64], in this paper the author present a characterization of the
subdiferential of an integrand functional for the case where the measurable net belongs to
xi(·) ∈ Lp(T,X) and x∗i (·) ∈ Lqw∗(T,X∗) with 1/p+ 1/q = 1 and p ∈ [1,+∞), also the author
left the open question of what happen when p = ∞. Later, Lopez-Thibault [80] using the
representation of the dual of L∞(T,X) (recall that L∞(T,X)∗ = L1

w∗(T,X
∗) ⊕ Lsing(T,X))

and the sequential formulas for the subdiferential of the composition [116, Theorem 1] (see
also [89,113,115]. Our Theorems 5.38 and 5.41 give another answer to the question presented
by Ioffe, where the convergence of the measurable selection xi converge uniformly almost
everywhere.
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Chapter 6

Sequential and exact formulae for the
subdifferential of nonconvex integral
functionals

In this Chapter (X, ‖ · ‖) will be a Banach space. Unless stated otherwise in the document,
in the remainder of this chapter we may assume f is an integrand function from T × X to
[0,+∞] and one of the following settings: X is separable, or (T,A) = (N,P(N)), here P(N)
denote the power set of N, that is, the set of all subset of N. Although the assumption
about the range of the values of the integrand appear less general, many of the results in
the literature can be obtained in our setting by modifying appropriately the integrand. We
will talk more in depth about these techniques in Theorems 6.11 and 6.12. it is important
to recall that under our framework the integral functional Ĩf : (Lp(T,X), ‖ · ‖p)→ R is lsc.

6.1 Sequential formulae for subdifferential calculus of non-
convex integrand functionals

6.1.1 Subdifferential of If by means of the chain rule

First, we start with the analysis of the subdifferential of If under the hypothesis that the
measure is non-atomic. To complete this task we establish some sequential approximation
rules for the Fréchet subdifferential using the well-known chain rule for this subdifferential
together with formulas for the Fréchet subdifferential of an integral functional defined on
Lp(T,X), which are available in the literature.

We have the following theorem. Recall that by a modulus α, we mean a nondecreasing
function such that α(0) = 0 and α(u)→ 0 as u→ 0.

Theorem 6.1 Let (T,A, µ) be a finite non-atomic measure space, let X be a separable
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Asplund space and let f : T × X → [0,+∞] be a normal integrand function. Consider
x∗ ∈ ∂ If (x̄). Then, for any w∗-continuous seminorm ρ and p ∈ (1,∞), there exist sequences
yn ∈ X, xn ∈ Lp(T,X), x∗n ∈ Lq(T,X∗) (with 1/p+ 1/q = 1) such that:

(a) For some numbers rn > 0, moduli αn : [0, rn] → R+, and families (ans )s∈(0,rn) of
L1(T,R+) and bns := αn(s) − ‖ans‖1 ≥ 0 (s ∈ (0, rn]) (n ≥ 1), we have that for ev-
ery s ∈ (0, rn] and (t, x) ∈ T ×X

f(t, xn(t) + sx)− f(t, xn(t))− 〈x∗(t), sx〉 ≥ −s(ans (t) + bns‖x‖p).

(b) ‖x̄−yn‖ → 0,
∫
T
‖x̄−xn(t)‖pdµ(t)→ 0,

(c) ‖x∗n(·)‖q‖xn(·)− yn‖p → 0,

(d) ρ(x∗ −
∫
T
x∗n(t)dµ(t))→ 0,

(e)
∫
T
|f(t, xn(t))− f(t, x̄)|dµ(t).

Proof. Consider εn → 0+, the space Y := Lp(T,X), the linear function A : X → Y given
by A(x) = x1T , and the functional Îf : Y → R. So, by [14, Theorem 3.5.2] there exist
xn ∈ B(x̄, εn), yn ∈ B(A(x̄), εn), y∗n ∈ ∂F Îf (yn(·)), ‖λ∗n − y∗n‖ < εn and z∗n = A∗ ◦ λ∗n such
that |Îf (yn)− Îf (A(x̄))| < εn, and

max(‖λ∗n‖, ‖y∗n‖, ‖z∗n‖)‖yn − F (xn)‖ < εn, ρ(x∗ − z∗n) < εn.

Thus, by [90, Theorem 22] there exist rn > 0, a modulus αn : [0, r] → R+ and a family
(ans )s∈(0,rn) of L1(T,R+) such that for every s ∈ (0, rn], (t, x) ∈ T ×X one has bs := α(s) −
‖as‖1 ≥ 0 and

f(t, x(t) + sx)− f(t, x(t))− 〈x∗(t), sx〉 ≥ −s(as(t) + bt‖x‖p).

Moreover, translating the estimate given by the chain rule in terms of measurable selections,
we get

1. ‖x̄−yn‖ → 0,
∫
T

‖x̄−xn(t)‖pdµ(t)→ 0.

2. ‖x∗n‖q‖xn(·)− yn‖p → 0.

3. ρ(x∗ −
∫
T
x∗n(t)dµ(t))→ 0.

4.
∫
T
f(t, xn(t))dµ(t)→

∫
T
f(t, x̄)dµ(t).

Finally, Lemma 6.5 implies
∫
T

|f(t, xn(t))− f(t, x0)|dµ(t)→ 0.

By the following example we show the impossibility of using the same technique to find
an approach of the subdifferential of the integral functional for p = 1.

Example 6.2 Let (T,A, µ) = (]0, 1],L, λ) be the Lebesgue measure on [0, 1], and consider

the normal integrand f(t, x) = e−x
2 . Then If (x) =

1∫
0

f(t, x)dλ(t) = e−x
2 for all x ∈ R.

By [90, Theorem 12] we have that ∂ Îf (w(·)) = ∅ for every w ∈ L1(T,R). In other words, if
we consider the operator If as the composition of Îf and the linear function A : R→ L1(T,R)
given by x→ x1T , then it is impossible to approximate the subdifferential of If in terms of
A∗(∂ Îf (w(·)).
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6.1.2 Robusted local minima

In order to guarantee a general framework (without the atmoless restriction on the measure
space) for the subdifferential of integral functions, we adopt here the notion of Robusted local
minima (see for example [14,65,91]) to the case of integral functions. This definition allows
us to understand better the approximate formulae for the subdifferential of such integrand
functions. In what follows, we work with an arbitrary complete σ-finite nonnegative measure
space (T,A, µ).

Definition 6.3 Consider a function f : T × X → R and p ∈ [1,+∞]. We define the
p-stabilized infimum of If on B ⊆ X by

∧p,BIf := sup
ε>0

inf{
∫
T

f(t, x(t)) | x(·) ∈ Lp(T,X), y ∈ B and
∫
T

‖x(t)− y‖pdµ(t) ≤ ε}.

The infimum of If is called p-robust if ∧p,BIf = infB If and both quantities are finite, in
which case a minimizer of If on B will be called a p-robust minimizer of If on B. A point x
will be called a p-robust minimum of If provided the existence of some δ > 0 such that x is
a p-robust minimizer on B(x, δ).

It is worth mentioning that one can easily prove (using Hölder’s inequality [7, Corol-
lary 2.11.5]) that when the measure is finite, a p-robust minimizer of If is also an r-robust
minimizer for every r ≥ p.

Example 6.4 (A p-robust minimum which is not an r-robust minimum for every r < p)
Consider (T,A, µ) = (]0, 1],L, λ), the Lebesgue measure on ]0, 1] and ` ∈ Lp(T,R)\Lr(T,R).
We use the integrand f(t, x) = −‖x‖p + δB(0,1)(x), so that for every r < p, ∧r,B(0,1)If = −∞.
But, if we take r ≥ p, then for every εn-minimizer (yn, xn) of ∧r,B(0,1)If , with εn → 0+,
we can take a convergent subsequence ynk → ȳ. Then

∫
T

‖xn(t) − ȳ‖rdµ(t) → 0, and so

∧r,B(0,1)If =
∫
T
−‖xn(t)‖pdµ(t)→

∫
T
−‖ȳ‖p ≥ infB(0,1) If .

The following Lemma shows that the graphical convergence of an integral function gives
convergence in L1(T,R) of the values of the function.

Lemma 6.5 Consider xn ∈ Lp(T,X) such that xn
Lp→ x and

lim

∫
T

f(t, xn(t))dµ(t) =

∫
T

f(t, x(t))dµ(t) ∈ R.

Then lim

∫
T

|f(t, xn(t))− f(t, x(t))|dµ(t) = 0.

Proof. Consider δ > 0. By the lower semicontinuty of Îf in Lp(T,X) there exists ε > 0 such
that −δ/4 + Îf (x) ≤ Îf (y(·)) for every y ∈ BLp(T,X)(x, ε). Since xn → x, there exists n1 ∈ N
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such that xn ∈ BLp(T,X)(x, ε) for every n ≥ n1. In particular, for every A ∈ A and every
n ≥ n1 the function y := xn1A + x1Ac ∈ BLp(T,X)(x, ε), and then

−δ/4 +

∫
A

f(t, x(t))dµ(t) ≤
∫
A

f(t, xn(t))dµ(t)

for every A ∈ A and every n ≥ n1. This yields

−δ/4 +

∫
A

f(t, x(t))dµ(t) ≤
∫
A

f(t, xn(t))dµ(t) =

∫
T

f(t, xn(t))dµ(t)−
∫
Ac

f(t, xn(t))dµ(t)

≤
∫
T

f(t, xn(t))dµ(t)−
∫
Ac

f(t, x(t)) + δ/4, ∀A ∈ A, ∀n ≥ n1.

From the fact that lim
∫
T
f(t, xn(t))dµ(t) =

∫
T
f(t, x(t))dµ(t) there must exist n2 ≥ n1 such

that
∫
T
f(t, xn(t))dµ(t) ≤

∫
T
f(t, x(t))dµ(t) + δ/4 for all n ≥ n2. Thus

−δ/4 +

∫
A

f(t, x(t))dµ(t) ≤
∫
A

f(t, xn(t))dµ(t) ≤
∫
T

f(t, xn(t))dµ(t)−
∫
Ac

f(t, x(t)) + δ/4

≤
∫
T

f(t, x(t))dµ(t) + δ/4−
∫
Ac

f(t, x(t)) + δ/4

=

∫
A

f(t, x(t))dµ(t) + δ/2, ∀A ∈ A, ∀n ≥ n2.

Then considering the measurable sets A+
n := { t ∈ T : f(t, xn(t)) − f(t, x(t)) > 0} and

A−n := { t ∈ T : f(t, xn(t))− f(t, x(t)) < 0}, we get∫
T

|f(t, xn(t))− f(t, x(t))|dµ(t) =

∫
A+
n

f(t, xn(t))− f(t, x(t))dµ(t)

+

∫
A−n

f(t, x(t))− f(t, xn(t))dµ(t)

≤ δ/2 + δ/4 < δ;

that is,
∫
T

|f(t, xn(t))− f(t, x(t))|dµ(t)→ 0.

The following Lemma is a simple application of classical rules concerning differentiation
of integral functionals. For the sake of completeness we give a proof.

Lemma 6.6 Let µ be a finite measure and let f : T×X → R be a normal integrand Lipschitz
on B(x0, δ) with some p-integrable constant, that is to say, there exists K ∈ Lp(T,R) such
that |f(t, x) − f(t, y)| ≤ K(t)|x − y|, for all x, y ∈ B(x0, δ) and all t ∈ T . Assume that
the functions ft are β-differentiable at x0 ae. Then If is β-differentiable at x0, ∇βf(t, x0)
belongs to Lpw∗(T,X∗) and ∇βIf (x0) = (G)−

∫
T
∇ft(x0)dµ(t). Moreover, if ft are β-smooth

on int(B(x0, δ)), then If is β-smooth on int(B(x0, δ)). Finally, if X is a Hilbert space, the
functions ft are C2 on int(B(x0, δ)) and the derivative ∇f : T × X → X∗ is Lipschitz on
B(x0, δ); hence, If is C2 on int(B(x0, δ)).
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Proof. First, the w∗-integrability of the function t→ ∇βft(x0) follows from the fact that for
every h ∈ X, 〈∇βft(x0), h〉 = lim

s→0+

f(t,x0+sh)−f(t,x0)
s

and ‖∇βft(x0)‖ ≤ K(t). Now take U ∈ β,
and any sequence sn → 0+. Since U is bounded we may assume that x0 + snh ∈ B(x0, δ)
for every n ∈ N and h ∈ U . So, when the space X is separable, the measurability of t →

sup
h∈U

∣∣∣∣ft(x0+snh)−ft(x0)
sn

−〈∇βft(x0), h〉
∣∣∣∣ follows from the Lipschitz continuity of the integrand and

the separability of U . We notice that this function is bounded from above by K; moreover,
it converges to zero (ae) as n → ∞. Then by Lebesgue’s dominated convergence theorem

we get lim
n→∞

suph∈U

∣∣∣∣ If (x0+snh)−If (x0)

sn
−
∫
T
〈∇βft(x0), h〉dµ(t)

∣∣∣∣ n→∞→ 0, which concludes the first

part. To prove the continuity of the derivative ∇βIf : int(B(x0, δ))→ (X∗, β∗) we fix U ∈ β,
x ∈ int(B(x0, δ)) and xn → x with xn ∈ B(x0, δ). By the boundedness of U the number
M := suph∈U ‖ h‖ is finite. Then we notice that for almost all t ∈ T , lim

n→∞
suph∈U |〈∇ft(x)−

∇ft(xn), h〉| = 0, and gn(t) := suph∈U |〈∇ft(x)−∇ft(xn), h〉| ≤ 2MK(t) ae. Then again by
Lebesgue’s dominated convergence theorem, we get suph∈U

∣∣〈∇βIf (x)−∇βIf (xn), h〉
∣∣ n→∞−→ 0.

In the final case when X is a Hilbert space, the fact that functions ft are C2 uses similar
arguments and so we omit the proof.

We recall that in every β-smooth space X there exists a Leduc function ψ, which is a
(globally) Lipschitz continuous function, β-smooth away from the origin, and satisfies the
existence of some constant a > 0 such that ‖x‖ ≤ ψ(x) ≤ a‖x‖ and ψ(tx) = tψ(x) for all
x ∈ X and t > 0 (for more details see [69] and the references therein).

Lemma 6.7 Let p ∈ [1,+∞) and x ∈ X be a p-robust minimizer of If on B ⊆ X. Then for
every εn-minimizer (xn(·), yn) (with εn → 0) of ϕn : Lp(T,X)×X → R,

ϕn(w, u) :=

∫
T

f(t, w(t))dµ(t) + n

∫
T

ψp(w(t)− u)dµ(t) + ψp(x0 − u) + IB(u),

where ψ is a Leduc function, we have:

(a) n(‖xn(·)− yn‖p)p, ‖xn(·)− x‖p, ‖yn − x‖ → 0, and

(b)
∫
T

|f(t, xn(t))− f(t, x)|dµ(t)→ 0.

In particular
sup
n∈N

inf
w∈Lp(T,X)

u∈X

ϕn(w, u) = If (x). (6.1)

Proof. First, for n ≥ 1 and δ > 0 define

νn := inf{ ϕn(w, u) | w ∈ Lp(T,X) and u ∈ X},

ξδ := inf{
∫
T

f(t, w(t)) |
∫
T

‖w(t)− u‖dµ(t) ≤ δ, w ∈ Lp(T,X) and u ∈ B}.
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Now we have, n(‖xn(·) − yn‖r)p ≤
∫
T

(f(t, xn(t)) + nψp(xn(t)− yn)) dµ(t) + ψp(yn − x) ≤
If (x) + εn. The last inequality implies

∫
T
‖xn(t) − yn‖pdµ(t) → 0. Then, setting δn :=∫

T
‖xn(t)− yn‖pdµ(t), we have

ξδn − εn ≤
∫
T

f(t, xn(t))dµ(t)− εn ≤ ϕrn(xn, yn)− εn ≤ νn ≤ If (x0).

Taking the limits we conclude that
∫
T

f(t, xn(t))dµ(t) →
∫
T

f(t, x0)dµ(t), and consequently

(a) and equation (6.1) follow. Finally, using Lemma 6.5 we obtain (b).

Lemma 6.8 Let z(·) be a measurable function with values on X, and let ε(·) and λ(·) be two
strictly positive measurable functions. Suppose that z(t) is an ε(t)-minimum of ft and one of
the following condition holds:

(i) ∂ = ∂β and X is a β-smooth space.

(ii) ∂ = ∂P and X is a Hilbert space.

Then there exist a constant L = L(X, β), a measurable function y(t) and a w∗-measurable
function y∗(t) such that y∗(t) ∈ ∂ f(t, y(t)), ‖y(t)−z(t)‖ ≤ λ(t), |f(t, y(t))−f(t, z(t))| ≤ δ(t)
and ‖y∗(t)‖ ≤ 2Lδ(t)/λ(t).

Proof. Consider a Leduc function ψ and take L > 0 such that ψ is L-Lipschitz and ‖x‖ ≤
ψ(x) ≤ L‖x‖, ‖x‖ ≤ ‖∇βψ

2(x)‖ ≤ L‖x‖/2 for all x ∈ X. Consider δi > 0 with δ0 = 1 such
that

∑∞
i=0 δi = 2. Then define δi(t) := δiε(t)/λ

2(t), the space S = X ×
∏∞

i=1X with the
product topology, and the function (t, y, (xi))→ ϕ(y, (xi)) =

∑∞
i=0 δi(t)ψ

2(y − xi).

Now define the multifunction (y, (xi)) ∈ M(t) if and only if ψ2(y − z(t)) ≤ λ2(t), ψ(xi −
y)2 ≤ λ2(t)/2i for all i = 1, 2, ..., f(t, y) + ϕ(x, (yi)) ≤ f(z(t)) and f(t, w) + ϕ(w, (xi)) ≥
f(t, y)+ϕ(y, (xi)) for all w ∈ X. It is not hard to prove that S is a Polish space (i.e. complete
and separable), ϕ is measurable (with respect to A ⊗ B(S)) and from the fact that every
function involved in the multifunctionM isA⊗B(S)-measurable, we have gphM ∈ A⊗B(S).
Moreover, by Borwein-Preiss Variational Principle (see e.g. [14, Theorem 2.5.2]) M(t) has
non-empty values. Then by the measurable selection theorem (see e.g. [22, Theorem III.22])
there exist measurable functions (y(t), xi(t)) ∈M(t) ae. The last implies ‖y(t)−z(t)‖ ≤ λ(t),
‖xi(t) − y(t)‖ ≤ λ(t)/

√
2

i
for all i = 1, 2, ..., |f(t, y(t)) − f(t, z(t))| ≤ ε(t) and f(t, w) +

ϕ(w, (xi(t))) ≥ f(t, y(t)) + ϕ(y(t), (xi(t))) for all w ∈ X ae.

Finally, it is easy to see that φ(t, y) :=
∑∞

i=0 δi(t)ψ
2(y − xi(t)) is β-smooth (C2 if X is

a Hilbert space) with respect to the second argument (see Lemma 6.6), ∇βφ(t, y(t)) is w∗-
measurable and ‖∇βφ(t, y(t))‖ ≤ Lε(t)/λ(t). Hence, f(t, ·) + φ(t, ·) attains a minimum at
y(t) and so, y∗(t) := −∇βφ(t, y(t)) ∈ ∂ f(t, y).

The following gives a sufficient condition for robusted local minima.

Proposition 6.9 Consider p, q ∈ [1,+∞] with 1/p + 1/q = 1, and B ⊇ X such that
dom If ∩B 6= ∅. Suppose one of the following conditions is satisfied:
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(a) For almost every t ∈ T , f(t, ·) is τ -lsc, B is τ -closed and there exists A ∈ A with
µ(A) > 0 such that for all t ∈ A, f(t, ·) is sequentially τ -inf-compact, with τ some
coarser topology than the norm topology (i.e. τ ⊆ τ‖·‖).

(b) For almost every t ∈ T , f is Lipschitz on X with some q-integrable constant.

Then
∧p,BIf = inf

B
If .

Proof. In the first case define νn := inf
w∈Lp(T,X)

u∈B

{
∫
T

f(t, w(t)) |
∫
T

‖w(t) − u‖p ≤ 1/n}, take

εn → 0+ and (xn, yn) ∈ Lp(T,X)×X such that

− εn +

∫
T

f(t, xn(t)) ≤ νn, (6.2)

and
∫
T

‖xn(t)−yn‖p ≤ 1/n. We can suppose that for every t1 ∈ T and t2 ∈ A, ‖xn(t1)−yn‖ →

0 and f(t2, ·) is sequentially τ -inf-compact. So, by Fatou’s lemma we have that for every
subsequence xnk of xn we have∫

T

lim inf f(t, xnk(t))dµ(t) ≤ lim inf

∫
T

f(t, xnk(t)) ≤ inf
B
If < +∞. (6.3)

Then in particular for some t0 ∈ A, lim inf f(t0, xn(t0)) < +∞, and there exist a subsequence
xnk(t0)

(t0) and a constant Mt0 such that f(t0, xnk(t0)
(t0)) ≤ Mt0 . By the inf-compactness

of f(t0, ·), there exists a subsequence zn of xnk(t0)
(t0) such that zn → w0 ∈ X. Because

‖xn(t0)−yn‖ → 0, we get the existence of a subsequence yφ(n) of yn such that yφ(n)
τ→ w0 ∈ B

(because B is τ -closed). Then from the fact that ‖xn(t)− yn‖ → 0, we get xφ(n)(t)
τ→ w for

all t ∈ T . Finally, taking into account (6.2) and using the lsc of the integrand in (6.3) we
obtain

inf
B
If ≤ If (w0) ≤

∫
T

lim inf f(t, xφ(n)(t))dµ(t) ≤ lim inf

∫
T

f(t, xφ(n)(t))dµ(t) ≤ ∧p,BIf ≤ inf
B
If .

In the second case, let K be the q-integrable Lipschitz constant and consider w ∈ Lp(T,X)
and y ∈ B. Then∫

T

f(t, w(t))dµ(t) ≥ −
∫
T

|f(t, w(t))− f(t, y)|dµ(t) +

∫
T

f(t, y)dµ(t)

≥ −
∫
T

K(t)‖w(t)− y‖dµ(t) + inf
B
If .

So, the result follows taking the appropriate limits.
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6.1.3 β-smooth and proximal subdifferentials

Theorem 6.10 Consider p ∈ (1,+∞). Assume that the measure µ is finite and x0 ∈ X is
a p-robust local minimizer of If . Then if ∂, X and p satisfy one of the following conditions:

(i) ∂ = ∂−β , X is a β-smooth space, (ii) ∂ = ∂P , X is a Hilbert space and p ≥ 2,

we have the existence of sequences yn ∈ X, xn ∈ Lp(T,X), x∗n ∈ Lqw∗(T,X∗) (with 1/p +
1/q = 1) such that:

(a) x∗n(t) ∈ ∂ f(t, xn(t)) ae,

(b) ‖x0−yn‖ → 0,
∫
T

‖x0−x(t)‖pdµ(t)→ 0,

(c) ‖x∗n(·)‖q‖xn(·)− yn‖p → 0,

(d) ‖
∫
T

x∗n(t)dµ(t)‖ → 0,

(e)
∫
T

|f(t, xn(t))− f(t, x0)|dµ(t)→ 0.

Proof. Consider the function `(x) = ψp(x), where in case (i) ψ is a Leduc function and in
case (ii) ψ is the norm. When X is a β-smooth space one can follow the construction given
in [69, Lemma 2.5] and derive the existence of a constant L such that; ‖x‖ ≤ ψ(x) ≤ L‖x‖
and ‖x‖p−1 ≤ ‖∇β`(x)‖ ≤ L‖x‖p−1 for all x ∈ X. Moreover, it is easy to see that ` is
β-smooth everywhere. When X is a Hilbert space it is well-known that ` is C2 on X and `
satisfies the same estimates.

Consider δ ∈ (0, 1) such that x0 is a p-robust minimizer of If on B := B(x0, δ), and fix a
family of δi > 0 such that δ0 = δ and

∑+∞
i=0 δi = 1. Now define ϕn : Lp(T,X)×X → R by

ϕn(x, y) =

∫
T

f(t, x(t))dµ(t) + n

∫
T

`(x(t)− y)dµ(t) + `(y − x0) + δB(y).

Then Lemma 6.7 says that

sup
n∈N

inf
w∈Lp(T,X)

u∈X

ϕn(w, u) = If (x0),

and so there exists εn → 0+ (with εn ∈ (0, δ2
0) for large enough n) such that (x0, x0) is

an εn-minimum of ϕn. Then we can apply the Borwein-Preiss variational principle (see,
e.g. [14, Theorem 2.5.3]) with the type-gauge function ρ : (Lp(T,X) × X)2 → R given by
ρ((w1, u1), (w2, u2)) :=

∫
T
`(w1(t)−w2(t))dµ(t)+`(u1−u2) and find points (xni , y

n
i )i∈N, (x

n
∞, y

n
∞) ∈

Lp(T,X)×X such that:

(BP.1)
∫
T

`(x0−xn∞(t))dµ(t) + `(x0− yn∞) ≤ εn
δ0

,
∫
T

`(xni (t)−xn∞(t))dµ(t) + `(yni − yn∞) ≤ εn
2iδ0

,

(BP.2) ϕn(xn∞, y
n
∞) + φn(xn∞, y

n
∞) ≤ ϕn(x0, x0), and

(BP.3) ϕn(w, u)+φn(w, u) > ϕn(xn∞, y
n
∞)+φn(xn∞, y

n
∞) for all (w, u) ∈ Lp(T,X)×X\{(xn∞, yn∞)},
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where

φn(w, u) =
∞∑

i=1

δi

∫
T

`(w(t)− xni (t))dµ(t)

+
∞∑

i=1

δi`(u− yni )

=

∫
T

(
∞∑

i=1

δi`(w(t)− xni (t))

)
dµ(t) +

∞∑
i=1

δi`(u− yni ).

On the one hand, by (BP.2)
∫
T
hn(t, xn∞(t))dµ(t) is finite, where hn(t, v) := f(t, v) + n`(v −

yn∞) +
∞∑

i=1

δi`(v − xni (t)) is a normal integrand functional, and by (BP.3) (taking u = yn∞)

∫
T

hn(t, xn∞(t))dµ(t) = inf
w∈Lp(T,X)

∫
T

hn(t, w(t))dµ(t)

(by Proposition 5.2) =

∫
T

inf
u∈X

hn(t, u)dµ(t).

Then, by definition in case (i), and by the sum rule for case (ii), we have

0 ∈ ∂ f(t, xn∞(t)) + nu∗n(t) + v∗n(t) ae, (6.4)

where u∗n(t) := ∇β`(x
n
∞(t) − yn∞) and v∗(t) :=

∞∑
i=1

δi∇β`(x
n
∞(t) − xni (t)). The measurability

and differentiability of these functions follow from Lemma 6.6 (notice that this infinite sum
can also be seen as an integral functional). The estimate of the gradient of the function `
gives us ‖u∗n(t)‖q ≤ Lq‖xn∞(t)−yn∞‖p and

∫
T

‖v∗n(t)‖qdµ(t)→ 0. On the other hand, by (BP.3)

(taking w = xn∞)

n

∫
T

`(xn∞(t)− yn∞)dµ(t) + `(yn∞ − x0) +
∞∑

i=1

δi`(y
n
∞ − yni )

= inf
u∈X

n∫
T

`(xn∞(t)− u)dµ(t) + `(u− x0) +
∞∑

i=1

δi`(y
n
∞ − yni )

 .

Hence, again Lemma 6.6 gives us the differentiability of these three functions and simple
calculus implies 0 = −n

∫
T
u∗n(t)dµ(t) + w∗n with ‖w∗n‖ → 0. Thus, there exists x∗n :=

−nu∗n(t) − v∗n(t) ∈ Lq(T,X∗) such that x∗n(t) ∈ ∂ f(t, xn∞(t)) (see equation (6.4)), and the
previous computations give us

(

∫
T

‖x∗n(t)‖q)1/q ≤ n(

∫
T

‖u∗n(t)‖q)1/q + (

∫
T

‖v∗n(t)‖q)1/q,

and ‖
∫
T
x∗n(t)dµ(t)‖ ≤ ‖

∫
T
v∗n(t)dµ(t)‖ + ‖w∗n‖ → 0. By (BP.2) we have that (xn∞, y

n
∞) is

an εn-minimizer of ϕn, and so by Lemma 6.7 we conclude that n(‖xn∞(t) − yn∞‖p)p → 0,
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∫
T
|f(t, xn∞(t))− f(t, x0)|dµ(t). Finally,

‖x∗n(·)‖q · ‖xn(·)− yn‖p ≤
(
n(

∫
T

‖u∗n(t)‖qdµ(t))1/q + (

∫
T

‖v∗n(t)‖qdµ(t))1/q

)
‖xn(·)− yn‖p

≤ nL(‖xn(·)− yn‖p)p/q(‖xn(·)− yn‖p) + ‖v∗n(·)‖q · ‖xn(·)− yn‖p
=nL(‖xn(·)− yn‖p)p + ‖v∗n(·)‖q · ‖xn(·)− yn‖p → 0.

Now we establish the two main results of this section. In order to show how to adopt
some of the settings available in the literature to our framework, we consider in the following
theorems two normal integrands f, g from T × X to R satisfying the following properties
relying on the smoothness of X:

P1 For all t ∈ T and all x ∈ X, f(t, x) ≥ g(t, x).

P2 If X is a β-smooth space, the functions gt are assumed to be β-smooth on X for all
t ∈ T , or if X is a Hilbert space, the functions gt are assumed to be C2 on X for all
t ∈ T .

P3 If X is a β-smooth space, the integrand Ig is β-smooth on X, or if X is a Hilbert space
the integrand Ig is C2 on X.

Some new results about the study of the subdifferential of a convex integral function (i.e.
when f(t, ·) is convex ae) used the function g(t, x) = 〈a∗(t), x〉 + α(t) with a∗ ∈ Lpw∗(T,X∗)
and α ∈ L1(T,R) (see [29,64,80]).

Theorem 6.11 Let f, g be two normal integrands satisfying P1, P2 and P3. Consider x∗ ∈
∂ If (x) and p, q ∈ (1,+∞) with 1/p + 1/q = 1. If µ is finite, supx∈X ‖∇βg(·, x)‖ ∈ Lq(T,R)
and ∂, X, p satisfy one of the following conditions:

(i) ∂ = ∂−β , X is a β-smooth space, (ii) ∂ = ∂P , X is a Hilbert space and p ≥ 2,

then for every w∗-continuous seminorm ρ in X∗, there exist sequences yn ∈ X, xn ∈
Lp(T,X), x∗n ∈ Lqw∗(T,X∗) such that:

(a) x∗n(t) ∈ ∂ f(t, xn(t)) ae.

(b) ‖x−yn‖ → 0,
∫
T

‖x−xn(t)‖pdµ(t)→ 0,

(c) ‖x∗n(·)‖q‖xn(·)− yn‖p → 0,

(d)
∫
T

〈x∗n(t), xn(t)− x〉dµ(t)→ 0,

(e) ρ
(∫

T

x∗n(t)dµ(t)− x∗
)
→ 0,

(f)
∫
T

|f(t, xn(t))− f(t, x)|dµ(t)→ 0.

Moreover, if one of the conditions of Proposition 6.9 holds, then (e) can be changed to

‖
∫
T

x∗n(t)dµ(t)− x∗‖ → 0.
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Proof. First, assume that g = 0. Then consider ε > 0 and {ei}i=1,...,k a finite family of
points such that ρ(·) = max{〈·, ei〉 : i = 1, .., k}, and denote by L := span{x, ei}i=1,...,k and
K = L ∩ B(x, 1) (if one of the conditions of Proposition 6.9 holds we must proceed taking
simply K = X). Then there are a ball B(x, η) and a Lipschitz, β-smooth function (a C2

function if (ii) holds) φ : B(x, η) → R such that ∇βφ(x) = x∗ and If − φ attains a local
minimum at x.

Now we consider the measure space (T̃ , Ã, µ̃), where T̃ = T∪{ω1, ω2}, Ã = σ(A, {ω1}, {ω2})
and µ̃(A) = µ(A\{ω1, ω2})+1A(ω1)+1A(ω2), together with the integrand functional f̃(t, x) =
f(t, x) + 1{ω1}(t)φ(x) + 1{ω2}(t)δK(x). Then condition (a) of Proposition 6.9 holds, and so x
is a p-robust minimizer of If̃ on B(x, η). By Proposition 6.10 there exist sequences ỹn ∈ X,
x̃ ∈ Lp(T̃ , X), x̃∗n ∈ Lqw∗(T̃ , X∗) (with 1/p+ 1/q = 1) such that:

1. x̃∗n(t) ∈ ∂ f̃(t, x̃n(t)) ae,

2. ‖x− ỹn‖ → 0,
∫
T

‖x−x̃n(t)‖pdµ̃(t)→ 0,

3. ‖x̃∗n(·)‖q‖x̃n(·)− ỹn‖p → 0,

4. ‖
∫
T

x̃∗n(t)dµ̃(t)‖ → 0,

5.
∫
T

|f(t, x̃n(t))− f(t, x)|dµ̃(t)→ 0.

In particular,
∫
T̃
x̃∗n(t)dµ̃(t) is bounded, and so 〈

∫
T̃
x̃∗n(t)dµ̃(t), ỹn − x〉 → 0; hence,∣∣∣∣ ∫

T̃

〈x̃∗n(t), x̃n(t)− x〉dµ̃(t)

∣∣∣∣ ≤ ∣∣∣∣ ∫
T̃

〈x̃∗n(t), ỹn − x〉dµ̃(t)

∣∣∣∣+

∫
T̃

‖x̃∗n(t)‖‖x̃n(t)− ỹn‖dµ̃(t)→ 0.

Next, define xn(t) := x̃n(t), x∗n(t) := x̃∗n(t) with t ∈ T and yn = ỹn. So, xn ∈ Lp(T,X), x∗n ∈
Lqw∗(T,X∗), x∗n(t) ∈ ∂ f(t, xn(t)) ae, ‖x− yn‖ → 0,

∫
T
‖x−x(t)‖pdµ(t)→ 0, ‖x∗n(·)‖q‖xn(·)−

yn‖p → 0 and
∫
T
|f(t, xn(t))− f(t, x)|dµ(t)→ 0.

Now x̃∗n(ω1) = −∇βφ(xn(ω1))
w∗→ −∇βφ(x) = −x∗. By the convexity of K we have that

for large enough n, x̃∗n(ω2) ∈ NK(x̃n(ω2)) = L⊥. Therefore,

ρ

∫
T

x∗n(t)dµ(t)− x∗
 ≤ ρ

∫
T

x∗n(t)dµ(t) + x̃∗n(ω1) + x̃∗n(ω2)


+ ρ(−x̃∗n(ω1)− x∗) + ρ(x̃∗n(ω2))

≤ ‖
∫
T

x̃∗n(t)dµ̃(t)‖+ ρ(−x̃∗n(ω1)− x∗) + ρ(x̃∗n(ω2))→ 0.

On the one hand, since x̃∗n(ω1) is bounded and xn(ω1)→ x, we have 〈x̃∗n(ω1), xn(ω1)−x〉 → 0.
On the other hand, since for large enough n, 〈x̃∗n(ω2), xn(ω2)− x〉 = 0, we get∣∣∣∣ ∫

T

〈x∗n(t), xn(t)− x〉dµ(t)

∣∣∣∣ ≤∣∣∣∣ ∫
T̃

〈x̃∗n(t), x̃n(t)− x〉dµ̃(t)

∣∣∣∣+

∣∣∣∣〈x̃∗n(ω1), xn(ω1)− x〉
∣∣∣∣

+

∣∣∣∣〈x̃∗n(ω2), xn(ω2)− x〉
∣∣∣∣→ 0.
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At this step, if g is different than zero, we know by Lemma 6.6 that the gradient of Ig is given
by
∫
T
∇βgt(x)dµ(t). Then we must apply the result to the integrand function h := f−g, with

the gradient y∗ := x∗ −
∫
T
∇βgt(x)dµ(t) ∈ ∂ Ih(x), and then by making some computations

we easily get the result.

The next Theorem corresponds to the uniform convergence of the measurable functions
xn given in the previous theorem, which can be seen as the corresponding result when case
p = +∞.

Theorem 6.12 Let f, g be two normal integrands satisfying P1, P2 and P3. Consider x∗ ∈
∂ If (x). We assume that supx∈X ‖∇βg(·, x)‖ ∈ L1(T,R) and ∂, X satisfy one of the following
conditions:

(i) ∂ = ∂−β , X is a β-smooth space, (ii) ∂ = ∂P , X is a Hilbert space.

Then for every w∗-continuous seminorm ρ in X∗, there exist sequences xn ∈ L∞(T,X),
x∗n ∈ L1

w∗(T,X
∗) such that

(a) x∗n(t) ∈ ∂ f(t, xn(t)) ae.

(b) ‖x− yn‖ → 0,‖x− xn(·)‖∞ → 0.

(c)
∫
T

‖x∗n(t)‖‖xn(t)− yn‖dµ(t)→ 0.

(d)
∫
T

〈x∗n(t), xn(t)− x〉dµ(t)→ 0.

(e) ρ
( ∫

T

x∗n(t)dµ(t)− x∗
)
→ 0.

(f)
∫
T

|f(t, xn(t))− f(t, x)|dµ(t)→ 0.

Moreover, if one of the conditions of Proposition 6.9 holds, then (e) can be changed by

‖
∫
T

x∗n(t)dµ(t)− x∗‖ → 0.

Proof. Consider ρ and x∗ ∈ ∂ If (x) as in the statement. First we assume that µ is finite and
g = 0, and so we have that f(t, x) ≥ 0 for all t ∈ T and all x ∈ X. Let ε ∈ (0, 1) and define
f̃(t, x′) := f(t, x′) + δB(x,ε)(x

′). It follows that x∗ ∈ ∂ If̃ (x). Then by Theorem 6.11 there
exist measurable functions x̃n ∈ L2(T,X), x̃∗n(t) ∈ L2

w∗(T,X
∗) such that:

1. x̃∗n(t) ∈ ∂ f̃(t, x̃n(t)) ae,

2. ‖x− ỹn‖ → 0,
∫
T

‖x− x̃n(t)‖2dµ(t)→ 0,

3. ‖x̃∗n(·)‖2‖x̃n(·)− ỹn‖2,

4. ρ(

∫
T

x̃∗n(t)dµ(t)− x∗)→ 0,

5.
∫
T

|f(t, x̃n(t))− f(t, x)|dµ(t)→ 0.

It is easy to see that if ‖x̃n(t) − x‖ < ε, then x̃∗n(t) ∈ ∂ f(t, x̃n(t)). Let L = L(X, β)
be as in Lemma 6.8, and define the measurable set An := { t ∈ T : ‖ x̃n(t) − x‖ = ε}.
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The convergence in L2(T,X) implies that µ(An) → 0. Now take n ∈ N such that ‖x −
ỹn‖ ≤ ε/2, ρ(

∫
T

x̃∗n(t)dµ(t)− x∗) ≤ ε/3,
∫
T
‖x̃∗n(t)‖‖ ỹn− x̃n(t)‖dµ(t) ≤ ε2/6,

∫
T
|f(t, x̃n(t))−

f(t, x)|dµ̃(t) ≤ ε/2,
∫
T

〈x∗n(t), xn(t) − x〉dµ(t) ≤ ε/3 and
∫
An
f(t, x)dµ(t) ≤ ε2/6(L + 1). It

follows that

ε2

6
≥
∫
T

‖x̃∗n(t)‖‖ ỹn − x̃n(t)‖dµ(t) ≥
∫
An

‖x̃∗n(t)‖‖ ỹn − x̃n(t)‖dµ(t)

≥
∫
An

‖x̃∗n(t)‖
{
‖ x− x̃n(t)‖ − ‖ x− ỹn‖

}
dµ(t) ≥

∫
An

‖x̃∗n(t)‖
{
ε− ε

2

}
dµ(t) ≥ ε

2

∫
An

‖x̃∗n(t)‖dµ(t).

Therefore,
∫
An
‖x̃∗n(t)‖dµ(t) ≤ ε

3
. Now define ε(t) := f(t, x). By the nonnegativity of the

integrand, we have that x is a ε(t)-minimum of f(t, ·) for almost all t ∈ An. Then by Lemma
6.8 there exist measurable functions (y(t), y∗(t)) ∈ X ×X∗ such that for almost all t ∈ An,
y∗(t) ∈ ∂ f(t, y(t)), ‖y(t)− x‖ ≤ ε/2, |f(t, y(t))− f(t, x)| ≤ ε(t) and ‖ y∗(t)‖ ≤ 2Lε(t)/ε.

Then we define x(t) := x̃n(t)1Acn(t) + y(t)1An and x∗(t) := x̃∗n(t)1Acn(t) + y∗(t)1An . Hence,
x∗(t) ∈ ∂ f(t, x(t)) ae, ‖x− x(·)‖∞ ≤ ε,∫

T

‖y∗(t)‖dµ(t) =

∫
Acn

‖x̃∗n(t)‖dµ(t) +

∫
An

‖y∗(t)‖dµ(t)

≤ µ(T )1/2‖x̃∗n(·)‖2 + ε/2,

∫
T

|f(t, x(t))− f(t, x)|dµ(t)

=

∫
Acn

|f(t, x̃n(t))− f(t, x)|dµ(t) +

∫
An

|f(t, y(t))− f(t, x)|dµ(t) ≤ ε.

Furthermore, ρ(
∫
T
x∗(t)dµ(t)−x∗) ≤ ρ(

∫
T
x̃∗n(t)dµ(t)−x∗)+

∫
An
‖x̃∗n(t)‖dµ(t))+

∫
An
‖y∗(t)‖dµ(t) ≤

ε, so that∫
T

‖x∗(t)‖‖ỹn − x(t)‖dµ(t) =

∫
Acn

‖x̃∗(t) ‖ ‖ỹn − x̃n(t)‖dµ(t) +

∫
An

‖y∗(t) ‖
(
‖ỹn − x‖+ ‖y(t)− x‖

)
dµ(t)

≤ ε2/6 + ε2/6 + ε2/6 ≤ ε.

Finally,∣∣ ∫
T

〈x∗(t), x(t)− x〉dµ(t)
∣∣ ≤∣∣ ∫

Acn

〈x̃∗n(t), x̃n(t)− x〉dµ(t) +

∫
An

〈y∗(t), y(t)− x〉dµ(t)
∣∣

≤
∣∣ ∫

T

〈x̃∗n(t), x̃n(t)− x〉dµ(t)
∣∣+

∫
An

‖x̃∗n(t)‖ · ‖x̃n(t)− x‖dµ(t)

+

∫
An

‖y∗(t)‖ · ‖y(t)− x‖dµ(t) ≤ ε.

Now if µ is σ-finite, consider ν(·) =
∫
· k(t)dµ(t), where k > 0 is integrable and consider the

integrand f̃(t, x) = f(t, x)/k(t). So, Iν
f̃

= Iµf , and then by applying the previous Theorem
we easily get the result. The general case, when g is not zero, follows the same arguments
given in the proof of Theorem 6.11.
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Remark 6.13 The reader can easily notice that one can modify the measurable selection
{xn, x∗n} in Theorem 6.11 for the case X is a Hilbert space, using a similar technique as in
the Theorem above. Indeed it is enough to repeat the proof of the Theorem above and use
Lemma 6.8 to derive the existence of measurable functions (y(t), y∗(t)) ∈ X ×X∗ such that
for almost all t ∈ An, y∗(t) ∈ ∂ f(t, y(t)), ‖y(t)−x‖ ≤ ε(t)1/p, |f(t, y(t))− f(t, x)| ≤ ε(t) and
‖ y∗(t)‖ ≤ Lε1−1/p(t). This gives us a function x(t) := x̃n(t)1Acn(t) + y(t)1An satisfying the
conclusion of Theorem 6.12 with an arbitrary p ∈ (1, 2).

In the next result we apply techniques of separable reduction for the case of Fréchet
subdifferential of infinite series. For this propose we introduce the concept of a rich family.
The symbol S(X×X∗) denotes the family of set U×Y where U and Y are (norm-) separable
closed linear subspaces of X and X∗. A set R ⊆ S(X × X∗) is called a rich family if for
every U × Y ∈ S(X × X∗), there exists V × Z ∈ R such that U ⊆ V , Y ⊆ Z and⋃
n∈N Un ×

⋃
n∈N Yn ∈ R whenever the sequence (Un × Yn)n∈N ⊆ R satisfy Un ⊆ Un+1 and

Yn ⊆ Yn+1 (for more details see [36, 37, 47] and the reference therein). In [36, Theorem 3.1]
the authors showed that there exist a rich family in (rather non-separable) Asplund space.

Proposition 6.14 Let (X, ‖ · ‖) be an Asplund space and let f : X → R ∪ {+∞} be any
proper function. Then there exists a rich family R ⊆ S(X×X∗) such that Y1 ⊆ Y2 whenever
V1 × Y1, V2 × Y2 ∈ R and V1 ⊆ V2, with further properties that for every V × Y ∈ R, the
assignment Y 3 x∗ → x∗|V ∈ V

∗ is a surjective isometry from Y to V ∗, and for every v ∈ V
we have that

(∂F f(v) ∩ Y )|V = (∂F f(v))|V = ∂F f|V (v); (6.5)

that is, in more detail, if v∗ ∈ ∂F f|V (v), there exists a unique x∗ ∈ ∂F f(v) ∩ Y such that
x∗|V = v∗ and ‖x∗‖ = ‖v∗‖.

Besides, it has been proved that intersection of countably many rich families of a given
space is (not only non-empty but even) rich (see [10, Proposition 1.1] or [47, Proposition 1.2]).
Then for the case (T,A) = (N,P(N)) there must exists a rich family R for the integrand
function (fn), satisfying the properties of Proposition 6.14 and with (6.5) uniformly for every
n ∈ N, as well as for the integral functional If . Using this family, we can extend all the
previous statements to arbitrary Asplund spaces in the case when (T,A) = (N,P(N)).

Corollary 6.15 The statement of Theorem 6.11 and 6.12 hold if we assume that X is an
Asplund space and (T,A) = (N,P(N)).

Proof. Assume that the assumptions on f, g in Theorem 6.11 hold in an Asplund space
X (respectively the assumptions in Theorem 6.12). Let x∗ ∈ ∂F If (x) and ρ be a w∗-
continuous seminorm on X∗; for instance, ρ = maxi=1,...,p〈·, ei〉 with some ei ∈ X. Then
consider V ×Y ∈ R such that x, ei ∈ V , i = 1, ..., p and x∗ ∈ Y . Then x∗|V =: y∗ ∈ ∂(If )|V (x).
Because the space V is separable and V has separable dual V ∗ (because X is and Asplund
space), V has a Fréchet smooth renorm. Then ∂−F = ∂F and consequently, applying Theorem
6.11, there exist sequences yn ∈ U , xn ∈ Lp(T, V ), z∗n ∈ Lqw∗(T, V ∗) such that:
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(a) z∗n(t) ∈ ∂F f|V (t, xn(t)) ae.

(b) ‖x−yn‖ → 0,
∫
T

‖x−xn(t)‖pdµ(t)→ 0,

(c) ‖z∗n(·)‖q‖xn(·) − yn‖p → 0,

(
∫
T

‖x∗n(t)‖‖xn(t)−yn‖dµ(t)→ 0 resp.)

(d)
∫
T

〈z∗n(t), xn(t)− x〉dµ(t)→ 0,

(e) ρ
(∫

T

z∗n(t)dµ(t)− x∗
)
→ 0,

(f)
∫
T

|f(t, xn(t))− f(t, x)|dµ(t)→ 0.

Then define x∗n(t) as the unique element in ∂ f(t, xn(t)) ∩ Y such that ‖x∗n(t)‖ = ‖z∗n(t)‖
and (x∗n(t))|V = z∗n(t). Now ‖y∗n(·)‖q = ‖x∗n(·)‖q, which implies ‖x∗n(·)‖q‖xn(·) − yn‖p → 0

(respectively
∫
T

‖x∗n(t)‖‖xn(t) − yn‖dµ(t) → 0) and x∗n ∈ Lq(T,X∗). From the fact that

xn(t), yn, ei, x ∈ V and (x∗n(t))|V = z∗n(t) we conclude that
∫
T
〈x∗n(t), xn(t) − x〉dµ(t) → 0

and ρ
(∫

T
x∗n(t)dµ(t)− x∗

)
→ 0. Then, the sequences yn, xn(·) and x∗n(·) satisfy the required

properties.

Finally, if one of the conditions of Proposition 6.9 holds we notice that for each n∫
T
x∗n(t)dµ(t) =

∑
k∈N x

∗
n(k)dµ(k) ∈ Y ∗ (because Y ∗ is linear closed space). Then the norm

of
∫
T
x∗n(t)dµ(t) must be equal to (

∫
T
x∗n(t)dµ(t))|V =

∫
T
y∗n(t)dµ(t) and it goes to zero if one

of the conditions of Proposition 6.9 holds.

The final result corresponds to an extension of [80, Corollary 1.2.1] to the case p = +∞.

Corollary 6.16 In the setting of Theorem 6.12 assume that f is a convex normal integrand
(i.e. ft is convex for all t ∈ T ). Then one has x∗ ∈ ∂ f(x) if and only if there are nets
xν ∈ L∞(T,X) and x∗ν ∈ L1(T,X∗) such that x∗ν(t) ∈ ∂ f(t, xν(t)) ae, ‖x − xν(·)‖∞ → 0,∫
T
x∗ν(t)dµ(t)

w∗→ x∗,
∫
T
〈x∗ν(t), xν(t) − x〉dµ(t) → 0 and

∫
T
|f(t, xν(t)) − f(t, x)|dµ(t) → 0.

If the space X is reflexive we can take sequences instead of nets and the w∗-convergence of∫
T
x∗ν(t)dµ(t) is in norm topology.

Proof. When X is reflexive, without loss of generality, we can assume that criterion (a)
of Proposition 6.9 is satisfied; otherwise, we take f̃t := ft + IB(x,1). So the construction of
the sequence follows similar and classical arguments which we are going to give in the next
paragraphs. First assume x∗ ∈ ∂ If (x). Then take N0 the neighborhood system of zero for
the w∗-topology and consider the ordered set A := N × N0 as (n1, U1) ≤ (n2, U2) if and
only if n1 ≤ n2 and U2 ⊆ U1. Then by Theorem 6.12 for every ν = (n, U) there must be
xν ∈ L∞(T,X) and x∗ν ∈ L1

w∗(T,X
∗) such that

1. x∗ν(t) ∈ ∂ f(t, xν(t)) ae,

2. ‖x− xν(·)‖∞ ≤ 1/n,

3.
∫
T

〈x∗ν(t), xν(t)− x〉dµ(t)→ 1/n,

4.
∫
x∗ν(t)dµ(t)− x∗ ∈ U ,

5.
∫
T
|f(t, xν(t))− f(t, x)|dµ(t)→ 0.

Hence the net (xν , x
∗
ν) satisfies the required properties. Conversely, assume that the net
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(xν , x
∗
ν) satisfies the above properties. Then for all y ∈ X

〈x∗, y − x〉 ≤〈x∗ −
∫
T

x∗ν(t)dµ(t), y − x〉+

∫
T

〈x∗ν(t), y − xν(t)〉dµ(t)

+

∫
T

〈x∗ν(t), xν(t)− x〉dµ(t)

≤〈x∗ −
∫
T

x∗ν(t)dµ(t), y − x〉+ If (y)−
∫
T

f(t, xν(t))

+

∫
T

〈x∗ν(t), xν(t)− x〉dµ(t).

So, taking the limits we conclude 〈x∗, y − x〉 ≤ If (y) − If (x), and from the arbitrarily of y
we get the result.

Remark 6.17 It important to notice that all the result above does not required any smooth-
ness if we assume that f is a convex normal integral and (T,A) = (N,P(N)). Moreover, in
this case one can simplify the proof of Lemma 6.8 and Theorem 6.10 applying Ekeland’s vari-
ational principle (see, e.g., [45, Theorem 1]) instead of Borwein-Preiss variational principle.
Also one can show the result using [47, Theorem 4.1], where the authors claim that for any
proper function g : X → R there exists a rich family R with the property that for every
U ∈ R and x̄ ∈ U one has x∗ ∈ ∂F g(x̄) and ‖x∗‖ ≤ c whenever there exists y∗ ∈ ∂(f|Y )(x̄)
and ‖y∗‖ ≤ c. Then, the proof follow similar arguments than Corollary 6.15. However, we
refused the uses of this family in Corollary 6.15, because it does not give us an comparison
between the norm of

∫
T
z∗n(t)dµ(t) and

∫
T
x∗n(t)dµ(t), which is necessary to prove the con-

vergence in norm topology of
∫
T
x∗n(t)dµ(t) when one of the conditions of Proposition 6.9

holds.

Remark 6.18 It is worth comparing the results given in [80, Theorem 1.4.2] with Corollary
6.16, where we have proved similar results to the convex case. The advantage of our approach
is that we do not need to use singular elements in the dual of L∞(T,X) to characterize the
subdifferential of If .

6.2 Limiting/Mordukhovich, G- and Clarke-Rockafellar
subdifferentials

The aim of this section is to establish an upper-estimation for the Mordukhovich, G- and
Clarke-Rockafellar subdifferentials at a point x ∈ dom If , in terms of the corresponding
subdifferential of the data function ft at the same point. For simplicity, we will focus on
the case when X is a separable Banach space. For this reason, in the sequel we adopt the
following notation: If X is an F -smooth space (i.e. when (X∗, ‖·‖) is also separable) ∂ = ∂−F ,
∂L = ∂M , ∂∞L = ∂∞M , otherwise ∂ = ∂−H , ∂L = ∂̃

∞
G , ∂∞L = ∂̃

∞
G .

Lemma 6.19 Consider x∗ ∈ ∂L If (x), y∗ ∈ ∂∞L If (x0), a finite family of linearly independent
points {ei}pi=1, W := span{ei} and ρ(·) := max{|〈·, ei〉|}. Then there exist sequences xn, yn ∈
L∞(T,X), x∗n, y∗n ∈ L1

w∗(T,X
∗) and λn → 0+ such that:
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(a) x∗n(t) ∈ ∂ f(t, xn(t)) ae,

(b) ‖x− xn(·)‖∞ → 0,

(c) ρ(

∫
T

x∗n(t)dµ(t)− x∗)→ 0,

(d) lim
∫
T

|f(t, xn(t))− f(t, x)|dµ(t)→ 0,

(a∞) y∗n(t) ∈ ∂ f(t, yn(t)) ae,

(b∞) ‖x− yn(·)‖∞ → 0,

(c∞) ρ(λn ·
∫
T

y∗n(t)dµ(t)− y∗)→ 0,

(d∞) lim
∫
T

|f(t, yn(t))− f(t, x)|dµ(t)→ 0,

(e∞) y∗ ∈ (B(yn, y
∗
n) ∩W )−,

where

B(yn, y
∗
n) := { ξ ∈ X : lim inf

∫
T

〈y∗n, ξ〉+dµ < +∞}.

Moreover, if there exists a bounded sequence x∗n (in L1
w∗(T,X

∗)) (or λny∗n respectively) satis-
fying the above properties, then

x∗ ∈
∫
T

∂L f(t, x)dµ(t) + C((xn, x
∗
n))− + F⊥,

(respectively) y∗ ∈
∫
T

∂∞L f(t, x)dµ(t) + C((yn, λny
∗
n))− + F⊥,

where C(xn, x
∗
n) := { ξ ∈ X : (〈x∗n(·), ξ〉+)n∈N is uniformly integrable}.

Proof. By definition of ∂L If (x) and ∂∞L If (x) there exist sequences z∗n ∈ ∂ If (zn), s∗n ∈
∂ If (sn) and λn → 0+ such that zn, sn

If→ x, z∗n
w∗→ x∗ and λn ·s∗n

w∗→ y∗. By Theorem 6.12 (and
using a diagonal argument) there exist sequences xn, yn ∈ L∞(T,X), x∗n, y∗n ∈ L1

w∗(T,X
∗)

such that

(i) x∗n(t) ∈ ∂ f(t, xn(t)) ae,

(ii) ‖x− xn(·)‖∞ → 0,

(iii) ρ(
∫
T
x∗n(t)dµ(t)− x∗)→ 0,

(iv)
∫
T
f(t, xn(t))dµ(t)→

∫
T
f(t, x)dµ(t),

(i∞) y∗n(t) ∈ ∂ f(t, yn(t)) ae,

(ii∞) ‖x− yn(·)‖∞ → 0,

(iii∞) ρ(λn ·
∫
T
y∗n(t)dµ(t)− x∗)→ 0,

(iv∞)
∫
T
f(t, yn(t))dµ(t)→

∫
T
f(t, x)dµ(t).

So, by Lemma 6.5 we conclude that lim
∫
T
|f(t, xn(t))−f(t, x)|dµ(t) = 0 and lim

∫
T
|f(t, yn(t))−

f(t, x)|dµ(t) = 0. Moreover if we take ξ ∈ B(yn, y
∗
n)∩W , then 〈y∗, ξ〉 = limλn

∫
〈y∗n, ξ〉dµ(t) ≤

lim inf λn
∫
〈y∗n, ξ〉+ = 0; this proves the first part. To prove the second part, consider a contin-

uous projection PW : X → W , and assume that sup
n

∫
T

‖x∗n(t)‖dµ(t) <∞. So, by [4, Corollary

120



4.1] we have that

Lsw
∗{
∫
T

x∗n(t)dµ(t)} ⊆
∫
T

Lsw
∗{x∗n(t)}dµ(t) + C(xn, x

∗
n)− + F⊥,

where Lsw
∗{x∗n(t)} represents the sequential upper limit of the sequence (x∗n(t)). Moreover,

if sup
n

∫
T

‖x∗n(t)‖dµ(t) is finite, then (under subsequence) w∗n :=
∫
T
x∗n(t)dµ(t) → w∗0. But

w∗n = P ∗W (w∗n) + w∗n − P ∗W (w∗n) and by (iii) we get that P ∗W (w∗n) → P ∗W (x∗). Therefore,
w∗0 − P ∗W (x∗) ∈ W⊥, and then we conclude that x∗ = w∗0 + P ∗W (x∗) − w∗0 + x∗ − P ∗W (x∗) ∈∫
T

Lsw
∗{x∗n(t)}dµ(t) + C((xn, x

∗
n)− + W⊥. Finally, we have to prove that almost everywhere

Lsw
∗{x∗n(t)} ⊆ ∂L f(t, x). Indeed, from the previous convergence (and under a subsequence,

see e.g. [1, Theorem 13.6]) we can take a measurable set T̃ such that µ(T\T̃ ) = 0 and
for every t ∈ T̃ , xn(t) → x0 and f(t, xn(t)) → f(t, x). Then take an integrable selection
a∗(t) ∈ Lsw

∗{x∗n(t)} and fix t0 ∈ T̃ . So, there exists a subsequence x∗nk(t0)
(t0) → a∗(t0), and

then xnk(t0)
(t0) → x0 and f(t0, xnk(t0)

) → f(t, x). Hence, a∗(t0) ∈ ∂L f(t0, x). The case for
the point y∗ is similar, and so we omit the proof.

Considering the above result we need to ensure the boundedness of approximate sequences
in the subdifferential to establish an exact upper estimate. So, the next part concerns criteria
to guarantee this property. For this reason, we introduce the following definitions that allow
us to extend the classical results, which consider locally Lipschitz continuity of the integral
functional (see for instance [23, Theorem 2.7.2] or [86]).

We adopt the definition of w∗-compact sole (see [24, Proposition 2.1]) in the integral sense
as follows.

Definition 6.20 (Integrable compact sole) Consider a measurable multifunction C : T ⇒
X∗ with non-empty closed values. We say that C has an integrable compact sole if and only
if there exist e ∈ X and δ > 0 such that for every measurable selection c∗ of M

δ〈c∗(t), e〉 ≥ ‖c∗(t)‖ ae.

Moreover, we denote UI(C) := {ξ ∈ X : σC(·)(ξ)
+ ∈ L1}.

Theorem 6.21 Let x ∈ dom If and suppose there exist δ > 0, a measurable multifunction
C : T ⇒ X∗ which has an integrable compact sole, and an integrable function K(·) > 0 such
that

∂ f(t, x′) ⊆ K(t)B(0, 1) + C(t),∀x′ ∈ B(x, δ), ∀t ∈ T (6.6)

Then

∂L If (x) ⊆
⋂{∫

T

∂L f(t, x)dµ(t) + UI(C)− +W⊥
}
, (6.7)

∂∞L If (x) ⊆
⋂{∫

T

∂∞L f(t, x)dµ(t) + UI(C)− +W⊥
}
, (6.8)
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where the intersection is over all finite dimensional subspaces W ⊆ X. Consequently,

∂C If (x) ⊆ cow
∗
{∫

T

∂L f(t, x)dµ+

∫
T

∂∞L f(t, x)dµ(t) + UI(C)−
}
.

Proof. Let x∗ ∈ ∂L If (x) and y∗ ∈ ∂∞L If (x). Consider a finite family of linearly independent
points {ei}pi=1, W := span{ei} and ρ(·) := max{|〈·, ei〉|}. Then by Lemma 6.19 there exist
sequences xn, yn ∈ L∞(T,X), x∗n, y∗n ∈ L1

w∗(T,X
∗) and λn → 0+ such that:

(i) x∗n(t) ∈ ∂ f(t, xn(t)) ae,

(ii) ‖x− xn(·)‖∞dµ(t)→ 0,

(iii) ρ(
∫
T
x∗n(t)dµ(t)− x∗)→ 0,

(iv) lim
∫
T
|f(t, xn(t))− f(t, x)|dµ(t)→ 0,

(i∞) y∗n(t) ∈ ∂ f(t, yn(t)) ae,

(ii∞) ‖x0 − yn(·)‖∞ → 0,

(iii∞) ρ(λn ·
∫
T
y∗n(t)dµ(t)− y∗)→ 0,

(iv∞) lim
∫
T
|f(t, yn(t))− f(t, x0)|dµ(t)→ 0.

Hence, (for large enough n) relation (6.6) implies that x∗n(t) ∈ K(t)B(0, 1) + C(t) and
y∗n(t) ∈ K(t)B(0, 1)+C(t) ae. Therefore, by the measurability of the involved functions in the
last inclusion there are measurable selections h1

n(t), h2
n(t) ∈ B(0, K(t)) and c1

n(t), c2
n(t) ∈ C(t)

such that x∗n(t) = h1
n(t) + c1

n(t) and y∗n(t) = h2
n(t) + c2

n(t) (see [22, Theorem III.22]). From
the fact that C has an integrable compact sole there exist e ∈ X and δ > 0 such that
‖ci
n‖ ≤ δ〈ci

n, e〉 for i = 1, 2. Then∫
T

‖ x∗n‖dµ ≤
∫
T

Kdµ+ δ

∫
T

〈c1
n, e〉dµ =

∫
T

Kdµ+ δ
( ∫

T

〈x∗n, e〉dµ−
∫
T

〈h1
n, e〉dµ

)
(6.9)

≤ (1 + ‖ e‖)
∫
T

Kdµ+ δ

∫
T

〈x∗n, e〉dµ. (6.10)

So, assuming that e ∈ W , we have that the sequence x∗n is bounded in L1
w∗(T,X

∗) and

obviously the same holds for the sequence y∗n. Then, by Lemma 6.19, x∗ ∈
∫
T

∂L f(t, x)dµ(t)+

UI(C)− + W⊥ and y∗ ∈
∫
T

∂∞L f(t, x)dµ(t) + UI(C)− + W⊥. The final formula follows

from [84, Theorem 3.57] or Proposition 1.5 depending on the smoothness of X.

The following lemma allows us to understand the definition of integrable w∗-compact sole
in terms of the primal space instead of the dual space, using the polar cone.

Lemma 6.22 Let C : T ⇒ X be a measurable multifunction with non-empty w-closed convex
values, let e ∈ X and let δ > 0 . Then the following statement are equivalent:

(a) For every measurable selection c∗ of C−(t)(:= (C(t))−) one has δ−1〈c∗(t),−e〉 ≥ ‖c∗(t)‖
ae.

(b) The ball in L∞(T,X) around e with radius δ is contained in {x(·) ∈ L∞(T,X) : x(t) ∈
C(t) ae}.
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Proof. First by Castaing’s representation there exist sequences of measurable selections cn
and c∗n of C and C− respectively such that C(t) = {cn(t)}

‖·‖
and C−(t) = {c∗n(t)}

w∗

(the
measurability of C− follows from the fact that C−(t) =

⋂
n∈N{ x∗ ∈ X∗ : 〈cn(t), x∗〉 ≤ 0}).

Assume (a) and consider h ∈ L∞(T,X) and with ‖h‖∞ ≤ 1. Then 〈e + δh(t), c∗n(t)〉 ≤
〈e, c∗n(t)〉 + δ‖c∗n(t)‖ ≤ 0 ae. Since the last inequality holds for all n and the measurable
selection c∗n(t) is dense in C−(t), we conclude that e + δh(t) ∈ (C−(t))− ae. Then using the
Bipolar theorem (see e.g. [46, Theorem 3.38]), we have e + δh(t) ∈ C(t) ae. Now assume
(b) and consider a measurable selection c∗ of C− and εn > 0 → 0 and take a measurable
selection hn(t) ∈ B(0, 1) such that 〈hn(t), c∗(t)〉 ≥ ‖c∗(t)‖ − εn ae. So, e + δh(t) ∈ C(t) ae,
and hence 〈c∗(t), e + δh(t)〉 ≤ 0 ae. Therefore, δ−1〈c∗(t),−e〉 ≥ ‖c∗(t)‖ − εn ae. From the
stability of null sets under countable intersections we get δ−1〈c∗(t),−e〉 ≥ ‖c∗(t)‖.

Remark 6.23 When the measurable function C has cone values, it is easy to see that relation
(6.6) implies that for all t ∈ T , ∂∞L f(t, x) ⊆ C(t) and UI(C) = {ξ ∈ X : ξ ∈ C−(t) ae}.
In addition, if the values of C are also w∗-closed and convex, then the integrable compact
sole property can be understood in terms of the negative polar set C−(t) (see Lemma 6.22).
Finally, the most simple case is when C is a fixed w∗-closed convex cone; in this case Lemma
6.22 characterizes the compact sole property as the non-empty interior of the polar cone
C−(⊆ X).

Remark 6.24 It is worth commenting that in Theorem 6.21 one can also admit a dependence
on x in the measurable multifunctionK. Indeed, one can define the Integrable compact sole at
x property of a multifunction as: Consider a measurable multifunction K : T ×X ⇒ X∗ with
non-empty closed values, we say that K has an integrable compact sole at x if and only if for
every measurable sequence xn such that ‖xn−x‖∞ → 0 and

∫
T
|f(t, xn(t))−f(t, x)|dµ(t)→ 0,

there exist e ∈ X and δ > 0 such that t→ K(t, xn(t)) is measurable and for any measurable
selection c∗n of K(·, xn(·)) one has

δ〈c∗(t), e〉 ≥ ‖c∗(t)‖ ae.

Moreover, we denote UI(K) :=
⋂
{ξ ∈ X : σK(·,xn(·))(ξ)

+ ∈ L1}, where the intersection is over
all sequences xn ∈ L∞(T,X) such that ‖xn − x‖∞ → 0,

∫
T
|f(t, xn(t))− f(t, x)|dµ(t)→ 0.

Finally, one can construct cones satisfying inclusion (6.6) with dependence on x as follows.
Consider η > 0 and a positive integrable function `. Then, define C`

ε(t, z) = {h ∈ X :
d−ft(z;h) ≤ `(t)‖h‖}, where d−ft(z;h) refers to the (lower) Dini-Hadamard subderivative.
Then it is not difficult to check that for every t ∈ T and z ∈ X

∂ f(t, z) ⊆ `(t)B(0, 1) + (C`
ε(t, z))

−.

Remark 6.25 Following the same proof as the above Theorem, one can easily remove the
set UI(C) in Equations (6.7) and (6.8) imposing the additional assumption that the point e
selected in (6.9) satisfies that the sequence {〈x∗n(t), e〉+} is uniformly integrable.

Corollary 6.26 In the setting of Theorem 6.21 assume that for any sequence of measurable
functions x∗n(t) ∈ ∂ f(t, xn(t)) with ‖xn(·)−x‖∞ → 0,

∫
T
f(t, xn(t))dµ(t)→ If (x) and ‖x∗n‖ is

bounded in L1(T,X∗), there exists a constant function e in the interior of {x(·) ∈ L∞(T,X) :
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x(t) ∈ C(t) ae} such that the sequence { 〈x∗n(t), e〉+} is uniformly integrable. Then

∂L If (x) ⊆
⋂
F⊆X

dim(F )<+∞

{∫
T

∂L f(t, x)dµ(t) + F⊥
}
, (6.11)

∂∞L If (x) ⊆
⋂
F⊆X

dim(F )<+∞

{∫
T

∂∞L f(t, x)dµ(t) + F⊥
}
, (6.12)

and consequently,

∂C If (x) ⊆ cow
∗
{∫

T

∂L f(t, x)dµ+

∫
T

∂∞L f(t, x)dµ(t)

}
.

Corollary 6.27 In the setting of Theorem 6.21 assume that the multifunction C is a constant
cone. Then

∂L If (x0) ⊆
⋂{∫

T

∂L f(t, x)dµ(t) + C +W⊥}; and ∂∞L If (x0) ⊆C,

where the intersection is over all finite dimensional subspaces W ⊆ X. Consequently,

∂C If (x0) ⊆ cow
∗
{∫

T

∂L f(t, x)dµ+ C

}
.

Remark 6.28 The motivation for using boundedness condition (6.6) comes from an ap-
plication to stochastic programming; more precisely, applications to probability constraints
(see [122], [123]), where the authors impose boundedness conditions over the gradients of
the involved functions to guarantee the interchange between the sign of the integral and the
subdifferential.

The following examples show the importance of C in Theorem 6.21 and Corollary 6.27.

Example 6.29 Consider the integrand f :]0, 1]× R→ [0,+∞) given by

f(t, x) =

{
x3/2t−1+x if x > 0,

0 if not.

It is easy to check that f is continuously differentiable with respect to x and

If (x) =

{ √
x if x > 0,

0 if not.

Then we easily get ∂M If (0) = [0,+∞), ∂F f(t, x) =

{
3
2
x1/2t−1+x + x3/2 ln(t)t−1+x if x > 0,

0 if not,

and ∂M f(t, x) = {0}. Then we can consider C = [0,+∞), so that ∂ If (0) =
∫

]0,1]
∂M ft(0)dµ(t)+

C = {0}+ [0,+∞). The same example can be modified as

f(t, x) =

{
x2t−1+x if x > 0,

0 if not.
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Then one has
If (x) =

{
x if x > 0,
0 if not.

So, the integral functional If is Lipschitz continuous, but it is not true that ∂M If (0) = {0, 1}
is included in

∫
]0,1]

∂M f(t, 0)dµ(t) = {0}, as in classical results (see [85, Lemma 6.18] and
also [86] for an extension of this result). However, Corollary 6.27 guarantees the inclusion
∂M If (0) ⊆

∫
]0,1]

∂M f(t, 0)dµ(t) + [0,+∞).

Remark 6.30 As a final comment we recall that in the finite dimensional setting two lsc
functions f1, f2 satisfy the sum rule inclusion ∂L(f1 + f2)(x) ⊆ ∂L f1(x) + ∂L f(x) at a point
x provided that the asymptotic qualification condition ∂∞M f1(x) ∩ ∂∞M f2(x) = {0} holds.
However, the reader can notice that in the above example the integrand is continuously
differentiable, then the singular subdifferential ∂∞M ft(0) = {0} for all t ∈ T . In other words,
it is not possible to recover similar criteria, as in the finite sum, in terms of the singular
subdifferentials, to get an inclusion of the form ∂ If (x) =

∫
T
∂M ft(x)dµ(t).

Corollary 6.31 In the setting of Theorem 6.27 assume that the multifunction C = {0}.
Then If is locally Lipschitz around x. In addition, if X is finite dimensional and ∂L f(t, x′)
is single valued ae for all x′ in a neighborhood of x, then If is continuous differentiable
differentiable at x.

Proof. By Theorem 6.27, the Clarke subdifferential ∂C If is bounded by M :=
∫
Kdµ in a

neighborhood of x. Then a straightforward application of Zagrodny’s Mean Value Theorem
(see [130, Theorem 4.3]) shows that If is Locally Lipschitz around x. Furthermore, if X is
finite dimensional and ∂l f(t, x′) is single valued ae for all x′ in a neighborhood of x, then
∂C If single valued for all x′ in a neighborhood of x, and so [23, Proposition 2.2.4 and its
Corollary] implies the result.
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Chapter 7

Subdifferential characterization of
probability functions under Gaussian
distribution

7.1 Introduction

The aim of this paper is to investigate subdifferential properties of Gaussian probability
functions induced by nonnecessarily smooth initial data. This topic combines aspects of
stochastic programming with arguments from variational analysis, two areas which have been
crucially influenced by the fundamental work of Prof. Roger J-B Wets (see, e.g., [106], [129]
and many other references). The motivation to study analytical properties of probability
functions comes from their importance in the context of engineering problems affected by
random parameters. They are at the core of probabilistic programming (i.e., optimization
problems subject to probabilistic constraints) (e.g., [95], [110]) or of reliability maximization
(e.g., [44]).

A probability function assigns to a control or decision variable the probability that a
certain random inequality system induced by this decision variable be satisfied (see (7.1)
below). Since such functions are typical constituents of optimization problems under uncer-
tainty, it is natural to ask for their analytical properties, first of all differentiability. Roughly
speaking, this can be guaranteed under three assumptions: the differentiability of the input
data, an appropriate constraint qualification for the given random inequality system and
the compactness of the set of realizations of the random vector for the fixed decision vector
(e.g., [74], [93], [120]). While the first two assumptions are quite natural, the last one appears
to be restrictive in problems involving random vectors with unbounded support. Failure of
the compactness condition, however, may result in general in nonsmoothness of the prob-
ability function despite the fact that all input data are smooth and a standard constraint
qualification is satisfied (see [55, Prop. 2.2]). In order to keep the differentiability while
doing without the compactness assumption, one may restrict to special distributions such as
Gaussian or Gaussian-like as in [55], [123]. The working horse for deriving differentiability
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and gradient formulae in these cases is the so-called spheric-radial decomposition of Gaussian
random vectors [49, p. 29]. The resulting formulae for the gradient of the probability function
are represented - similar to the formulae for the probability values themselves - as integrals
over the unit sphere with respect to the uniform measure. The latter can be efficiently ap-
proximated by QMC methods tailored to this specific measure (e.g., [18]). Such approach,
by exploiting special properties of the distribution, promises more efficiency in the solution
of probabilistic programs than general gradient formulae in terms of possibly complicated
surface or volume integrals. Successful applications of this methodology in the context of
probabilistic programming in gas network optimization is demonstrated in [52,53].

The aim of this paper is to substantially extend the earlier results in [55], [123] in two
directions: first, decisions will be allowed to be infinite-dimensional and second, the random
inequality may be just locally Lipschitzian rather than smooth. As the resulting probability
function can be expected to be continuous only (rather than locally Lipschitzian or even
smooth), appropriate tools (subdifferentials) from variational analysis will be employed for
an analytic characterization.

We consider a probability function ϕ : X → R defined by

ϕ(x) := P (g (x, ξ) ≤ 0) , (7.1)

where X is a Banach space, g : X × Rm → R is a function depending on the realizations
of an m-dimensional random vector ξ. Such probability functions are important in many
optimization problems dealing with reliability maximization or probabilistic constraints. The
latter one refers to an inequality ϕ(x) ≥ p constraining the set of feasible decisions in an
optimization problem, in order to guarantee that the underlying random inequality g (x, ξ) ≤
0 is satisfied under decision x with probability at least p ∈ (0, 1], referred to as a a probability
level (or safety level). Since we allow in our paper the function g to be locally Lipschitzian,
there is no loss of generality in considering a single random inequality only because in a finite
system of such inequalities one could pass to the maximum of components.

Throughout the paper, we shall make the following basic assumptions on the data of (7.1):

1. X is a reflexive and separable Banach space.
2. Function g is locally Lipschitzian as a function of both arguments

(H) simultaneously, and convex as a function of the second argument.
3. The random vector ξ is Gaussian of type ξ ∼ N (0, A) , where A

is a correlation matrix.

A brief discussion of these assumptions is in order here: reflexivity of X is imposed in or-
der to work with the limiting (Mordukhovich) subdifferential (actually, one could consider
the more general case of Asplund spaces, or simply separable Banach space considering the
G-subdifferential). The separability of X is needed in order to make use of an interchange
formula for the limiting subdifferential and integration sign (see Chapter 6). For the same
reason, g is required to be locally Lipschitzian. As already mentioned above, considering
just one inequality rather than a system is no more restriction then. In particular, the sin-
gle inequality g (x, z) ≤ 0 could represent a finite or (compactly indexed) infinite system
of smooth inequalities. Considering a Gaussian random vector ξ allows one to pass to a
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whole class of Gaussian-like multivariate distributions (e.g., Student, Log-normal, truncated
Gaussian, χ2 etc.) upon shifting their nonlinear transformations to a Gaussian one into a
modified function g̃ satisfying the same assumptions as required for g here (e.g. [55, Section
4.3]). Moreover, assuming a centered Gaussian distribution with unit variances isn’t a re-
striction either, because in the general case ξ ∼ N (µ,Σ), we may pass to the standardized
vector ξ̃ := D(ξ − µ), where D is the diagonal matrix with elements Dii := 1/

√
Σii. Then, as

required above, ξ̃ ∼ N (0, A), with A being the correlation matrix associated with Σ and so

ϕ(x) = P (g (x, ξ) ≤ 0) = P
(
g̃
(
x, ξ̃
)
≤ 0
)

; g̃ (x, z) := g
(
x,D−1z + µ

)
.

Clearly, g̃ is locally Lipschitzian and is convex in the second argument if g is so. Hence, there
is no loss of generality in assuming that ξ ∼ N (0, A) from the very beginning.

Our first observation is that our basic assumptions above do not guarantee the continuity
of ϕ even if g is continuously differentiable. A simple two-dimensional example is given by
g(r, s) := r · s (which is convex in the second argument) and ξ ∼ N (0, 1). Then, ϕ(r) = 0.5
for r 6= 0 and ϕ(0) = 1. Since we want to have the continuity as a minimum initial property of
ϕ in our analysis, we will add the additional assumption that g (x̄, 0) < 0 holds true at a point
of interest x̄ (at which a subdifferential of ϕ is computed). In other words, given the convexity
of g in the second argument, zero is a Slater point for the inequality g (x, z) ≤ 0, z ∈ Rm. As
shown in [55, Proposition 3.11], the opposite case would entail that ϕ(x̄) ≤ 0.5. Since one
deals in typical applications like probabilistic programming or reliability maximization with
probabilities close to one, it follows that the assumption g (x̄, 0) < 0 can be made without
any practical loss of generality.

The paper is organized as follows: In Section 3 and 4, we provide all the auxiliary results
(continuity and partial subdifferential of the radial probability function) which are needed for
the derivation of the main subdifferential formula presented in Section 5. This main result
which is valid for general continuous probability functions will be specified then by adding
additional hypotheses to the locally Lipschitzian and differentiable case. An application to
probability functions induced by a finite system of smooth inequalities is given in Subsection
7.5.4.

7.2 Spheric-radial decomposition of Gaussian random vec-
tors

We recall the fact that any Gaussian random vector ξ ∼ N (0, A) has a so-called spheric-
radial decomposition, which means that the probability of ξ taking values in an arbitrary
Borel subset M of Rm can be represented as (e.g., [38, p. 105])

P (ξ ∈M) =

∫
v∈Sm−1

µη ({r ≥ 0 | rLv ∈M}) dµζ(v),

where Sm−1 :=
{
v ∈ Rm | ‖v‖2 = 1

}
denotes the unit sphere in Rm, µη is the one-dimensional

Chi-distribution withm degrees of freedom, and µζ refers to the uniform distribution on Sm−1.

128



Moreover, the (non-singular) matrix L is supposed to be a factor in a decomposition A = LLT

of the positive definite correlation matrix A (e.g. Cholesky decomposition).

The spheric-radial decomposition allows us to rewrite the probability function (7.1) in the
form

ϕ(x) =

∫
Sm−1

e(v, x)dµζ(v) ∀x ∈ X, (7.2)

where e : Sm−1 ×X → R refers to the radial probability function defined by

e(v, x) := µη ({r ≥ 0 | g(x, rLv) ≤ 0}) . (7.3)

With any x ∈ X satisfying g(x, 0) < 0, we will associate the finite and infinite directions
defined respectively as

F (x) := {v ∈ Sm−1 | ∃r ≥ 0 : g(x, rLv) = 0},
I(x) := {v ∈ Sm−1 | ∀r ≥ 0 : g(x, rLv) < 0}.

It is easily observed that F (x) ∩ I(x) = ∅ and that F (x) ∪ I(x) = Sm−1 by continuity of g.
Moreover, the number r ≥ 0 satisfying g(x, rLv) = 0 in the case of v ∈ F (x) is uniquely
defined, due to the convexity of g in the second argument. This leads us to define the
following radius function for any x with g(x, 0) < 0 and any v ∈ Sm−1:

ρ (v, x) :=

{
r such that g(x, rLv) = 0 if v ∈ F (x)
+∞ if v ∈ I(x). (7.4)

This definition allows us to rewrite the radial probability function e from (7.3) in the form

e(v, x) = µη ([0, ρ (v, x)]) = Fη (ρ (v, x)) (7.5)

whenever g(x, 0) < 0. Here, Fη refers to the distribution function of the Chi-distribution
with m degrees of freedom, so that F ′η(t) = χ(t), where χ is the corresponding density:

χ (t) := Ktm−1e−t
2/2 ∀t ≥ 0. (7.6)

The second equation in (7.5) follows from Fη(0) = 0. We formally put Fη(∞) := 1 which
translates the limiting property Fη(t)→t→+∞ 1 of cumulative distribution functions.

To avoid misunderstandings for the function g(x, z) of two variables, we will refer to its
partial subdifferentials at a point (x̄, z̄) with a superindex as following

∂F/M/C
x g (x̄, z̄) := ∂F/M/Cg (·, z̄) (x̄) ; ∂F/M/C

z g (x̄, z̄) := ∂F/M/Cg (x̄, ·) (z̄) ,

for the Fréchet, Limiting/Mordukhovich and Clarke subdifferential respectively. For the
functions e and ρ, the notations ∂F/M/Ce(v, x) and ∂F/M/Cρ(v, x) will be consider as in the
previous two chapters, that is, the subdifferential is taken with respect to the variable in
x ∈ X and not with respect to the integration variable v ∈ Sm−1.
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7.3 Continuity properties

In this section, we investigate continuous properties of the radial probability and the radius
functions, defined respectively in (7.3) and (7.4), which are the basis for deriving in Section
7.5 subdifferential formulae for probability function (7.1).

For all the following results, the basic assumption (H) formulated in the Introduction
is tacitly required to hold; namely, function g is locally Lipschitzian as a function of both
arguments simultaneously, and convex as a function of the second argument.

Lemma 7.1 Define U := {x ∈ X | g(x, 0) < 0}.

1. The radius function ρ is continuous at (v, x) for any x ∈ U and any v ∈ F (x).

2. For x ∈ U and v ∈ I(x) it holds that lim
k→∞

ρ (vk, xk) = ∞ for any sequence (xk, vk) →
(v, x) such that vk ∈ F (xk).

Proof. Observe first, that ρ is defined (possibly extended-valued) on U × Sm−1. To verify
1., consider any sequence (xk, vk)→k (v, x) with vk ∈ Sm−1. We show first that the sequence
ρ (xk, vk) is bounded. Indeed, otherwise there would exist a subsequence with ρ (vkl , xkl)→l

∞. Clearly g(xkl , 0) < 0 for l large enough, because of g(x, 0) < 0. Fix an arbitrary r ≥ 0.
Then ρ (xkl , vkl) > r. We claim that g(xkl , rLvkl) < 0 for these l’s. This is obvious in case
that vkl ∈ I(xkl). If vkl ∈ F (xkl), then the relations

g(xkl , 0) < 0, g(xkl , ρ (vkl , xkl)Lvkl) = 0, ρ (vkl , xkl) > r,

and
g(xkl , rLvkl) ≥ 0,

would contradict the convexity of g in the second argument. Hence, for l sufficiently large,

g(xkl , rLvkl) < 0,

and passing to the limit yields that g(x, rLv) ≤ 0, which holds true for all r ≥ 0 because
the latter was chosen arbitrary. But then, g(x, rLv) < 0 for all r ≥ 0, because otherwise
once more a contradiction with convexity of g in the second argument would arise from
g(x, 0) < 0. This, however, amounts to v ∈ I(x) contradicting our assumption v ∈ F (x).
Summarizing, we have shown that ρ (vk, xk) is bounded and, in particular, vk ∈ F (xk) for all
k. Let ρ (vkl , xkl) →l r0 be an arbitrary convergent subsequence. Then, we may pass to the
limit in the relation g (xkl , ρ (vkl , xkl)Lvkl) = 0 in order to derive that g (x, r0Lv) = 0, which
in turn implies that r0 = ρ (v, x). Hence, all convergent subsequences of ρ (vk, xk) have the
same limit ρ (v, x). This implies that ρ (vk, xk)→k ρ (v, x) and altogether that ρ is continuous
at (x, v).

As for 2., observe that if ρ (vk, xk) would not tend to infinity, then there would exist
a converging subsequence ρ (xkl , vkl) →l r1 for some r1 ≥ 0. Since ρ (vkl , xkl) < ∞ and
g(xkl , 0) < 0 for l large enough, we infer that vkl ∈ F (xkl) and, hence, g(xkl , ρ (vkl , xkl)Lvkl) =
0 for all these l’s. Now, passing to the limit yields that g(x, r1Lv) = 0, whence v ∈ F (x), a
contradiction.
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Lemma 7.2 If g (x, 0) < 0 and v ∈ F (x), then there exist neighborhoods U and V of x and
v, respectively, such that v′ ∈ F (x′) for all x′ ∈ U and v′ ∈ V ∩ Sm−1.

Proof. If the statement wasn’t true, then there existed a sequence (vk, xk) → (v, x) with
g (xk, 0) < 0, vk ∈ Sm−1 and vk ∈ I (xk). Hence, ρ (vk, xk) =∞ and so ρ (v, x) =∞ by 1. in
Lemma 7.1. This yields the contradiction v ∈ I(x).

Lemma 7.3 Let x ∈ X and r ≥ 0 be such that g(x, 0) < 0 and g(x, rLv) = 0. Then

〈z∗, Lv〉 ≥ −g(x, 0)

r
> 0 ∀z∗ ∈ ∂zg (x, rLv) .

Proof. By convexity of g in the second variable and by definition of the convex subdifferential,
one has that

−r
2
〈z∗, Lv〉 =

〈
z∗,

r

2
Lv − rLv

〉
≤ g

(
x,
r

2
Lv
)
− g (x, rLv)

= g
(
x,
r

2
Lv
)
≤ 1

2
g (x, 0) +

1

2
g (x, rLv) =

1

2
g (x, 0) .

Since our assumptions imply that r > 0, the assertion follows.

We get in the following proposition the desired continuity of the radial probability function
e defined in (7.3).

Proposition 7.4 The radial probability function is continuous at any (v, x) ∈ Sm−1 × X
with g(x, 0) < 0.

Proof. Fix a point (v, x) ∈ Sm−1 × X with g(x, 0) < 0. Consider any sequence (vk, xk) →
(v, x) with vk ∈ Sm−1 and assume first that v ∈ F (x). Then, ρ (vk, xk) →k ρ (v, x) by 1. in
Lemma 7.1, and vk ∈ F (xk) for k large, by Lemma 7.2. Hence, by (7.5) it follows that

e (vk, xk) = Fη (ρ(vk, xk))→k Fη(ρ (v, x)) = e (v, x) ,

where the convergence follows from the continuity of the Chi-distribution function Fη.

If in contrast v ∈ I(x), then, by (7.3), e (v, x) = µη (R+) = 1. We’ll be done if we can
show that e (vk, xk) →k 1. If this did not hold true, then there would exist a subsequence
and some ε > 0 such that

|e (vkl , xkl)− 1| > ε ∀ l. (7.7)

Since vkl ∈ I (xkl) would imply as above that e (vkl , xkl) = µη (R+) = 1, a contradiction, we
conclude that vkl ∈ F (xkl) for all l. Now, 2. in Lemma 7.1 guarantees that ρ (vkl , xkl)→l ∞.
Then, by (7.5), we arrive at the convergence

e (vkl , xkl) = Fη (ρ(vkl , xkl))→l 1,

where we exploited the property lim
t→∞

Fη (t) = 1, following from Fη being a cumulative distri-
bution function. This is a contradiction with (7.7), and the desired conclusion follows.
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Consequently, we obtain the continuity of the probability function ϕ, defined in (7.1).

Theorem 7.5 The probability function is continuous at any point x ∈ X with g(x, 0) < 0.

Proof. For any sequence xn → x one has by Proposition 7.4 that

e (v, xn)→n e (v, x) ≤ 1 ∀v ∈ Sm−1,

where the inequality follows from e being a probability. Since the constant function 1 is
integrable on Sm−1, the assertion follows from Lebesgue’s dominated convergence theorem.

7.4 Subdifferential of the radial probability function

In this section, we provide characterizations of the Fréchet subdifferential of the radial prob-
ability function e (·, v), defined in (7.3), for arbitrarily fixed directions v ∈ Sm−1. As before,
we also consider in this section our standard assumption (H).

We need first to estimate the set ∂Fρ(v, x):

Proposition 7.6 Let x ∈ X with g(x, 0) < 0 and v ∈ F (x) be arbitrary. Then, for every y∗ ∈
∂Fρ(v, x) and every w ∈ X, there exist x∗ ∈ ∂Cg(x, ρ(v, x)Lv) and z∗ ∈ ∂zg (x, ρ(v, x)Lv)
such that 〈z∗, Lv〉 > 0 and

〈y∗, w〉 ≤ −1

〈z∗, Lv〉
〈x∗, w〉 .

Proof. Fix y∗ ∈ ∂Fρ(v, x) and w ∈ X; hence, ρ(v, x) <∞ (because by assumption v ∈ F (x)).
Let M > 0 be a Lipschitz constant of g at (x, ρ(v, x)Lv). Then, there exists a neighborhood
U of x such that the function g(·, ρ(v, x)Lv) is locally Lipschitzian with Lipschitz constant
M at each x′ ∈ U , and such that the functions g(x′, ·), x′ ∈ U , are locally Lipschitzian with
the same Lipschitz constant M at ρ(v, x)Lv. As a consequence of [23, Proposition 2.1.2], for
all x′ ∈ U one has that

‖x∗‖ , ‖z∗‖ ≤M ∀x∗ ∈ ∂Cx g(x′, ρ(v, x)Lv), ∀z∗ ∈ ∂zg(x′, ρ(v, x)Lv). (7.8)

Consider an arbitrary sequence tn ↓ 0 so that, by Lemma 7.2, we may assume v ∈ F (x+ tnw)
for all n. By convexity and continuity of the function g with respect to the second variable,
the set ∂g (x+ tnw, ·) (ρ(v, x)Lv) is nonempty for all n, and so we may select a sequence

z∗n ∈ ∂zg (x+ tnw, ·) (ρ(v, x)Lv); (7.9)

hence, taking into account, from the definition of function ρ, that g(x+tnw, ρ(x+tnw, v)Lv) =
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0 and g(x, ρ(v, x)Lv) = 0,

(ρ(x+ tnw, v)− ρ(v, x)) 〈z∗n, Lv〉 = 〈z∗n, ρ(x+ tnw, v)Lv − ρ(v, x)Lv〉
≤ g(x+ tnw, ρ(x+ tnw, v)Lv)

− g(x+ tnw, ρ(v, x)Lv)

= −g(x+ tnw, ρ(v, x)Lv)

= g(x, ρ(v, x)Lv)− g(x+ tnw, ρ(v, x)Lv). (7.10)

Next, Lebourg’s mean value Theorem for Clarke’s subdifferential [23, Theorem 2.3.7] yields
some τn ∈ [0, 1] and

x∗n ∈ ∂Cx g(x+ τntnw, ρ(v, x)Lv) (7.11)

such that
g(x, ρ(v, x)Lv)− g(x+ tnw, ρ(v, x)Lv) ≤ −tn 〈x∗n, w〉 , (7.12)

and, consequently, from (7.10),

(ρ(x+ tnw, v)− ρ(v, x)) 〈z∗n, Lv〉 ≤ −tn 〈x∗n, w〉 . (7.13)

Since X is reflexive and ‖z∗n‖ , ‖x∗n‖ ≤ M , by (7.8), there exists a subsequence
(
x∗nk , z

∗
nk

)
and some (x∗, z∗) ∈ X × Rm such that x∗nk ⇀ x∗ and z∗nk → z∗. The weak∗-closedness of the
graph of Clarke’s subdifferential [23, Proposition 2.1.5] along with (7.11) and (7.9) implies
that

x∗ ∈ ∂Cx g(x, ρ(v, x)Lv), z∗ ∈ ∂zg (x, ρ(v, x)Lv) . (7.14)

Now, Lemma 7.3 implies that

〈z∗, Lv〉 ≥ −g(x, 0)

ρ(v, x)
> 0,

and, so, by passing to the (inferior) limit in (7.13), we arrive at

〈z∗, Lv〉 lim inf
n→∞

t−1
n (ρ(x+ tnw, v)− ρ(v, x)) ≤ −〈x∗, w〉 . (7.15)

Therefore, since y∗ ∈ ∂Fρ(v, x),

〈y∗, w〉 ≤ lim inf
n→∞

t−1
n (ρ(x+ tnw, v)− ρ(v, x)) ≤ −1

〈z∗, Lv〉
〈x∗, w〉 ,

as we wanted to prove.

Next, we give the desired estimate of the set ∂F e(v, x). Recall that χ is the density of the
one-dimensional Chi-distribution with m degrees of freedom (see (7.6)).

Theorem 7.7 Let x ∈ X with g(x, 0) < 0 and v ∈ F (x) be arbitrary. Then, for every y∗ ∈
∂F e(v, x) and every w ∈ X, there exist x∗ ∈ ∂Cx g(x, ρ(v, x)Lv) and z∗ ∈ ∂zg (x, ρ(v, x)Lv)
such that

〈y∗, w〉 ≤ −χ (ρ(v, x))

〈z∗, Lv〉
〈x∗, w〉 .

Consequently, if Mx,v denotes a Lipschitz constant of g(·, ρ(v, x)Lv) at x, then

‖y∗‖ ≤ ρ(v, x) · χ (ρ(v, x))

|g(x, 0)|
Mx,v ∀y∗ ∈ ∂F e(v, x).
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Proof. By (7.5), for all y close to x we may write e (v, y) = Fη (ρ(v, y)), with ρ(v, y) < ∞,
as a consequence of Lemma 7.2. Since Fη is continuously differentiable and nondecreasing
(as a distribution function), F ′η (t) ≥ 0 for all t ∈ R and, from the calculus of Fréchet
subdifferentials (e.g., [76, Corollary 1.14.1 and Proposition 1.11]), we obtain that

∂F e(v, x) = ∂F
(
F ′η (ρ(v, x)) ρ(·, v)

)
(x)

= F ′η(ρ(v, x))∂Fρ(·, v)(x) = χ (ρ(v, x)) ∂Fρ(v, x).

Combination with Proposition 7.6 yields the first assertion.

To prove the second assertion, from the first part of the proposition we choose elements
x∗ ∈ ∂Cx g(x, ρ(v, x)Lv) and z∗ ∈ ∂zg (x, ρ(v, x)Lv) such that

〈y∗, w〉 ≤
∣∣∣∣−χ (ρ(v, x))

〈z∗, Lv〉

∣∣∣∣ ‖x∗‖ ‖w‖ ,
and so, since 〈z∗, Lv〉 ≥ −g(x,0)

ρ(v,x)
> 0 by Lemma 7.3,

〈y∗, w〉 ≤ ρ(v, x) · χ (ρ(v, x))

|g(x, 0)|
Mx,v ‖w‖ ,

yielding the desired conclusion.

We shall also need the following result.

Corollary 7.8 (i) For every x0 ∈ X with g(x0, 0) < 0 and every v0 ∈ F (x0) there exist
neighborhoods Ũ of x0 and Ṽ of v0 as well as some α > 0 such that

∂F e(v, x) ⊆ B (0, α) ∀ (v, x) ∈
(
Ṽ ∩ Sm−1

)
× Ũ . (7.16)

(ii) For all x ∈ X with g(x, 0) < 0 and for all v ∈ I(x) one has that ∂F e(v, x) ⊆ {0}.

Proof. (i) Let M > 0 and define open neighborhoods Ũ of x0 and Ṽ of v0 such that M is a
Lipschitz constant of g on Ũ × Ṽ and, for all (v, x) ∈

(
Ṽ ∩ Sm−1

)
× Ũ (recall Lemma 7.2),

g(x, 0) < 0, ρ(v, x) <∞.

Hence, by Theorem 7.7,
∂F e(v, x) ⊆ B (0, α(v, x)) ,

where
α(v, x) :=

ρ(v, x) · χ (ρ(v, x))

|g(x, 0)|
Mx,v.

Taking into account the continuity of ρ (see Lemma 7.1), we may suppose for all (v, x) ∈(
Ṽ ∩ Sm−1

)
×Ũ thatM is a Lipschitz constant for g(·, ρ(v, x)Lv) at the point x (∈ Ũ). Thus,

we can replaceMx,v byM in the definition of α above. Moreover, since g is continuous (also by
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Lemma 7.1), as well as the Chi-density χ, we deduce that α is continuous on
(
Ṽ ∩ Sm−1

)
×Ũ .

Then, after shrinking Ṽ × Ũ if necessary, we may assume that for some α > 0

α(v, x) ≤ α ∀ (v, x) ∈
(
Ṽ ∩ Sm−1

)
× Ũ .

This proves (7.16).

(ii) As already observed in the proof of Proposition 7.4, v ∈ I(x) implies that e(v, x) = 1.
Consequently, the function e(v, ·) (as the value of a probability) reaches a global maximum
at x. Let x∗ ∈ ∂F e(v, x) and u ∈ X\{0} be arbitrary. Then,

−
〈
x∗,

u

‖u‖

〉
= lim inf

n→∞
−〈x

∗, n−1u〉
‖n−1u‖

≥ lim inf
n→∞

e(x+ n−1u, v)− e(v, x)− 〈x∗, n−1u〉
‖n−1u‖

≥ lim inf
h→0

e(x+ h, v)− e(v, x)− 〈x∗, h〉
‖h‖

≥ 0.

Hence 〈x∗, u〉 ≤ 0 for all u ∈ X, and so x∗ = 0 as desired.

Definition 7.9 For x ∈ X and l > 0, we call

Cl(x) := {h ∈ X | g◦(·, z)(y;h) ≤ l ‖z‖−m e
‖z‖2

2‖L‖2 ‖h‖ ∀y ∈ B (x, 1/l) , ‖z‖ ≥ l}

the l-cone of nice directions at x ∈ X. We denote the polar cone to Cl(x) as C−l (x).

Note that, by positive homogeneity of Clarke’s directional derivative, {Cl}l∈N defines a non-
decreasing sequence of closed cones.

We give in the following theorem another estimate for ∂F e(v, x), which will be useful in
the sequel.

Theorem 7.10 Fix x0 ∈ X such that g(x0, 0) < 0. Then, for every l > 0, there exists some
neighborhood U of x0 and some R > 0 such that

∂F e(v, x) ⊆ B (0, R)− C−l (x0) ∀x ∈ U, v ∈ Sm−1.

Proof. Let l > 0 be arbitrarily fixed. It will be sufficient to show that for every v0 ∈ Sm−1

there are neighborhoods Ū of x0 and V̄ of v0 and some R > 0 such that

∂F e(v, x) ⊆ B (0, R)− C−l (x0) ∀ (v, x) ∈ (V̄ ∩ Sm−1)× Ū . (7.17)

If this holds true, then the global inclusion in the statement of this proposition will follow
from the local ones above by a standard compactness argument with respect to Sm−1.

In order to prove (7.17), fix an arbitrary v0 ∈ Sm−1. Assume first that v0 ∈ I(x0). Then,
define open neighborhoods U∗ of x0 and V ∗ of v0 such that U∗ ⊆ B (x0, 1/l) (with l > 0 as
fixed above) and, for all x ∈ U∗ and v ∈ V ∗ ∩ F (x),

g(x, 0) ≤ 1

2
g(x0, 0) < 0, ρ(v, x)‖Lv‖ ≥ l.
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Note, that the last inequality is possible by virtue of 2. in Lemma 7.1 and by L being
nonsingular and Sm−1 being compact (therefore ‖Lv‖ ≥ δ for all v ∈ Sm−1 and some δ > 0).
From Corollary 7.8(ii) we derive that

∂F e(v, x) ⊆ {0} ∀x ∈ U∗, v ∈ I(x). (7.18)

Now, consider an arbitrary (v, x) ∈ V ∗×U∗ such that v ∈ F (x). Let also y∗ ∈ ∂F e(v, x) and
h ∈ −Cl(x0) be arbitrarily given. Then, by Theorem 7.7, there exist x∗ ∈ ∂Cx g(x, ρ(v, x)Lv)
and z∗ ∈ ∂zg (x, ρ(v, x)Lv) such that

〈y∗, h〉 ≤ χ (ρ(v, x))

〈z∗, Lv〉
〈x∗,−h〉 ≤ χ (ρ(v, x))

〈z∗, Lv〉
g◦(·, ρ(v, x)Lv)(x;−h), (7.19)

where the last inequality relies on (1.1) and on the fact that both the density function
χ and 〈z∗, Lv〉 are positive (see Lemma 7.3). Since −h ∈ Cl(x0), our conditions on the
neighborhoods U∗ and V ∗ stated above guarantee that

g◦(·, ρ(v, x)Lv)(x;−h) ≤ l ‖ρ(v, x)Lv‖−m e
‖ρ(v,x)Lv‖2

2‖L‖2 ‖h‖

≤ l ‖ρ(v, x)Lv‖−m e
ρ(v,x)2

2 ‖h‖ ,

where we used the triangle inequality. This allows us to continue (7.19) as

〈y∗, h〉 ≤ χ (ρ(v, x)) ρ(v, x)l

|g(x, 0)|
‖ρ(v, x)Lv‖−m e

ρ(v,x)2

2 ‖h‖

=
lK

|g(x, 0)|
‖Lv‖−m ‖h‖ ,

where we used Lemma 7.3 and the definition of the Chi-density with m degrees of freedom
(see (7.6)). Owing to g(x, 0) ≤ 1

2
g(x0, 0) < 0, we may continue as

〈y∗, h〉 ≤ 2lKK∗

|g(x0, 0)|
‖h‖ , (7.20)

where (recall that L is nonsingular)

K∗ := max
v∈Sm−1

‖Lv‖−m ∈ R+.

Consequently, we have shown that for some K̃ > 0, which is independent of x and v,

〈y∗, h〉 ≤ K̃ ‖h‖ ∀y∗ ∈ ∂F e(v, x), h ∈ −Cl(x0).

Using indicator and support functions, respectively, this relation is rewritten as, for all h ∈ X,

〈y∗, h〉 ≤ K̃ ‖h‖+ δ−coCl(x0)(h)

= σBK̃(0)(h) + σ−C−l (x0)(h)

= σ(BK̃(0)−C−l (x0))(h).

Consequently, we get

σ∂F e(v,x)(h) ≤ σ(B∗
K̃

(0)−C−l (x0))(h) ∀h ∈ X,
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which entails the inclusion
∂F e(v, x) ⊆ BK̃ (0)− C−l (x0).

Since (v, x) ∈ V ∗ × U∗ with v ∈ F (x) were chosen arbitrarily, we may combine this with
(7.18) to derive that

∂F e(v, x) ⊆ BK̃ (0)− C−l (x0) ∀ (v, x) ∈
(
V ∗ ∩ Sm−1

)
× U∗.

Now, we suppose that v0 ∈ F (x0). Then Corollary 7.8(i) guarantees the existence of
neighborhoods Ũ of x0 and Ṽ of v0 as well as some α > 0 such that relation (7.16) holds
true.

Corollary 7.11 Fix x0 ∈ X such that g(x0, 0) < 0, and assume one of the following alter-
native conditions:

{z ∈ Rm | g (x0, z) ≤ 0} is a bounded set, (7.21)
or

∃ l > 0 such that Cl(x0) = X. (7.22)
Then the partial radial probability functions e(v, ·), v ∈ Sm−1, are uniformly locally Lips-
chitzian around x0 with some common Lipschitz constant independent of v.

Proof. In the case of (7.21), one has that I(x0) = ∅, whence F (x0) = Sm−1. Then, by
Corollary 7.8(i), for every v0 ∈ Sm−1 there exist neighborhoods Ũv0 of x0 and Ṽv0 of v0 as
well as some αv0 > 0 such that

∂F e(v, x) ⊆ B (0, αv0) ∀ (v, x) ∈
(
Ṽv0 ∩ Sm−1

)
× Ũv0 .

Then, by the evident compactness argument with respect to the sphere Sm−1 already alluded
to in the beginning of the proof of Theorem 7.10, we derive the existence of a neighborhood
Ũ of x0 and of some α > 0 such that

∂F e(v, x) ⊆ B (0, α) ∀ (v, x) ∈ Sm−1 × Ũ .
In the case of (7.22), the same relation (with α := R) is a direct consequence of Theorem 7.10
upon taking into account that Cl(x0) = X entails that −C−l (x0) = {0}. Now, the claimed
statement on uniform Lipschitz continuity follows from [84, Theorem 3.5.2].

7.5 Subdifferential of the Gaussian probability function
ϕ

In this section, we provide the required formulae for the Fréchet, the Mordukhovich, and
the Clarke subdifferentials of the Gaussian probability function ϕ, defined in (7.1). These
results are next illustrated in Example 7.15, and in Subsection 7.5.3 to discuss the Lipschitz
continuity and differentiability of ϕ. Finally, we study in this section, Subsection 7.5.4, the
special and interesting setting of probability functions given by means of finite systems of
smooth inequalities. In this case, formulae of the subdifferentials of ϕ are expressed in terms
of the initial data in (7.1), i.e., in terms of the function g. All this is done under our standard
assumption (H).
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7.5.1 Main Result

Now, we are in a position to prove the main result of our paper.

Theorem 7.12 Let x0 ∈ X be such that g(x0, 0) < 0. Assume that the cone Cl(x0) has a
non-empty interior for some l > 0. Then,

(i) ∂Mϕ(x0) ⊆ cl∗


∫

Sm−1

∂M e(v, x0)dµζ(v)− C−l (x0)

.

(ii) Provided that X is finite-dimensional,

∂Mϕ(x0) ⊆
∫

Sm−1

∂M e(v, x0)dµζ(v)− C−l (x0).

(iii) ∂∞ϕ(x0) ⊆ −C−l (x0).

(vi) ∂Cϕ(x0) ⊆ co


∫

Sm−1

∂M e(v, x0)dµζ(v)− C−l (x0)

 .

Proof. We apply Proposition 6.27 by putting

f (ω, x) := e (ω, x) , C := −C−l (x0),

and using the measurable space (Sm−1,A, µζ), with A being the σ-Algebra of measurable
sets with respect to µζ . It is known that µζ is σ-finite and complete. The measurability
property of f and the lower semicontinuity of f(ω, ·) are consequences of the continuity of
e (see Proposition 7.4). The cone C− = coCl(x0) has a non-empty interior, by the current
assumption. Condition (6.6) is a consequence of Theorem 7.10 upon defining K(ω) := R for
all ω ∈ Ω = Sm−1, and observing that K ∈ L1(Sm−1,R), due to Sm−1 having finite (µζ -)
measure. Now, the claimed result follows from Proposition 6.27 by taking into account that
If = ϕ thanks to (7.2).

Our main result motivates some investigation about the impact of the parameter l > 0 in
the definition of the cones C−l (x0), x0 ∈ X. From Definition 7.9, it follows immediately that
(Cl(x0))l≥0 forms a non-decreasing family of closed cones, and hence

Ck(x0) ⊆ Ck+1(x0); C∗k(x0) k C∗k+1(x0) ∀k ∈ N. (7.23)

Moreover, Ck(x0) having a non-empty interior as required in Theorem 7.12, implies that
Ck+1(x0) does so too. This means that the upper estimates in the results of Theorem 7.12
become increasingly precise for k →∞. This immediately raises the question if we may pass
to the limit in this result. Let us then introduce the limiting cone of nice directions

C∞(x0) :=
⋃
k∈N

Ck(x0) =

{h ∈ X | ∃k ∈ N : g◦(·, z)(y;h) ≤ k ‖z‖−m exp( ‖z‖
2

2‖L‖2 ) ‖h‖ ,∀y ∈ B
(
x, 1

k

)
, ‖z‖ ≥ k}.
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The reader can simply notice (through Baire’s Theorem) the non-emptiness of the interior
of C∞(x0) is equivalent to the non-emptiness of the interior of Cl(x0) for some l > 0. As far
as the singular subdifferential is concerned, we may immediately pass to the limit:

Proposition 7.13 Fix x0 ∈ X with g(x0, 0) < 0, and assume that Cl(x0) has a non-empty
interior for some l > 0. Then ∂∞ϕ(x0) ⊆ −C∗∞(x0).

Proof. By Theorem 7.12(iii) we have that ∂∞ϕ(x0) ⊆ −C−l (x0). Since along with Cl(x0) the
larger cones Ck(x0) for k ∈ N, k ≥ l, have non-empty interiors too, it follows that

∂∞ϕ(x0) ⊆
⋂

k∈N,k≥l

−C∗k(x0) = −

(⋃
k∈N

Ck(x0)

)∗
= −C∗∞(x0),

where the first equality relies on (7.23).

In order to formulate a corresponding result for the Mordukhovich and Clarke subdifferentials,
we need an additional boundedness assumption:

Proposition 7.14 Fix x0 ∈ X with g(x0, 0) < 0, and assume that Cl(x0) has a non-empty
interior for some l > 0. Moreover, suppose that ∂M e(v, x0) is integrably bounded; i.e., there
exists some function % : Sm−1 → R+ with

∫
Sm−1

%(v)dµζ(v) <∞ such that

∂Me(v, x0) ⊆ B(0, %(v)) µζ − a.e. v ∈ Sm−1.

Then

∂Mϕ(x0) ⊆ ∂Cϕ(x0) ⊆ cl


∫

Sm−1

∂Me(v, x0)dµζ(v)

− C∗∞(x0).

Proof. For the purpose of abbreviation, put

I :=

∫
Sm−1

∂Me(v, x0)dµζ(v).

From our assumption on Be(v, x0), being integrably bounded, it follows that I is bounded
too. Consequently, cl∗I is w∗-compact. With Cl(x0) having a non-empty interior, for all
k ∈ N with k ≥ l, from Theorem 7.12(i) it follows that

∂Mϕ(x0) ⊆ cl∗ {I − C∗k(x0)} = cl∗I − C∗k(x0) ∀k ≥ l.

Due to (7.23), we may continue as

∂Mϕ(x0) ⊆
⋂
k∈N

{cl∗I − C∗k(x0)} , (7.24)
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which in turn, using again the w∗-compacity of cl∗I, gives us

∂Mϕ(x0) ⊆ cl∗I −
⋂
k∈N

C∗k(x0) = cl∗I −

(⋃
k∈N

Ck(x0)

)∗
= cl∗I − C∗∞(x0).

Now, by [84, Theorem 3.57], by Proposition 7.13, and by convexity of C∗∞(x0), we arrive at

∂Cϕ(x0) = co {∂Mϕ(x0) + ∂∞Mϕ(x0)}
⊆ co {cl∗I − C∗∞(x0)− C∗∞(x0)}
= co {cl∗I − C∗∞(x0)} .

Now, as a consequence of [96, Theorem 3.1], the strong closure cl I is convex (the measure
µζ being nonatomic), so that cl∗I = cl I is convex, and the last inclusion above reads

∂Cϕ(x0) ⊆ clI − C∗∞(x0).

This finishes the proof of our proposition.

7.5.2 Two illustrating examples

In the following, we provide two example which, on the one hand, serves as an illustration
of our main result Theorem 7.12 and, on the other hand, shows that even for a continuously
differentiable inequality g (x, ξ) ≤ 0, satisfying a basic constraint qualification, the associated
probability function ϕ may fail to be differentiable, actually even to be locally Lipschitzian
(though it is continuous due to the constraint qualification; see Theorem 7.5).

Example 7.15 Define the function g : R× R2 → R by

g (x, z1, z2) := α(x)eh(z1) + z2 − 1,

where
α(x) :=

{
x2 x ≥ 0
0 x < 0,

h (t) := −1− 4 log (1− Φ(t)) ; Φ(t) :=
1√
2π

t∫
−∞

e−τ
2/2dτ,

i.e., Φ is the distribution function of the one-dimensional standard normal distribution. More-
over, let ξ have a bivariate standard normal distribution, i.e.,

ξ = (ξ1, ξ2) ∼ N
(

(0, 0) ,

(
1 0
0 1

))
.

The following properties are shown in the Appendix:

1. g is continuously differentiable.

2. g is convex in (z1, z2).
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3. g (0, 0, 0) < 0.

4. C1(0) = (−∞, 0].

5.
∫
S1

∂M e(v, 0)dµζ(v) ⊆ (−∞, 0].

6. ϕ fails to be locally Lipschitzian in 0.

Observe that, by 1. and 2., g satisfies our basic data assumptions, (H), and that 3. forces
the probability function ϕ to be continuous. On the other hand, by 6., ϕ is not locally
Lipschitzian -much less differentiable - in 0 despite the continuous differentiability of g and
the satisfaction of Slater’s condition. Now, Theorem 7.12(ii), along with 4. and 5. provides
that

∂Mϕ(0) ⊆ (−∞, 0]− [0,∞) = (−∞, 0] , ∂∞ϕ(0) ⊆ (−∞, 0] .

On the other hand, analytical verification along with the formula for ϕ provided in the
Appendix (or alternatively visual inspection of the graph of ϕ) yields that ∂Mϕ(0) = {0} and
∂∞ϕ(0) = (−∞, 0], so that the upper estimate for the singular subdifferential is strict, while
the one for the basic subdifferential is not (nevertheless this upper estimate is nontrivial due
to being smaller than the whole space).

The second example shows a probability function which not satisfies the exponential
growth condition at x0 imposed in [122,123], which is,

∃l > 0 : ‖∇xg(x, z)‖ ≤ le‖z‖ ∀x ∈ B (x0, 1/l) , ‖z‖ ≥ l. (7.25)

However using our results one can prove that the probability function is continuously differ-
entiable.

Example 7.16 Define the function g : R× R2 → R by

g (x, z1, z2) := α(x)
exp(z2

1/2)

z2
1 + 4

+ z2 − 1,

where

α(x) :=

{
x2 x ≥ 0
0 x < 0,

Moreover, let ξ have a bivariate standard normal distribution, i.e.,

ξ = (ξ1, ξ2) ∼ N
(

(0, 0) ,

(
1 0
0 1

))
.

The following properties are shown in the Appendix:

1. g is continuously differentiable.

2. g is convex in (z1, z2).

3. g (0, 0, 0) < 0.
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4. C1(0) = R.

5. g does not satisfy the exponential growth condition at x0 = 0.

6. ϕ is continuously differentiable at 0.

7.5.3 Lipschitz continuity and differentiability of ϕ

The following result on Lipschitz continuity of the probability function ϕ is an immediate con-
sequence of Clarke’s Theorem on interchanging subdifferentiation and integration [23, Theo-
rem 2.7.2] and of Corollary 7.11, but also it can be obtained from Corollary 6.27 considering
C = {0}:

Theorem 7.17 Fix x ∈ X such that g(x, 0) < 0. Under one of the alternative conditions
(7.21) or (7.22), the probability function ϕ is locally Lipschitz near x and the following esti-
mate holds true:

∂Cϕ(x) ⊆
∫

Sm−1

∂Me(v, x)dµζ(v). (7.26)

The next result provides conditions for differentiability of the probability function ϕ; recall
that #A denotes the cardinal of a set A.

Proposition 7.18 In addition to the assumptions of Theorem 7.17, assume that

#∂Me(v, x) = 1 µζ-a.e. v ∈ Sm−1. (7.27)

Then ϕ is strictly differentiable at x and

∇ϕ(x) =

∫
v∈Sm−1

∇e(v, x)dµζ(v).

Consequently, if X is finite-dimensional and (7.27) holds true in some neighborhood of x,
then ϕ is even continuously differentiable at x.

Proof. From the assumptions one can apply directly Corollary 6.31 and thus one gets the
conclusions.

7.5.4 Application to a finite system of smooth inequalities

In order to benefit from Theorem 7.12, one has to be able to express the integrand Be(v, x0)
in terms of the initial data in (7.1), i.e., in terms of the function g. We will illustrate this for
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the case of a probability function defined over a finite system of continuously differentiable
inequalities which are convex in their second argument:

ϕ(x) := P (gi (x, ξ) ≤ 0, i = 1, . . . , p) , x ∈ X. (7.28)

Clearly, this can be recast in the form of (7.1) upon defining

g := max
i=1,...,p

gi, (7.29)

where g is locally Lipschitz as required and convex in the second argument because the gi’s
are supposed to be so. Since g (x, 0) < 0 implies that gi (x, 0) < 0 for all i = 1, . . . , p, we may
associate with each component a function ρi satisfying the relation gi (x, ρi (v, x)Lv) = 0, as
we did in (7.4). The relation between ρ associated via (7.4) with g in (7.29) is, clearly,

ρ (v, x) = min
i=1,...,p

ρi (v, x) ∀x : g (x, 0) < 0, ∀v ∈ F (x). (7.30)

Note, however, that unlike ρ, the functions ρi are continuously differentiable because the gi’s
are so. This is a consequence of the Implicit Function Theorem (see [55, Lemma 3.2]), which
moreover yields the gradient formulae, for all x with g (x, 0) < 0 and all v ∈ F (x),

∇xρi (v, x) = − 1

〈∇zgi (x, ρ (v, x)Lv) , Lv〉
∇xgi (x, ρ (v, x)Lv) , i = 1, . . . , p.

In the following proposition, we provide an explicit upper estimate of the subdifferential set
Be(v, x0) in terms of the initial data, which can be used in the formula of Theorem 7.12 to
get an upper estimate for the subdifferential of the probability function (7.28):

Proposition 7.19 Fix x ∈ X such that gi (x, 0) < 0 for i = 1, . . . , p. Then, for every l > 0,
there exists some R > 0 such that the radial probability function associated with g in (7.29)
via (7.3) satisfies

∂M e(v, x) ⊆


−
⋃

i∈T (v)

{
χ(ρ(x,v))

〈∇zgi(x,ρ(x,v)Lv),Lv〉∇xgi (x, ρ (v, x)Lv)
}

v ∈ F (x)

B (0, R)− C−l (x) v ∈ I (x) .

Here, T (v) := {i ∈ {1, . . . , p} | ρi (x, v) = ρ (v, x)}.

Proof. Fix an arbitrary v ∈ Sm−1. Given the continuity of e, we exploit the following
representation [84, Theorem 2.34] of the Mordukhovich subdifferential in terms of the Fréchet
subdifferential, which holds true in Asplund spaces (hence, in particular for reflexive Banach
spaces)

x∗ ∈ Be(v, x)⇐⇒ ∃xn →n x and ∃x∗n ⇀n x
∗ : x∗n ∈ ∂F e(v, xn).

Then, the inclusion Be(v, x) ⊆ B (0, R)−C−l (x) follows from Theorem 7.10, since B (0, R) is
weak*-compact and C−l (x) is weak*-closed, entailing that B (0, R)− C−l (x) is weak*-closed.
This yields the desired estimate of Be(v, x) when v ∈ I (x).
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Suppose now in addition that v ∈ F (x), and, according to Lemma 7.2, let U be a neigh-
borhood of x such that, for all y ∈ U ,

g (y, 0) < 0, v ∈ F (y).

From the proof of Theorem 7.7 we have seen that

∂F e(v, y) = χ (ρ(v, y)) ∂Fx ρ(v, y), ∀y ∈ U,

which, by continuity of χ and by 1. in Lemma 7.1, immediately entails that

∂M e(v, x) = χ (ρ(v, x)) ∂Mx ρ(v, x).

From (7.30) and the calculus rule for minimum functions [84, Proposition 1.113] we conclude
that

∂M ρ(v, x) ⊆
⋃

i∈T (v)

∇xρi(v, x).

with T (v) being defined as in the statement of the Proposition. Now, the assertion follows
from (7.31).

We provide next a concrete characterization for the local Lipschitz continuity/differentiability
of the probability function ϕ, defined in (7.28), along with an explicit subdifferential/gradient
formula:

Theorem 7.20 Fix x0 ∈ X with g (x0, 0) < 0, and assume that for some l > 0 it holds, for
i = 1, . . . , p,

‖∇xgi(x, z)‖ ≤ l ‖z‖−m e
‖z‖2

2‖L‖2 ∀x ∈ B (x0, 1/l) , ‖z‖ ≥ l. (7.31)

Then the probability function (7.28) is locally Lipschitz near x0 and there exists a nonnegative
number R ≤ sup{‖x∗‖ | x∗ ∈ ∂Mx e(x0, v) and v ∈ I(x0)} such that

∂Cϕ(x0) ⊆ −
∫

v∈F (x0)

co

 ⋃
i∈T (v)

χ (ρ (x0, v))∇xgi (x0, ρ (x0, v)Lv)

〈∇zgi (x0, ρ (x0, v)Lv) , Lv〉

 dµζ(v)

+µζ(I(x0))B∗ (0, R) .

Proof. As a maximum of finitely many smooth functions, g is Clarke-regular, so that Clarke’s
directional derivative of g coincides with its usual directional derivative. Hence, by Danskin’s
Theorem and by (7.31), we get the following estimate, for all h ∈ X, x ∈ B1/l (x0) and ‖z‖ ≥ l,

g◦(·, z)(x;h) = 〈∇xg(x, z), h〉
= max {〈∇xgi(x, z), h〉 | gi(x, z) = g(x, z)}

≤ max
i=1,...,p

〈∇xgi(x, z), h〉 ≤ l ‖z‖−m e
‖z‖2

2‖L‖2 ‖h‖ .
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Hence, Cl(x0) = X and, so, Theorem 7.17 guarantees that ϕ in (7.28) is locally Lipschitz
near x0 and that

∂Cϕ(x0) ⊆
∫

F (x0)

∂Ce(v, x0)dµζ(v) +

∫
I(x0)

∂Ce(v, x0)dµζ(v). (7.32)

Since e (·, v) is locally Lipschitzian for all v ∈ Sm−1, it follows from [84, Theorem 3.57] and
from Proposition 7.19 that

∂Ce(v, x0) = co {∂Me(v, x0)}

= −co

 ⋃
i∈T (v)

χ (ρ (x0, v))∇xgi (x0, ρ (x0, v)Lv)

〈∇zgi (x0, ρ (x0, v)Lv) , Lv〉

 .

Hence, the first term on the right-hand side of (7.32) coincides with the integral term in
the asserted formula above. As for the second term, observe that ∂Cx e(v, x0) ⊆ B (0, R) for
some R > 0 by Theorem 7.10, which yields the second term in the upper estimate of this
theorem.

From Theorem 7.20 and Proposition 7.18, we immediately derive the following:

Corollary 7.21 If in the setting of Theorem 7.20 one has that µζ(I(x0)) = 0 (in particular,
under assumption (7.21)), or the constant R in Theorem 7.20 is zero, then

∂Cϕ(x0) ⊆ −
∫

Sm−1

co

 ⋃
i∈T (v)

χ (ρ (x0, v))∇xgi (x0, ρ (x0, v)Lv)

〈∇zgi (x0, ρ (x0, v)Lv) , Lv〉

 dµζ(v).

If, in addition, for µζ-a.e. v ∈ Sm−1 we have that #T (v) = 1 (say: T (v) = {i∗(v)}), then the
probability function (7.28) is strictly differentiable with gradient

∇ϕ(x0) = −
∫

v∈Sm−1

χ (ρ (x0, v))∇xgi∗(v) (x0, ρ (x0, v)Lv)〈
∇zgi∗(v) (x0, ρ (x0, v)Lv) , Lv

〉 dµζ(v).

Consequently, if X is finite-dimensional and #T (v) = 1 holds true in some neighborhood of
x, then ϕ is even continuously differentiable at x.

Remark 7.22 It is worth mentioning that under the strengthened (compared with (7.31))
growth condition

∃l > 0 : ‖∇xgi(x, z)‖ ≤ le‖z‖ ∀x ∈ B (x0, 1/l) , ‖z‖ ≥ l, i = 1, . . . , p

the constant R in Theorem 7.20 and Corollary above is zero, as it can be seen in (7.20) (see
also [123, Theorem 3.6 and Theorem 4.1]).
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7.6 Appendix

7.6.1 Example 7.15

We verify in this Appendix properties 1.-6. in Example 7.15.

The continuous differentiability of g stated in 1. is obvious from the corresponding prop-
erty of α and h. For h, this relies on the smoothness of the distribution function of the
one-dimensional standard normal distribution Φ and on the fact that the argument 1−Φ(t)
of the logarithm is always strictly positive.

By nonnegativity of α it is sufficient to check that eh(t) is convex in order to verify 2. To
do so, it is sufficient to show that h itself is convex, which by definition would follow from the
concavity of log (1− Φ(t)). This, however, is a consequence of log Φ being concave, which in
turn implies that log (1− Φ) is concave (see [95, Theorem 4.2.4]).

Statement 3. follows immediately from the definition of the functions.

As for 4., observe first that, by continuous differentiability of g,

g◦(·, z)(x;−1) = ∇xg (x, z1, z2) · (−1) = −α′(x)eh(z1) ≤ 0 ∀x, z1, z2 ∈ R,

whence −1 ∈ C1(0) by Definition 7.9. On the other hand, putting x := 1 and z := (1, 0), we
have that x ∈ B1 (0), ‖z‖ = 1 and

g◦(·, z)(x; 1) = ∇xg (1, 1, 0) · 1 = α′(1)eh(1) = 2eh(1) ≈ 1161,

whereas, due to m = 2 in this example,

‖z‖−m e
‖z‖2

2‖L‖2 =
√

e ≈ 1.65.

Therefore, by Definition 7.9, 1 /∈ C1(0). Since C1(0) is a closed cone, this together with
−1 ∈ C1(0) yields C1(0) = (−∞, 0].

For proving 5., it is sufficient to show that

Be(v, 0) ⊆ (−∞, 0] ∀v ∈ S1. (7.33)

In order to calculate Be(v, 0) for an arbitrarily fixed v ∈ S1, we have to compute first the
partial Fréchet subdifferentials ∂F e(v, x) for x in a neighborhood U of 0. Define U such that
g(x, 0, 0) < 0 for all x ∈ U (as a consequence of the already shown relation g(0, 0, 0) < 0). If
x < 0, then, by definition of e and g,

e(v, x) = µη ({r ≥ 0 | g (x, rLv) ≤ 0}) = µη ({r ≥ 0 | rLv2 ≤ 1}) .

Hence, for x < 0, e(v, x) does not depend on its first argument locally around x. Therefore,
∂F e(v, x) = {0} for all x < 0. Now, consider some x ∈ U with x ≥ 0 and x∗ ∈ ∂Fx e(v, x).
If v ∈ I(x), then ∂F e(v, x) ⊆ {0} (see Corollary 7.8(ii)). If, in contrast, v ∈ F (x), then, by
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Theorem 7.7 (putting w := ±1 there and observing that, by continuous differentiability of g,
the partial Clarke subdifferentials reduce to partial gradients),

x∗ =
−χ (ρ(v, x))∇xg (x, ρ(v, x)Lv)

〈∇zg (x, ρ(v, x)Lv) , Lv〉
=
−2xeh(ρ(v,x)v1)χ (ρ(v, x))

〈∇zg (x, ρ(v, x)Lv) , Lv〉
≤ 0.

Here, the inequality relies on x ≥ 0, on χ being positive as a density and on

〈∇zg (x, ρ(v, x)Lv) , Lv〉 ≥ −g(x, 0, 0)

ρ(v, x)
> 0

by Lemma 7.3. Altogether, we have shown that ∂F e(v, x) ⊆ (−∞, 0] for all x ∈ U . This
entails that also Be(x, 0) ⊆ (−∞, 0]. Since v ∈ S1 has been fixed arbitrarily, the desired
relation (7.33) follows.

In order to show 6. we provide first a formula for the probability function ϕ. If t ≤ 0,
then, by definition of g,

ϕ(t) = P (g (x, ξ1, ξ2) ≤ 0) = P (ξ2 ≤ 1) = Φ(1)

because ξ2 ∼ N (0, 1) by the distribution assumption on ξ in Example 7.15. If t > 0, then,
again by the assumed distribution of ξ,

ϕ(t) = P
(
ξ2 ≤ 1− t2eh(ξ1)

)
=

1

2π

∞∫
−∞

 1−t2eh(z1)∫
−∞

e−(z2
1+z2

2)/2dz2

 dz1

=
1√
2π

∞∫
−∞

e−z
2
1/2 · 1√

2π

 1−t2eh(z1)∫
−∞

e−z
2
2/2dz2

 dz1

=
1√
2π

∞∫
−∞

e−s
2/2 · Φ

(
1− t2eh(s)

)
ds.

Now, we are going to show that ϕ fails to be locally Lipschitz around 0. Observe first that,
since Φ is increasing as a distribution function, h is increasing too by its definition. Then,
for any s, t satisfying s ≥ Φ−1

(
1−
√
t
)
(recall that Φ is strictly increasing and so its inverse

exists) it holds that

h(s) ≥ h
(

Φ−1
(

1−
√
t
))

= −1− log t2.

Therefore, t2eh(s) ≥ e−1. Thus, we have shown that

Φ (1)− Φ
(
1− t2eh(s)

)
≥ Φ (1)− Φ

(
1− e−1

)
=: ε ∀s, t : s ≥ Φ−1

(
1−
√
t
)
.
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With Φ being strictly increasing, we have that ε > 0. Now, for any t > 0, we calculate

ϕ(0)− ϕ(t) = Φ(1)− 1√
2π

∞∫
−∞

e−s
2/2 · Φ

(
1− t2eh(s)

)
ds

=
1√
2π

∞∫
−∞

e−s
2/2 ·

(
Φ(1)− Φ

(
1− t2eh(s)

))
ds

≥ ε
1√
2π

∞∫
Φ−1(1−

√
t)

e−s
2/2ds = ε

1− 1√
2π

Φ−1(1−
√
t)∫

−∞

e−s
2/2ds


= ε

(
1− Φ

(
Φ−1

(
1−
√
t
)))

= ε
√
t.

Since ε > 0, ϕ fails to be locally Lipschitz around 0, which finally shows 6.

7.6.2 Example 7.16

We verify in this Appendix properties 1.-6. in Example 7.16. The continuous differentiability
of g stated in 1. is obvious. By nonnegativity of α it is sufficient to check that h(t) := exp(t2/2)

t2+4

is convex in order to verify 2., it is enough to compute the second derivative of the function
h, then one gets h′′(t) = et

2/2(t6+5t4+14t2+8)
(t2+4)3 > 0 for every t ∈ R and it implies the convexity

of h. Statement 3., 4. and 5. follow directly from the definition of g. In order to prove 6. we
have to verify the hypotheses of Corollary 7.21, more precisely, we check that the constant
R must be zero and condition (7.27) holds true in some neighborhood of x = 0.

Indeed, using the calculus with the same estimate of Proposition 7.19, one gets

∂F e(x, v)


= {0} if x < 0,
⊆ {0} if v ∈ I(x)

= −χ(ρ(x,v))
〈∇zg(x,ρ(x,v)v),v〉∇xg(x, ρ(x, v)v)) if v ∈ F (x),

where

∇xg(x, z) =

{
2x

exp(z2
1/2)

z2
1+4

if x ≥ 0,

0 if x < 0,

∇zg(x, z) = (α(x)
exp(z2

1/2)z1(z2
1 + 2))

(z2
1 + 4)2

, 1).

Then (7.27) holds true for every x 6= 0. We are going to prove that ∂M e(0, v) = {0} for
almost all v ∈ S1; the previous is trivial for v ∈ F (0). Now consider v = (v1, v2) ∈ I(0); it is
enough to verify that for any sequence xn > 0 with xn → 0 and v ∈ F (xn) one has

lim
n→+∞

−χ(ρ(xn, v))

〈∇zg(xn, ρ(xn, v)v), v〉
∇xg(xn, ρ(x, v)v)) = 0.
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Define

x∗n :=
−χ(ρ(xn, v))

〈∇zg(xn, ρ(xn, v)v), v〉
∇xg(xn, ρ(x, v)v)). (7.34)

From Lemma 7.3 −1
〈∇zg(xn,ρ(xn,v)v),v〉 ≥

ρ(xn,v
g(xn,0)

and from equation g(xn, ρ(xn, v)Lv) = 0 we

obtain xn =
√

1−v2ρ(xn,v)
h(v1ρ(xn,v))

. Thus, replacing in (7.34)

0 ≥ x∗n ≥
2

xn/2− 1
ρ(xn, v) exp((−1 + v2

1)ρ2(xn, v)/2)

√
(1− v2ρ(xn, v))(v2

1ρ(xn, v)2 + 4)

exp(v2
1ρ

2(xn, v)/2)
.

Since ρ(xn, v) → ∞ (see Lemma 7.1) the right side of the above equation goes to zero,
because for every (v1, v2) ∈ S1

lim
r→∞

r2(1− v2)(v2
1r

2 + 4) exp((−1 + v2
1/2)r2) = 0.
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Conclusions

In what follows we give the main achievements of this thesis:

1. In this work we have provided a generalization of the variational characterization of
convexity given in [107, Theorem 10]. This characterization relies on the epi-pointedness
property and techniques of convex analysis. Our generalization corresponds to Theorem
2.5 and it is a relation between the closed convex hull of the function and the inf-
convolution of the function and the support function of the domain of its conjugate.
Particularly, this relation gives us the convexity of the function provided that the
domain of the conjugate function is dense (see Corollary 2.8).

2. We have shown that the class of convex proper and lower-semicontinuous epi-pointed
convex functions satisfies useful variational properties in any locally convex space. More
precisely, we have shown that this class of functions enjoys many important properties
similar to the ones of convex and lower semicontinuous functions in Banach spaces. In
this part of the thesis we have proved that the class of epi-pointed lower-semicontinuous
convex functions, defined on any locally convex space, satisfy the Brøndsted-Rockafellar
theorem. We also obtain other important results in the same spirit, Theorem 3.10
for the maximal monotonicity of the subdifferential, Theorems 3.12 and 3.14 for the
subdifferential limiting calculus rules for functions defined in locally convex spaces, and
others.

3. We have introduce the definition of a family of subdifferential(see Definition 4.1), which
allows us to extend to locally convex spaces some important results in the theory of
subdifferentials for non-convex functions defined in Banach spaces. The main result of
this investigation is a generalization of Zagrodny’s Mean Value Theorem (see Theorem
4.9). Using this result we extend theorems of integration of subdifferentials (see Theo-
rem 4.13) and a characterization of the convexity in terms of the monotonicity of the
subdifferential (see Theorem 4.20).

4. We have investigated the subdifferential of some class of convex integral functionals.
We have established a general formula (see Theorem 5.9), which is valid in any arbitrary
locally convex space. This formula bypass the use of techniques of measurable selections,
which are principally given in separable spaces. We have used this result to generalize
many well-known formulas in the literature, for example Corollary 5.21 and Corollary
5.23.

5. We have studied the subdifferential of non-convex integral functionals. In this scenario
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we have generalized the sequential formulas given in [64, Theorem 1 and 2] and [80].
Posteriorly, using this sequential formulas we investigated Limiting/Mordukhovich sub-
differential, the G-subdifferential and the Clarke subdifferential. We introduce the no-
tion of the Integrable compact sole property (see Definition 6.20). This property allows
us to establish Theorem 6.21, which generalizes the classical result about the inter-
change between the Clarke subdifferential and the sign of integral (see e.g. [23, Theorem
2.7.2]).

6. We have applied our result to the calculus of the subdifferential of Gaussian probability
functions. We have calculated a general upper-estimate for the Limiting/Murdokhovich
of Gaussian probability functions (see Theorem 7.12). Later, this result has been
applied to a finite system of smooth inequalities. In this setting we generalize the
result of [123] about the Clarke subdifferential of probability functions.

Future works:

We propose to continue the present research in the framework of the following problems:

(i) Optimality conditions, duality theory and stability aspects of stochastic optimization
problems.

(ii) Approximate subdifferential theory of convex and nonconvex integral functions outside
separable Banach spaces. I will explore techniques based on separable reductions.

(iii) Variational properties of probability functions, involving possibly infinite smooth and
nonsmooth inequalities.

(iv) Real-world applications, including models of eco-industrial parks.
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(T,A, µ): complete σ-finite measure
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and b, 25
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A in the sense of measure theory,
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Γ0(X): the class of proper lsc convex
functions, 25

rgeM : range of the multifunction M , 26
N: natural numbers, 24
Q: rational numbers, 24
R: real numbers, 24
R: the extended real numbers, 24
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aff(A): affine subspace generated by A, 25
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epi(coF f) = co(epi f ∩ (F × R)),
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domM : domain of the multifunction M ,
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dom f : effective domain, 25
NA(x): normal cone of A at x, 26
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∫
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〈·, ·〉: bilinear inner product, 24
∂̃
∞
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B(x, r),BX(x, r): closed ball with radious

r around x in X, 24
Bρ(x, r): closed ball with radious r around
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Aumman integral, 36

Biconjugate of a function, 25
Bilinear inner product, 24
Bochner integral, 34
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Clarke subdifferential, 28
Clarke’s directional derivative, 28
Cofinal set, 24
Conjugate of a function, 25
Convex normal integrand, 36
Convex subdifferential, 26

Decomposable space, 72

Effective domain, 25
Epi-pointed function, 31

Indicator function, 25
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Inf-convolution, 25
Integral functional, 35
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Limiting/Mordukhovich subdifferential, 28
Lower semicontinuous function (lsc), 25
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Multifunction, 26

Normal integrand, 36
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Seminorm, 24
Sequentially τ -inf-compactness, 25
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