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H I G H L I G H T S

• A detailed model of the system is presented considering mass, energy, exergy, and heat transfer analysis.

• An exergoeconomic analysis is used as a figure of merit to optimize the system configuration.

• A multiobjective optimization is used to evaluate the trade-off between exergy efficiency and thermoeconomic cost.

• The presence of a regenerator increases considerably the energetic and economic benefit.

• Incorporating a solar source changes the optimum design in transcritical Rankine cycles.
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A B S T R A C T

Several authors have reported in the literature the benefits of transcritical carbon dioxide regenerative Rankine
power cycles using low - and medium - temperature sources. However, their technical potential when driven by
solar-thermal collectors has not been fully addressed yet. The methodology presented herein is based on two
parametric analyses: the first approach attempts to determine the heat transfer area of the regenerator and its
respective cost, and the second approach studies the radial heat transfer in each solar collector, at different
operation pressures, aiming to determine the heat losses, the pressure drop and the overall performance of the
collectors with the use of supercritical Carbon Dioxide. Therefore, through this analysis, the total area required
by each component is determined. Then, the solar field configuration is optimized to maximize the exergy
efficiency. In that sense, by considering the differences of the specific costs for each area, a multi-objective
optimization methodology is applied to the cycle, which determines the best configuration and operation
pressure for the cycle based on exergy destruction minimization and the minimum thermoeconomic cost. These
results allow determining an optimum size design for the regenerator and solar field configuration, which takes
full advantage of the available energy at the lowest possible cost.

1. Introduction

During recent decades, the world energy demand and the CO2

concentration in the atmosphere have increased considerably [1], en-
couraging engineers and scientists to promote the utilization of re-
newable resources.

In this context, solar energy has received large attention due to its
high availability and widespread distribution [2,3]. Here, Concentrated
Solar Power (CSP) has been singled out as the most appropriate tech-
nology for the achievement of a large share of renewable energy pro-
duction, due to its ease of integration with storage [4–6]. Among the
CSP technologies, Parabolic Trough Collectors (PTC) coupled to a

thermal cycle (i.e., Rankine or Brayton) are considered the most mature
technology, since they have been commercially available since 1982,
and represent more than 80% of the CSP installed capacity worldwide
[5].

Although the accumulated experience of CSP technologies, re-
searchers continue seeking the implementation of novel techniques for
improving their performance and increasing their conversion effi-
ciencies [4]. For instance, most of the CSP-PTC plants in operation use
synthetic oil as the Heat Transfer Fluid (HTF) in the solar field, which
interacts with a steam generator through a heat exchanger. The use of
synthetic oil restricts the cycle temperature to approximately 400 °C,
since the oil degrades at higher temperatures, which increases the
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maintenance cost and environmental risks [4]. Some of the solutions for
these shortcomings correspond to the so-called “Direct Steam Genera-
tion” (DSG) system, and the use of either molten salts or CO2 as the HTF.
Direct steam generation considers the flow of water directly into the
absorber tubes of the parabolic trough collectors, generating steam as it
flows through the solar field [7]. This configuration shows several
benefits and improves conversion efficiency up to 23% (solar to elec-
tricity) [8]. The main drawback of DSG is constituted by the thermo-
mechanic stresses concentrated in the absorber tube, due to the phase
change process and the different heat capacities of each phase flowing
inside the tube [4].

Molten salts are already being used as thermal storage medium [9].
However, the use of molten salts requires the implementation of a
complex control scheme in order to prevent solidification, which occurs
close to 250 °C [9].

The use of CO2 as the HTF in the solar field has been widely pro-
posed due to its chemical stability and low critical temperature (31.1 °C,
7.38MPa) [10–15]. In addition, CO2 can be used directly as the
working fluid in the thermal cycle [13,14,16–20], removing the need
for a heat exchanger between the solar field and the power cycle, re-
ducing the capital cost of the installation and reaching an outstanding
thermodynamic performance for regenerative Rankine cycles. How-
ever, s-CO2 cycles also have some drawbacks due to the high operating

pressures, which demand strong walls on the vessels, increasing the
material costs [16]. Furthermore, the integration of Thermal Energy
Storage (TES) with CO2 has not been solved yet. For this reason, several
authors [19,21–23] have proposed concrete sensible TES, a cheap and
simple solution for DSG and s-CO2 cycles.

Carbon dioxide was a widely used HTF for refrigeration applications
until the 1900s, most of its thermos-physical properties are broadly
known [24]. Later, new synthetic heat transfer fluids were employed,
such as CFCs and HFCs, which show excellent performance in thermal
cycles. Nonetheless, several authors have indicated that these fluids are
harmful to the environment in terms of ozone depletion and/or global
warming potential [25]. Other fluids have been proposed as alternative
for thermal cycles, such as ammonia or hydrocarbon mixtures, but they
have been shown to be highly toxic and inflammable, respectively [26].
Hence, during the last decade, CO2 has been reconsidered as a working
fluid, because of its comparative advantages [26], which comprise:

• Non-flammable.

• Non-toxic.

• Environment-friendly (zero ozone depletion potential and low
global warming potential) [27].

• Highly available.

• Non-corrosive.

Nomenclature

A area (m2)
a a a, ,1 2 3 solar collector’s performance coefficients
B B,1 2 coefficients for FBM correlation
c specific cost per unit of transferred exergy ($USD/kWh)
Cbare reference bare cost (ev. in 2011) ($USD)
C ̇ cost rate ($USD/h)
cp specific heat (kJ/kg K)
D hydraulic diameter (m)
E energy (kJ)
f friction factor
FBM bare module factor
Fp working pressure factor
h specific enthalpy (kJ/kg)
hc convective heat transfer coefficient (kW/m2 K)
HCE heat collection element
I ̇ capital investment rate ($USD/h)
k conductivity (kW/m K)
ṁ mas flow rate (kg/s)
Nloop number of loops in the solar field
Nu Nusselt number
P pressure (MPa)
Pr Prandtl number
q ̇ heat transfer rate per unit of length (kW/m)
Q ̇ heat transfer rate (kW)
Re Reynolds number
s specific entropy (kJ/kg K)
Sḃ incident solar beam radiation (W/m2)
T temperature (K)
U global heat transfer coefficient (kW/m2 K)
V velocity (m/s)
Ẇ work rate (kW)
x x x, ,1 3 3 coefficients for Cbare correlation
y y y, ,1 2 3 coefficients for Fp correlation
Z size parameter

Greek symbols

α fraction of the maximum power

LΔ longitudinal section of the solar collector (m)
PΔ pressure drop (Pa)

η efficiency
μ dynamic viscosity (kg/m s)
ξ effectiveness
ρ density (kg/m3)
ψ specific exergy (kJ/kg)
Ψ̇ exergy rate (kW)

Subscripts

amb ambient
ave average
b bulk
cv control volume
col collector
cond conductive
conv convective
CO2 Carbon Dioxide
dest destruction
ex exergy
high high pressure
loss lost
low low pressure
o death state
op optical
q heat transfer
rad radiative
reg regenerator
s sun
SF solar field
sol solar
SunAbs solar irradiation absorption
u useful
W water
wall wall side
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In addition, several studies in the literature have also noted the high
potential of using CO2 in cycles of medium and low temperatures
sources [17,26,28–32] to achieve high conversion efficiencies with low
physical footprint associated to the operation of thermal cycles. In
particular, the use of CO2 as a working fluid in solar collectors was
originally proposed by Zhang and Yamaguchi [10,33]. They conducted
an experimental study on evacuated-tube flat-plate solar collectors,
using supercritical CO2 as working fluid directly in the absorber tube.
The authors concluded that, during the tests, the time-weighted daily
average collector efficiency is approximately 50% higher than that
found in collectors that use water as working fluid.

The use of CO2 as working fluid in thermal cycles has been in-
tensively analyzed in recent years, pointing out that the future research
pathways to system components should consider operating parameter
optimizations, and control strategies [13]. Although, there is no su-
percritical CO2 Rankine cycle in operation up to now, it is becoming a
future pathway due to its promising features. For large scale and high
temperature, it is already demonstrated that the recompression layout
is the most efficient, but for smaller scales and mid to high temperature
the best configuration depends on the specific feature of the applica-
tion. As CO2 cycle performance can vary depending on the layout
configuration, further studies on layouts are required to design better
performing cycles [14].

Regarding the performance assessment and economic evaluation of
CO2 power cycles, Cayer et al. [28] developed a parametric analysis of a
transcritical Rankine cycle with and without a regenerator, using waste
heat as energy source. The authors developed a methodology for de-
termining the total heat transfer area of the heat exchangers con-
sidering different operating conditions. Due to the highly variable
thermos-physical properties of CO2, which do not allow applying con-
ventional methods, they proposed a discretization methodology for
analyzing the heat exchangers. That methodology was later im-
plemented for comparing the performance of CO2 cycles against other
fluids commonly used in Organic Rankine Cycles, showing that the CO2

cycle achieves the highest exergy efficiency within the mid temperature
region (150–400 °C) [26]. In addition, that approach also allowed to
develop an optimization framework for such cycles, considering desing
and operation variables [30]. Nevertheless, the aforementioned studies
only consider a constant heat source to determine the optimal design
for s-CO2 cycles.

Concerning the use of supercritical Carbon Dioxide (s-CO2) in CSP
plants, Chapman and Arias [16] developed an assessment of a s-CO2

Brayton cycle using parabolic trough collectors that was compared with
the current CSP technology that uses Therminol VP1 as the HTF. The
authors affirmed that the pumping power of both cycles is similar.
Additionally, s-CO2 simplifies the cycle, since it allows for a reduction
on the size of the turbomachinery and decreases the deterioration of the
solar field absorber tubes. The authors, however, only considered one
loop of the series collector and did not consider other configurations to
assess the best performance of the solar field. Recently, a comprehen-
sive analysis of CO2 cycles powered by parabolic trough collectors was
developed by Passos et al. [34], where the tradeoffs observed in CSP
plants when the solar collector’s efficiency is accounted for system’s
overall efficiency were revealed. In that context, the selection of a
Rankine over a Brayton cycle strongly depends on the operating para-
meters imposed to the cycle, specifically, on the temperature and
pressure at the collector’s inlet. Considering that such conditions are
highly influenced by the characteristics of the regenerator it results
clear that such effect should be further study. Even though these last
two studies present an interesting approach for the integration of s-CO2

cycles with CSP technology, they do not allow establishing the optimal
system design, considering costs and thermodynamic performance
(energy and exergy).

Regarding the PTC modeling procedure, a complete and deep
methodology was proposed in 2003 by Forristal [35], who developed a
computational model of three types of PTCs using synthetic oils and

water as HTF. The model results were validated against Dudley’s test
results [36] for an LS-2 collector, and they showed less than 2% error.
Hence, this theoretical modeling allows for the determination of the
detailed behavior of a PTC and its performance under different oper-
ating conditions. However, this analysis only considers incompressible
liquid as HTFs at low pressure. It constitutes the theoretical basis for
implementing an analysis for assessment of s-CO2 as HTF in parabolic
trough collectors. In addition, Padilla et al. [37] further developed a
theoretical model of a PTC, defining a detailed methodology for con-
ducting exergy analysis on a PTC, which evaluates different types of
exergy losses occurring in the PTC and identifies sources of irreversi-
bilities to optimize the operating conditions.

Considering the environmental impact associated to the operation
of thermal systems, CO2 constitutes an interesting candidate for in-
novative cycles and energy conversion technologies and offers a con-
crete and sustainable solution for the growing world energy demand.
The recent literature shows that CO2 has excellent potential as HTF in
cycles driven by solar energy. In addition, CSP technologies, especially
parabolic trough collectors, are mature enough to be adapted for cou-
pling with s-CO2 cycles. Nevertheless, the integration of a PTC solar
field in a regenerative Rankine cycle implies a deep assessment about
the energy potential utilization, since the heat source (solar in this case)
varies its thermal performance as function of the pressure and tem-
perature of the inlet HTF. In that sense, the idea of incorporating both
technologies implies a new evaluation of the configurations proposed in
the literature that seek to find the best configuration for a solar PTC
field using s-CO2 as working fluid. In that context, this work aims to
assess the performance of a CO2 transcritical Rankine cycle, using solar
energy as the heat source and considering the flow of CO2 directly into
the absorber tube. Therefore, it proposes adapting some of the current
evaluation methodologies in an optimization model for dealing with
CO2 transcritical cycles by using parabolic trough collectors, con-
sidering different solar field’s configurations. As shown in the following
sections, the configuration is optimized in terms of size of the solar
field, size of heat exchanger and operation pressure, maximizing the
exergy efficiency and minimizing the exergy costs of the produced en-
ergy.

2. System description

The regenerative Rankine cycle analyzed herein consists of a steam
turbine, a regenerator, a heat source, a condenser and a circulation
pump. The cycle considers a PTC solar field as the heat source, where s-
CO2 flows directly though the solar field. The heated CO2 is delivered to
the turbine, where its expansion produces work. The CO2 discharged at
the turbine’s outlet is still at high temperature, and it then passes to the
regenerator, where heat is transferred to the CO2 flow before it enters
the solar field, taking advantage of the waste heat. The cold CO2 is then
condensed and pumped back to the solar field, as shown in Fig. 1.

Coolant water enters the cold side of the condenser at 25 °C. To
ensure that the temperature of the hot and cold side of the condenser do
not cross, the pinch point between the inlet CO2 on the hot side and the
outlet water on the cold side is set to 5 °C ( = − °T T 5 CW out, 6 ).

Commonly, CO2 Rankine cycles are analyzed by considering a
constant heat source modeled as a boiler or a heat exchanger at fixed
working conditions [26,28–30]. This work aims to analyze the use of
solar energy as an energy source, and thus, the inlet heat to the system
varies depending on the solar field’s inlet temperature. However, since
the objective of this work is to analyze the trends of design con-
siderations for the cycle, the solar radiation is considered constant at
1000W/m2. Yet, the nominal inlet temperature to the solar field de-
pends directly on the regenerator’s size. For this reason, the size of the
regenerator has a direct influence on the amount of energy entering the
system, and its effect on the cycle’s efficiency is addressed.
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3. Methodology

The present work attempts to identify the best cycle’s configuration,
aiming to achieve high levels of utilization of the solar source, mini-
mizing the system costs. The regenerator improves the exergy efficiency
of the system, recovering waste heat at the turbine’s outlet, to increase
the solar field’s inlet temperature. But, on the other hand, the solar field
decreases its thermal performance as the inlet temperature increases,
inducing several inefficiencies in the collectors, due to the rise of
thermal losses on the absorber tube. In that sense, it is necessary to
properly assess the influence of regenerator’s size in the thermal effi-
ciency of the solar field. Therefore, the analysis proposed herein at-
tempts to determine the best size relation in terms of the regenerator’s
total area and the solar field aperture area, due to the competing effects
produced by these two components and the high costs related to them.
In addition, the effect of cycle’s high pressure is also analyzed, due to its
influence on the cost of the equipment and on the energy balance of the
turbomachinery.

Considering the aforementioned effects, the present work proposes
using the total heat transfer area (considering the heat exchanger and
the collectors) to size and compare each component in discussion. To do
so, two parametric analyses are performed: one regarded the heat ex-
changer configuration, and the other took into consideration the fea-
tures of the solar field composed of parabolic trough collectors. The
exergy efficiency is proposed as the figure of merit to quantify the
performance of the cycle and identify the rationale for the use of the
energy resource, as suggested in [26,29].

The simulation of the system is developed in three stages. The first
stage consists of energy and exergy analyses of each component. In the
second stage, a parametric analysis of the regenerator and the solar
field is applied to assess performance with s-CO2 use. Finally, it is
conducted an economic analysis of the regenerator and the solar field,
in function of the total area of each one. Thus, a thermodynamic model
is developed, considering several commonly used assumptions as listed
below, and suggested in [26,28–30]:

• No appreciable variations of kinetic and potential energies are

expected.

• The cycle is assumed to strictly operate under steady state condi-
tions.

• The pressure drop through the heat exchangers is neglected.

• Both turbomachinery devices are assumed to operate at constant
isentropic efficiencies of 0.8 for each device.

• The effectiveness of the condenser is assumed constant and equal to
0.9.

• The CO2 exits the condenser as saturated liquid at 25 °C.

• The mass flow rate flowing through the solar field is fixed at 10 kg/s
to facilitate the escalation of the results.

The simulations are carried out considering two configurations of
the Rankine cycle: with and without a regenerator. Each heat exchanger
is considered as counter-flow, the regenerator effectiveness, the solar
field size and the pump’s outlet pressure, are varied in the analysis to
determine the best configuration among them, aiming to maximize the
exergy efficiency of the system and minimize the cycle’s costs.

The main features of the solar field are listed in Table 1 and illu-
strated in Fig. 2, and the environmental conditions are defined for a
solar irradiance of 1000W/m2, an ambient temperature of 25 °C and an
atmospheric pressure of 1 atm.

3.1. Energy analysis

The energy analysis is based on the first law of thermodynamics,
which applies for all the components and the whole cycle. Thermal
losses are considered only in the PTC modeling, while the other com-
ponents are considered as adiabatic. Therefore, the energy balance is
defined as follows:

∑ ∑= − + −dE
dt

Q W m h m ḣ ̇ ̇ ̇cv
cv

i

n

i i
e

n

e e
(1)

where Q ̇ is the heat transfer rate, Ẇcv is the work transfer, h is the
specific flow enthalpy and ṁ is the mass flow rate. The subscripts i and e
denote the inlet and exit of the system, respectively. Since the model
considers steady state conditions, the variation in time of the total
energy rate, dE dt/cv , is neglected.

3.2. Exergy analysis

Exergy represents quantitatively the maximum theoretical work
obtainable from an overall system, which consists of the system itself
and the environment, as the system reaches equilibrium with the en-
vironment (death state). Hence, exergy is the useful energy or potential
for producing work by a system. Exergy is destroyed partially or totally
in proportion to the entropy generated by the system, which is asso-
ciated to its irreversibilities [38]. Thus, an exergy analysis recognizes
underperforming devices and shows possible solutions for improving
the utilization of available resources. The relation between exergy
changes and exergy destruction is indicated by the second law of
thermodynamics, which is the basis of this modeling [39]. The exergy

Fig. 1. Solar driven CO2 power cycle.

Table 1
Collector characteristics.

Parameter Value

Parabolic trough type LS-3
Heat Collection Element (HCE) length 4.06 (m)
HCE per solar collector 8
Collector aperture 5.59 (m)
Absorber tube diameter 0.066 (m)
Absorber tube coating Black Chrome
Absorber material B42 Copper
Annulus gas Air
Pressure in absorber annulus 1.0E−09 (torr)
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balance for each device analyzed herein is defined as:

∑ ∑ ∑= − + − − −d
dt

W m ψ m ψΨ Ψ̇ ̇ ̇ ̇ Ψ̇ Ψ̇cv

j

n

q j cv
i

n

i i
e

n

e e dest loss,
(2)

where ṁi is the inlet mass flow rate, ṁe is the exit mass flow rate, ψ is
the specific flow exergy, and Ψ̇ is the exergy rate. The subscripts loss
and dest denote whether exergy is lost or destroyed, respectively. In this
work, the exergy losses are due to heat transfer losses to and from the
absorber tube due to the environment and collector’s optical error. In
the same way, the destroyed exergy considers the exergy destruction by
the friction viscous forces on the HTF and the heat transfer, from high
to low temperatures, between the components of the absorber tube. The
model considers a steady state condition. Finally, the exergy rate re-
lated to heat transfer Ψ̇q j, is defined as:

⎜ ⎟= ⎛
⎝

− ⎞
⎠

T
T

QΨ̇ 1 ̇q j
o

j
j,

(3)

where To represents the temperature of the death state, Tj is the tem-
perature of the element j of the system and Qj̇ is the heat transfer rate
between the element and the surroundings. The specific flow exergy is
defined by the following expression:

= − − −ψ h h T s s( )f o o o (4)

where h is the specific enthalpy, s is the specific entropy and the sub-
script o refers to the death state. Thus, the useful exergy rate in an
energy conversion device is defined as:

= −Ψ̇ m ψ ψ̇ ( )u e i (5)

which accounts for the maximum useful work that the device can de-
liver.

Several authors have proposed different expressions for defining the
exergy available in incident solar radiation over a surface. However, the
most common expression was established by Petela [40], who treated
the exergy as equivalent to the maximum energy transferred by the
propagation, in a non-participant medium, of electromagnetic waves
emitted by a black body, which depends on the temperature of the
source. Thus, considering the heat transfer between the sun and solar
collector’s surface, the following equation holds:

⎜ ⎟⎜ ⎟ ⎜ ⎟= ⎛

⎝
− ⎛

⎝
⎞
⎠

+ ⎛
⎝

⎞
⎠

⎞

⎠
S A T

T
T
T

Ψ̇ ̇ 1 4
3

1
3sol b SF

o

s

o

s

4

(6)

where Sḃ is the incident solar beam radiation, ASF is the solar field
collecting area and Ts is the temperature of the sun, assumed as a black
body at 5778 K.

From the aforementioned definitions, the exergy efficiency of a solar
collection element and the complete solar field is determined by the
ratio of the useful exergy and the exergy delivered by the solar radia-
tion:

=η Ψ̇
Ψ̇ex

u

sol (7)

The performance of the cycle is computed by the exergy efficiency,
defined as the ratio between the actual work delivered (exergy) and the
exergy available from solar radiation.

=η Ẇ
Ψ̇ex Cycle

u

sol
; (8)

The exergy efficiency performs an essential role as figure of merit in
this report. It is applied to either a component or the entire system, and
it represents how the system exploits the energy potential available
(with respect to the death state). Unlike energy efficiency, which only
shows the proportion of energy benefit over the inverted energy, an
exergy analysis for each component reveals the points at which the
most share of entropy is generated. Thus, efforts to improve the
weaknesses of the system can be better focused.

3.3. Regenerator parametric analysis

The regenerator parametric analysis considers the regenerator as a
counter-flow heat exchanger and determines the global heat transfer
capacitance (UA) and the global heat transfer coefficient (U ).

3.3.1. Assessment of the global heat transfer capacitance
Modeling heat exchangers using incompressible working fluids is a

simple task based on energy balances. However, more considerations
are required for s-CO2 due to its low critical temperature, which induces
several variations of its thermos-physical properties, such as heat ca-
pacity. That high variation on the specific heat prevents the analysis of
heat exchangers using such conventional methods as NTU or LMTD. For
this reason, a parametric analysis is developed, as suggested in [26,28].
The analysis considers a physical discretization of heat exchangers,
stating a minimum of 25 partitions for assessment of regenerator’s
thermal conductance. The specific heat of CO2 in each partition is
considered constant. Then, by applying an energy balance, the total
heat exchange rate and the inlet and outlet enthalpies are determined.
Finally, the numeric value of the heat transferred from one stream to
the other is divided according to the amount of partitions considered for
the heat exchanger by using the following expression:

= −Q m h ḣ ̇ ( )reg i CO in out, 2 (9)

where Qṙeg i, is the heat exchanged in each partition. Enthalpies are
evaluated at the inlet and outlet conditions of each partition. Con-
sidering the amount of heat exchanged within the discretized domain,
the global heat transfer coefficient is determined by using the inlet and
outlet temperatures as boundary conditions and applying the loga-
rithmic mean temperature difference method for a counter-flow con-
figuration [41], as follows:

=
⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

− − −
−

−

UA
Q ̇

i
reg i

T T T T

ln

,

( ) ( )

( )

hot out cold in hot in cold out
Thot out Tcold in
Thot in Tcold out

, , , ,
, ,
, , (10)

Fig. 2. Diagram of the heat collection element.
Adapted from [37].
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whereUAi is the global heat transfer coefficient of each partition i andT
is the temperature. The subscripts hot , cold, in and out denote hot and
cold streams on inlet or outlet conditions, respectively. Finally, the
global capacitance of the regenerator is estimated as the sum of the
capacitance in each partition:

∑=
=

UA UAreg
i

n

i
1 (11)

3.3.2. Global heat transfer coefficient
The global heat transfer coefficient is estimated considering dif-

ferent heat transfer correlations for the high pressure and the low
pressure streams, as suggested by Cayer et al. [28]. The low pressure
superheated stream from the turbine is analyzed considering Petu-
khov’s correlation [41], which states that the forced convection heat
transfer coefficient of single phase CO2 at low pressures, flowing in
turbulent flow regime is defined as follows:

= ⎛

⎝
⎜ − +

⎞

⎠
⎟U

k
D

f RePr
f Pr

( /8)
12.7 /8 (( ) 1) 1.07

low i
CO ave

ave
, 2/3

2

(12)

where Ulow i, is the heat transfer coefficient per unit area in a segment i,
kCO2 the conductivity of CO2, D the section diameter, Prave the average
Prandtl number, Re the Reynolds number and f the friction factor,
defined as:

= − −f log Re(1.82 ( ) 1.64)10
2 (13)

Krasnoshchekov-Protopopov’s correlation [42], which assumes that
CO2 flows in the turbulent regime at supercritical pressures, is con-
sidered for the high pressure stream:

⎜ ⎟⎜ ⎟ ⎜ ⎟=
⎛

⎝
⎜ − +

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛

⎝

⎞

⎠

⎞

⎠
⎟

−

U
k

D
f RePr

f Pr
μ

μ
k

k
c
c

( /8)
12.7 /8 (( ) 1) 1.07

high i
CO ave

ave

b

wall

b

wall

p

p
, 2/3

0.11 0.33 0.35
ave

b

2

(14)

where Uhigh i, is the heat transfer coefficient per unit area in a segment i,
k is the thermal conductivity, μ is the dynamic viscosity, and cp is the
specific heat of CO2. The subscripts wall and b refer to the heat ex-
changer wall and the fluid bulk, respectively. Krasnoshchekov-Proto-
popov’s correlation holds as a correction of Petukhov’s correlation,
considering the differences in the thermos-physical properties between
the bulk fluid and the wall. Finally, the total heat transfer area of the
regenerator is determined by the following equation:

⎜ ⎟= ⎛
⎝

+ ⎞
⎠UA U A U A

1 1 1
i high CO high CO lowCO low CO i, , ,2 2 2 2 (15)

where U is the heat transfer area in segment i. Ahigh CO, 2 and Alow CO, 2 are
the heat transfer area of the high and low pressure sides of the re-
generator, respectively. The values of Ahigh CO, 2 and Alow CO, 2 are con-
sidered equivalent, as if they are two concentric tubes.

3.4. Parabolic trough collector using supercritical carbon dioxide

The behavior of the solar collector is usually described by the
thermal efficiency of the collection device. This efficiency is the ratio
between the useful heat delivered by the collector and the incident solar
radiation [43]. Since that ratio is highly dependent on the operating
conditions, the efficiency is commonly correlated to the ambient and
inlet temperatures. For parabolic trough collectors, the efficiency is
commonly stated by a correlation that depends on the collector geo-
metry, working fluid thermos-physical properties and the construction
materials of the absorber tube, as follows:

= − − − − − −η η a T T a T T
S

a T T
S

( ) ( )
̇

( )
̇col op in amb

in amb

b

in amb

b
1 2 3

2

(16)

where ηop is the collector optical efficiency a, b and c are correlation

coefficients associated with thermal losses and Sḃ is the solar irradiance.
The use of s-CO2 in parabolic trough collectors and the effect of the

variable thermos-physical properties on collector’s efficiency have not
been reported in the literature. Thus, in order to conduct a deep ana-
lysis of the complete cycle, a detailed heat transfer model for the PTC is
developed by adapting an existing model to assess its behavior using s-
CO2 as working fluid. The theoretical model developed by Forristall
[35] for incompressible liquids is considered. It incorporates calcula-
tions for the heat transfer interactions between the surfaces, elements
composing the absorber tube and the ambient. Additionally, several
correlations from the literature are taken into consideration to estimate
the heat transfer coefficient of the forced convection inside the tube and
the natural convection outside the glass envelope, as well as the ra-
diation heat transfer and the heat conduction through the brackets
supporting the absorber within the trough. Hence, with these models,
the details of all heat transfer gradients inside the absorber tube and
heat losses to the ambient environment are determined. Forristall’s
model is adapted in order to account for the main features of using s-
CO2 as working fluid, instead of incompressible fluids. This heat
transfer model considers the interaction of several components, as de-
scribed in Figs. 3a and 3b.

The model shown in Fig. 3a consists in an analytical approach that
allows assessing the heat transfer between the different layers for a
unitary longitudinal section. Hence, the radial energy balance for a
longitudinal section shorter than the length of an absorber tube is de-
fined as follows:

=q q̇ ̇conv cond12 23 (17)

− − − − =q q q q q̇ ̇ ̇ ̇ ̇ 0SunAbs cond conv rad cond braquet3 23 34 34 ; (18)

= −q q q̇ ̇ ̇cond conv rad45 34 34 (19)

+ = +q q q q̇ ̇ ̇ ̇SunAbs cond conv rad5 45 56 57 (20)

= + +q q q q̇ ̇ ̇ ̇HeatLoss conv rad cond braquet56 57 ; (21)

where q ̇ conv12 is the convection heat transfer between the HTF and the
absorber tube, q ̇ cond23 is the conduction heat transfer between the ab-
sorber tube inner surface and the outer surface, q ̇ SunAbs3 is the solar ir-
radiation absorption in the absorber, q ̇ conv34 is the convection heat
transfer between the absorber tube and the glass envelope, q ̇ rad34 is the
radiation heat transfer between the absorber tube and the glass en-
velope, q ̇ cond45 is the conduction heat transfer between the glass en-
velope inner surface and outer surface, q ̇ SunAbs5 is the solar irradiation

Fig. 3a. 1D Energy balance, adapted from Forristal [35].
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absorption in the glass envelope, q ̇ conv56 is the convection heat transfer
from the glass envelope to the atmosphere, q ̇ rad57 is the radiation heat
transfer between the glass envelope and the sky, qċond braquet; is the heat
loss through the support bracket and qḢeatLoss is the total heat loss from
the solar collector section.

As mentioned above, the heat transfer model between the working
fluid and the absorber tube inner surface is adapted to account for the
particular features of s-CO2. The model is based on the basic equation
for convection,

= −q πD h T Ṫ ( )conv c12 2 1 2 1 (22)

where D2 is the absorber inner diameter and T is the fluid temperature.
The subscripts 1 and 2 refer to the average of the HTF and the inner
surface of the absorber tube, respectively (see Fig. 3b). h1 is the con-
vection heat transfer coefficient, evaluated considering the Krasnosh-
chekov-Protopopov’s correlation for the Nusselt number, suggested for
forced convective heat transfer at supercritical conditions [42].
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where f is the friction factor defined in Eq. (13) and Re is the Reynolds
number of the flow in the absorber tube.

The pressure drop of the flowing CO2 in the absorber tube is esti-
mated by the following equation, which applies for horizontal pipes and
fully developed turbulent flow [44]:

=P
f LV

D ρ
Δ

Δ
2

ave

ave

2

2 (24)

where PΔ is the pressure drop in the longitudinal section, Vave is the
average flow velocity, ρave is the average HTF density and LΔ is the
length of the longitudinal section.

3.5. Thermoeconomic analysis

To conduct an equivalent comparison between the area of the solar
field and the regenerator size, an economic analysis based on the
thermoeconomic cost is performed. Thermoeconomics is the branch of
engineering that appropriately combines, at the level of system com-
ponents, exergy based thermodynamic evaluations and economic
principles. That approach provides useful insights for the design and

operating cost-effective systems [45]. The cost function depends on the
parameters of interest, whereas the specific component cost is ex-
pressed as function of the thermodynamic design parameters. The cost
balance is written for each equipment k in terms of the flow cost rate
($USD/h) as:

∑ ∑+ = +C I C Ċ ̇ ̇ ̇
in

in k k
out

out k w k, , ,
(25)

where Ik̇ is the capital investment in cost per time unit, and the sub-
scripts in and out refers to the cost rates which enters and exits from the
system, respectively. In particular,

=C ċ Ψ̇k k k (26)

where ck̇ is the specific cost per unit of transferred exergy and Ψ̇k is the
exergy rate at point k.

3.5.1. Economic modeling
Due to the difficulties in obtaining reliable information about the

equipment costs, the analysis is developed through purchase cost cor-
relations for each component. For instance, the cost of the regenerator,
the condenser, the turbine and the pump are estimated with the
methodology proposed by Turton [46], which estimates the cost for
each cycle’s component as function of a size parameter, type of con-
struction, materials, working pressure and device configuration. The
size parameter of each component is a characteristic feature of the
device, such as the total heat transfer area for a heat exchanger and the
shaft power for a pump. Thus, it assesses lumped economic figures of
the devices. The correlation derived in 2011 states that the component
purchase cost per unit of size is corrected by the working pressure and
material, as follows:

=Cost C Fbare BM2011 (27)

where Cbare is the reference cost of the equipment in US dollars (eval-
uated in 2011) and FBM is the bare module factor. The latter factor
corrects the cost by considering the influence of the construction ma-
terials and the working conditions of the system’s component. The cost
is correlated by the size of the equipment Z( ) according to the following
equation:

= + +C x x Z x Zlog log (log )bare10 1 2 10 3 10
2 (28)

where the parameters xj are correlation coefficients, which are specific
to each type of component. The bare module factor is defined as:

= +F B B F F( )BM M P1 2 (29)

where the parameters Bi are correlation coefficients for the component
type and working conditions, FM is a factor related to the construction
material and FP is a factor related to the working pressure, which ad-
heres the following relation:

= + +F y y P y Plog log (log )P10 1 2 10 3 10
2 (30)

where the parameters yi the coefficients for heat exchanger type and P
is the working pressure in bar. All the coefficients and parameters
aforementioned are listed in [46].

The purchase cost of each cycle device (pump, turbine and heat
exchangers) in 2011, estimated through the correlations listed above, is
updated to the present cost using the Chemical Engineering Plant Cost
Index (CEPCI) [47].

The cost of the solar field is estimated based on the specific cost of
the collector (unitary area) reported in the literature and related to
currently operating parabolic trough plants [48], $USD 170/m2.

4. Simulation model

The system is modeled using Engineering Equation Solver (EES)
[49]. This software, which is widely used by the scientific community
for macroscopic thermodynamic simulations [26,28,29], not only

Fig. 3b. Thermal resistance model, adapted from Forristal [35].
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solves algebraic equations governing the cycles, but also easily com-
municates with a thermos-physical properties database based on RE-
FPROP-NIST [50]. As mentioned, the solar field is based on the model
developed by Forristal [35], yet in order to enable the possibility of
assessing a significant number of configurations (e.g. loops, number of
heat collection element per loop, operating pressures and regenerator
effectiveness) a surrogate model (response surface approximation
model) is built for mapping the performance in such configurations.
This approach is a very efficient method for reducing the intrinsic
computational time of optimization techniques and complex thermal
system simulations [51].

There are several methods to create surrogate models (i.e., poly-
nomial, kriging, neural networks, and support vector machines).
However, there is no common opinion as to which method performs
better than the others, since the performance of the approximation
depends on the nature of the problem. In the present study, a linear
interpolation method is chosen, as suggested in [52]. Using such
method, the surrogate models are built, configuring functions in the
form =v f x x( , )1 2 .

4.1. Validation

The results are validated by comparing against the results presented
in the literature. The simulation model of a regenerator using s-CO2 is
contrasted with the results presented by Cayer [28] for a supercritical
Rankine cycle using s-CO2 as working fluid. Table 2 summarizes the
validation procedure. In Cayer’s work, α is a parameter that defines the
fraction of the maximum power output, defined by the Carnot effi-
ciency. The main difference between the two models is the calculation
of the heat exchanger area. The model presented by Cayer considered a
number of fins in the heat exchanger’s shell but did not specify the
number. However, the differences between the results are satisfactory
for validating the model, since the total area of the regenerator heat
exchanger is compared.

Regarding the solar collector model, the test results presented by
Dudley [36] for a LS-2 solar collector are considered. The main char-
acteristics of the collector tested are equivalent to those listed in
Table 1. Yet, the environmental conditions for the test are fixed at
850W/m2 and 22 °C. The comparison between the test results and the
model shows a satisfactory goodness of fit, with a coefficient of de-
termination of 0.998. This value indicates that the proportion of the
variance predicted from the model is 99%. In other words, the proposed
model explains 99% of the cases for temperatures from 0 to 350 °C.

Finally, the pressure drop reached at the solar field differs in
10.31% of the value presented by Chapman and Arias [16] for a s-CO2
solar collector loop. The difference is produced because the detailed
information about the geometry of the collector unions is not available.

5. Results and discussion

The aim of the methodology presented in the previous section is to
determine the optimal configuration for the cycle, in terms of the

regenerator size and the total area of the solar field that maximizes the
exergy efficiency of the cycle, while minimizing the thermoeconomic
cost. However, since the solar field modifies its behavior significantly
according to its configuration and operating conditions, the procedure
requires performing a deep analysis in this regard. The analysis reveals
the existence of an optimal configuration for the solar field, in terms of
the arrangement of the solar collectors in parallel rows (denominated
loops) and the number of collectors that constitutes each loop (i.e., in
series). Hence, this analysis identifies the conditions that reduce the
exergy destruction by pressure drops and exergy losses by heat transfer
to the environment.

The first approach of the analysis is devoted to the performance
characterization for a single solar heat collection element (HCE) ex-
posed to different operation conditions, which covers most of the pos-
sible configurations of the solar field and optimizes its distribution. The
assessment aims to maximize the exergy delivered by the solar collector
and applies the methodology for exergy assessment of parabolic trough
collectors developed by Padilla et al. [37].

5.1. Single collector parametric analysis

In order to evaluate the influence of the solar field configuration on
the system performance, the behavior of a single solar collector using
CO2 as HTF is investigated. The process considered assessing the
thermal efficiency and the pressure drop in collector’s absorber tube for
a longitudinal partition of 1m, under different operating conditions
(temperature and pressure) and different configurations for a specific
aperture area. The solar irradiance is assumed constant at 1000W/m2

and the mass flow rate through the complete field is fixed at 10 kg/s,
which is divided according the number of loops considered. Fig. 4
shows the thermal efficiency of a single solar collector as a function of
the inlet temperature and the mass flow rate, which depends on the
loops that constitute the solar arrangement.

The shape of the curve observed in Fig. 4 is similar to the thermal
efficiency depicted by the collector, using other well-known HTFs. The
decrease on the efficiency as the inlet temperature increases is due to
the rise in the thermal losses to the environment. In addition, the high
temperature of the working fluid reduces the temperature difference
with respect to the absorber tube, decreasing the heat transfer rate from
the absorber tube to the s-CO2 flowing inside the tube. In that sense, a
lower mass flow rate in the absorber tube induces an increase in the
temperature, intensifying the aforementioned phenomena.

On the other hand, increasing the number of loops in the solar field
reduces considerably the pressure drop in the absorber tube (Fig. 4).
This reduction is not significant for more than four divisions of the mass
flow rate. Therefore, more than four loops are not necessary since they
do not contribute significantly to reduce exergy losses. As such, it is
possible to state the existence of an optimum configuration that max-
imizes the exergy delivered by the solar field for a specific aperture
area.

5.2. Solar field configuration analysis and optimization

The behavior of the solar field considering the modified config-
urations is analyzed, aiming to analyze the effect on the exergy effi-
ciency for different aperture areas. The number of HCE is varied from 8
to 400, while the inlet temperature ranged from 30 °C to 450 °C.

The solar field is modeled as an open system, for which the inlet
exergy is composed of two parts: the exergy of the pressurized CO2 inlet
(preheated by the regenerator) and the exergy associated with the in-
cident solar radiation, given by Petela’s equation.

To determine the effect of varying the inlet temperature, the col-
lection area and the number of loops on the solar field exergy efficiency
and the variation on the exergy losses are studied. That exergy loss is
associated to the heat transfer process between the sun and the working
fluid. In that sense, it is necessary to distinguish the types of exergy

Table 2
Validation results of regenerator’s model.

Specific net power output (kW/kg)

PHigh (MPa) α Regenerator Present work Reference Error (%)

11.5 0.15 No 18.78 18.80 0.01

Heat exchanger coefficient (kW/K)
11.54 0.15 No 3357 3361 0.13
11.58 0.20 No 4724 4727 0.06

Heat exchanger area (m2)
11.46 0.15 Yes 1409 1458 3.48
11.54 0.20 No 993 862.5 7.58
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losses considered in this analysis, which consists of all the possible
forms of heat transfer observed in the control volume:

• The exergy loss associated to optical errors or alignments at the solar
collector.

• Entropy generation due to the heat transfer between the glass en-
velope and the inner wall of the absorber tube.

• The exergy loss associated to heat losses to the environment.

• The exergy loss due to the pressure drop inside the absorber tube.

The first three processes listed above are inherent to the construc-
tion materials of the heat collection device. Therefore, the analysis is
focused on minimizing the last two losses, which depend on the oper-
ating conditions and the distribution of collectors within the solar field.
In this context, Fig. 5 shows the effect of the number of loops on the
exergy efficiency of a solar field with 250 HCE operating at an inlet
temperature of 250 °C. As explained in the previous section, the pres-
sure drop can be reduced considerably without increasing significantly
the number of loops. For this case, the solar field reaches the maximum
exergy efficiency at the third loop, and the efficiency decreases linearly

for higher numbers of loops. This effect is due to the influence of two
factors, shown simultaneously in the figure. The pressure drop reaches
values close to zero and then the rate of decrease stagnates, such that it
does not represent an additional exergy benefit beyond a particular
number of loops. The collector area is fixed, and the increase in the
number of loops decreases the number of HCE per row, causing a de-
crease in the outlet temperature field and consequently the output ex-
ergy of the solar field. Such a drop in the outlet exergy induces the
slight fall shown by the exergy efficiency curve before the third loop.
For this reason, it is possible to affirm the existence of a number of loops
that maximizes the exergy efficiency of the solar field.

Fig. 6 shows the results of the parametric analysis described above
applied to the complete domain – solar field aperture area and inlet
temperature. Each value of exergy efficiency considers the best con-
figuration for the number of solar HCE, taking advantage of the solar
resource and establishing the configurations considered for the opti-
mization of the cycle described in the following sections. The maximum
exergy efficiency is achieved at a small aperture area. This is because
each additional HCE in the field adds its inherent thermal losses, but at
the same time increases the inlet solar exergy to the field. For this

Fig. 4. Thermal efficiency and pressure drop of a single collector of 8 HCE at 15MPa.

Fig. 5. Exergy efficiency, pressure drop and heat losses of a solar field with 250 HCE and an inlet temperature of 250 °C, at 15MPa.
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reason, the temperature that maximizes the exergy efficiency of each
field size decreases as the number of collectors increases. Thus, it is
reasonable to consider a lower inlet temperature for larger aperture
areas and higher temperatures for smaller numbers of HCE.

Fig. 7 builds on the results shown in Fig. 6, displaying the tem-
peratures that maximize the exergy efficiency for each solar field’s size.
As mentioned above, the inlet temperature has a direct relationship
with the exergy efficiency: the inlet temperature depends linearly on
the field size, and the optimum efficiency values increase for smaller
collecting areas. In that sense, from an exergy viewpoint, it is logical to
consider a bigger regenerator, which increases the inlet temperature for
a small solar field. Similar behavior is observed for higher operating
pressures, but leading to better efficiencies and costs. This issue is ad-
dressed in the next section through multi-objective optimization, which
takes into account the above-mentioned relation between the solar field
performance and the regenerator size, as well as the operating pressure
and capital costs of the equipment.

5.3. Multi-objective optimization

To find the best design conditions for the solar field aperture area
and the regenerator size, a multi-objective optimization is performed.
For the system considered herein, the proposed optimization attempts
to find an optimum system’s configuration, evaluating two objectives at
the same time: maximize the exergy efficiency of the system and
minimize the thermoeconomic cost of the energy delivered.

Other authors [26,28–30] have proposed the total heat transfer
coefficient UA as a measure for the size of the heat exchanger used in
organic Rankine cycles, considering constant temperature heat sources.
However, this measure is not suitable when comparing two different
types of components, such as the regenerator and the solar field. Ah-
madi et al. [53] proposed applying the weighted sum of objective
functions as an optimization methodology, generating a map with the
optimum points derived by varying the specific weight given for each
objective function, forming a Pareto’s frontier with all the best possible
cases. This multi-objective methodology provides a visualization of the
impact on the thermoeconomic costs of the exergy efficiency and other
parameters of interest for the system design. Thus, the optimization
methodology considers two objective functions: The first aimed to
minimize the thermoeconomic cost related to the energy delivered by
the system. The second objective function attempts to maximize the
exergy efficiency of the cycle. Both functions depend on design para-
meters as presented as follows:

=

=

f η ξ N P

g C ξ N P

max ( , , )

min ̇ ( , , )
ex cycle reg col high

e reg col high

,

(31)

where Ncol is the number of solar HCE composing the solar field, Phigh is
the highest pressure on the system, and ξreg is the regenerator effec-
tiveness, which is associated with the regenerator total area. The do-
main analyzed considered ∈ξ [0,1]reg , ∈P [10,20]MPahigh , and

∈N [130,400]col .
Considering the thermoeconomic cost of the energy delivered and

the exergy efficiency for each configuration of solar field and re-
generator, a direct optimization procedure is applied using a linear
search. Fig. 8 shows the relation between those variables, for different
configurations in terms of the size of the solar field and the regenerator.
The high pressure in this figure is kept constant at 15MPa. Each curve
represents the trade-off between the exergetic efficiency and the ther-
moeconomic cost, for a fixed regenerator’s effectiveness; and for a

Fig. 6. Maximum exergy efficiency of the solar field as a function of the tem-
perature and the solar field size.

Fig. 7. Optimum inlet temperature for maximization of solar field’s exergy efficiency.
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range between 100 and 400 heat collection elements (HCE). By com-
paring the curves depicted in Fig. 8, it is possible to observe the in-
fluence of the regenerator presence in the exergy delivered by the cycle.
The way of exploiting energy resources can be improved considerably
without a substantial increase in the size of the solar field, by improving
the regenerator. Hence, the exergy efficiency could duplicate its value,
even with a solar field 30% smaller, when comparing the best and worst
scenarios. Even though the investment cost reaches twice its previous
value, the useful work produced increases by 40%, which leads to a
significant increment in the exergy efficiency, from 9 to 19%. This

difference between the increase in the required collecting area and the
benefits in terms of useful work, which is attributed to the regenerator,
reducing the heat released to the environment at the condenser, thereby
taking advantage of the energetic potential of the CO2 discharged by the
turbine. Based on that, the thermoeconomic cost increases as the exergy
efficiency increases, yet improving the effectiveness of the regenerator
has a significant impact on reducing the thermoeconomic cost of the
energy delivered, for the same level of exergy efficiency. This effect is
due to the relative cost that the regenerator represents, compared to the
solar field: increasing the regenerator size (and cost) induces a

Fig. 8. Pareto frontier for trade-off values for exergy efficiency and the total cost functions for system with a regenerator.

Fig. 9. Pareto frontier for trade-off values for exergy efficiency and thermoeconomic cost for different size of the solar field and operating pressure.
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significant improvement on the exergy efficiency and a minor effect on
the thermoeconomic cost. The figure also shows that the best exergy
efficiency is achieved around 200 HCE, since a further increase on the
solar field size induces larger thermal losses and therefore larger exergy
losses.

Considering the aforementioned information, the largest size of re-
generator is considered for the optimization process, i.e. =ξ 0. 95reg .
Hence, a multi-objective optimization routine is applied for de-
termining the trade-off between the exergy efficiency and the thermo-
economic cost. The process considers a scalar procedure, and a surro-
gate model as described in the previous section. Fig. 9 shows the results
of the optimization routine and the search domain evaluated through
the surrogate model. The Pareto frontier is represented by the grey line,
as the markers show the pressure that allows achieving that exergy
efficiency. It is noteworthy that pressures larger than 30MPa are not
explored, since the increment on the costs are high due to the robust-
ness needed on the equipments, which is also reflected by the shape of
the Pareto frontier on Fig. 9. From the figure, it is observed that from 15
to 30MPa, the exergy efficiency increases from 19.5 to 24.5%, while
the thermoeconomic cost increases 7.65 $USD/h. The best solar field
configuration increases from 189 to 256 HCE and the net-work pro-
duced increases 40%. That relation reflects the compromise between
efficiency and cost that the analyst should evaluate during the design
process. The optimum configuration of the solar field that configures
the Pareto frontier is depicted on Fig. 10. The color map of the curve
shows how increases the size of the solar field that allows achieving the
best exergy efficiency. That relation allows to assess the compromise
between the cost of improving the solar collection area and the effect on
the rationality of exploiting resources.

6. Conclusions

The present work describes a parametrical analysis about the be-
havior of a regenerative Rankine cycle driven by solar energy, using s-
CO2 as working fluid. The analysis is focused on improving the relation
between the solar field aperture area, the regenerator size and high
pressure, while the exergy efficiency and the thermoeconomic cost of
the produced energy are assessed simultaneously. In addition, the cost

estimation methodology allows estimating the changes on the capital
cost due to changes on the nominal operating conditions, which de-
pends on the operating pressure and material selection (highly influ-
enced by the operating temperature) and design conditions. The pro-
posed multi-objective optimization allowed to determine the best
configuration, maximizing the exergy efficiency and reducing the
thermoeconomic cost of the energy delivered. Hence, the analysis
presents mainly two key findings: first it allows to identify the im-
provement potential (exergy loss) in every device of the cycle, ac-
cording to certain operating conditions, and determine the economic
value of such losses. Besides that, the exergoeconomic analysis allows
determining the configuration that maximizes the benefit, in terms of
power delivered and cost, and enabling the evaluation of the compro-
mise between both effects, through pareto fronts.

An exergy-based approach allows the regenerative Rankine cycle to
take the maximum advantage of the energy potential from the solar
field, which enables a more accurate assessment about the utilization of
the available resources. Thus, the regenerator can increase significantly
the useful work produced, in comparison with the same cycle without a
regenerator. The results show that the regenerator allows to double the
exergy efficiency, resulting in 38.21% more useful work produced with
a smaller solar field (34.46% smaller). Therefore, the cycle becomes
more compact and efficient. That result is due to the fact that the re-
generator represents a negligible impact on the cost of the system,
compared with the exergetic benefit associated to its function in the
system. In that sense, the solar field size has a design limitation, which
determines the maximum aperture area, since for larger areas it is not
possible to take rational advantage of the resource. The exergy effi-
ciency of the solar field can be improved considerably by modifying the
distribution of its collectors as function of the number of loops into
which the inlet mass flow is divided. Such changes have direct influence
on the destroyed exergy, associated with the pressure drop inside the
absorber tube, and the exergy loss to the environment. Both types of
exergy losses depend directly on the mass flow rate and the number of
heat collection elements in series per loop. The number of loops that
maximizes the exergy performance does not exceed four loops for a
solar field of s-CO2 and an aperture area of 20 to 400 HCE.

The inlet temperature of the solar field has an optimum value that

Fig. 10. Best configurations for the size of the solar field and cycle's high pressure, that form the Pareto frontier.
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maximizes the exergy efficiency of the solar field. For small fields of 20
solar HCE, the thermal loss associated with the area is smaller, so the
field can admit high temperatures (315 °C) without lowering its exergy
efficiency. In the same way, solar fields of 400 HCE, with more thermal
losses, should use lower temperatures (120 °C). These results provide
relevant information for future evaluations regarding thermo-solar cy-
cles that use this novel HTF. In future research, it would be interesting
to analyze the transient regime and the integration of TES into s-CO2

solar cycles, since CO2 presents some disadvantages due to the high
working pressures.
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