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a b s t r a c t

For design and simulation of solar energy systems, quality information about all components of solar
irradiance is crucial. In cases when only global irradiance measurements are available, separation models
are a useful method to estimate DNI and diffuse irradiation. Several of such models have been developed
since the 1960s, most of them aiming to deliver estimates in hourly resolution. For higher data resolution,
such as in minute data, those models are not able to describe fast transient and cloud enhancement
phenomena commonly observed in data with smaller time-steps. This paper proposes an adaptation of
the BRL separation model, making it capable of delivering more precise irradiance estimates for higher
resolution data. Two models result from this adaptation: one for Brazil and other for Australia. The
proposed models yield a more precise DNI and diffuse fraction estimates to their respective countries,
compared to other separation models commonly used in the technical literature. For example, using the
recommended Combined Performance Index (CPI) as a single statistical indicator, the proposed model
yields DNI estimates with CPI from 230 to 350% for Australia, and from 270 to 800% for Brazil, while the
Engerer model, recently recommended as a ‘‘quasi-universal” 1-min separation model, yields DNI esti-
mates with CPI from 500 to 700% for Australia, and from 600 to 1800% for Brazil.

© 2018 Elsevier Ltd. All rights reserved.
1. Introduction

Accurate information about the three components of solar
irradiance e global horizontal irradiance (GHI), diffuse horizontal
irradiance (DIF) and direct normal irradiance (DNI) e is funda-
mental for the correct design and performance assessment of solar
energy systems. For instance, designing flat-plate solar collectors or
fixed PV systems requires information of the global tilted irradiance
(GTI) incident on the array plane, which is estimated from the
values of the irradiance components. On the other hand, only the
direct irradiance can be concentrated, therefore DNI results are
essential for the assessment of concentrating solar power (CSP) and
concentrating PV (CPV) systems. Nonetheless, the measurement of
the three components at the same time (GHI, DNI and DIF) is
expensive, since it requires complex tracking devices and signifi-
cant operational efforts. As a result, the data is not always available,
tarke).
and in some cases the measurements are commonly incomplete
due to equipment malfunctions or poor maintenance. To illustrate
this scenario, Brazil has an extensive radiation measurement
network, operated by the National Institute of Meteorology
(INMET) [1], which comprises approximately seven hundred sta-
tions measuring only global solar irradiance. In contrast, the Bra-
zilian Environmental Data Organization System (SONDA) [2] has
only seventeen stations measuring the three irradiance compo-
nents [3].

A common approach to overcome the lack of reliable informa-
tion is using some sort of separation model to estimate both diffuse
and direct components from global irradiance observations. Even in
locations where no irradiance measurements are available, it is
possible to consider satellite imagery and semi-physical models
[4,5] to estimate GHI, and then apply a separation model to esti-
mate the other two components [6].

The need for an accurate assessment of the three irradiance
components is crucial for sizing and selecting solar energy tech-
nologies and applications, necessitating an ongoing pursuit of
precise separation models. The separation models for irradiance
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components were initially developed in the 1960s by Liu & Jordan
[7], and since then hundreds of models have been proposed in the
literature. Those models are derived from locally-measured data
from different stations; different climatic conditions; modelling
different temporal resolutions (e.g.monthly daily, hourly, minute);
and considering one or several input variables (predictors) [8].
Moreover, these models consider different kinds of equations, most
of them using linear piece-wise equations [9,10]; polynomial piece-
wise equations [11]; quasi-physical models [12]; artificial neural
networks [13]; and more recent studies use simple logistical re-
lationships [14e17]; while other studies consider more complex
approaches using machine learning techniques to combine
different separations models [8].

Recently, Gueymard and Ruiz-Arias [6] reported an extensive
validation study in which they tested 140 separation models
considering the radiation data from 54 research-class stations from
the Baseline Surface Radiation Network - BSRN. The authors
employed high quality 1-min data of global and direct irradiance to
assess the performance of these separation models for 1-min DNI
predictions. They found that cloud enhancement and high-albedo
effects intensify the errors in irradiance measurement. Usually,
models that consider variability and clear-sky irradiance as pre-
dictors tend to perform better. Most models overestimate DNI in
cases when the solar intensity increases, caused by scattered irra-
diance from nearby clouds, commonly denominated as cloud en-
hancements events. The exceptions are the Engerer2 [17] and
Perez2 [4] models, which tend to underestimate the DNI in a small
degree in those events. Gueymard and Ruiz-Arias recommend 9
models as candidates for providing accurate and consistent results;
Engerer2, Perez2, Boland5, Engerer1, Hollands2, Perez1, Perez3,
Skartveit1 and Yao2 (according to the nomenclature defined by
Gueymard and Ruiz-Arias). As discussed in Ref. [6], the success of
the Engerer2 model is probably because this model was derived
from 1-min data, thus allowing it to predict fast transient phe-
nomena, such as cloud enhancements.

Based on the information gathered in recent studies [6,18,19],
hourly separation models are not enough to meet the current de-
mands of the industry, since they are not able to appropriately
describe fast transient episodes. In addition, the temporal resolu-
tion of solar radiation data has considerably improved, since
modern radiometric stations are able to provide it in intervals
ranging from 1 to 10-min. Moreover, to reduce the economic un-
certainty and improve the economic attractiveness of solar energy
systems, the energy simulation programs should consider solar
radiation databases with time-steps significantly shorter than 1 h
(as in standard TMY databases). For instance, CSP plants present
non-linear and transient effects that are substantially affected by
the temporal resolution of the solar data, meaning 10-min or less is
the ideal time step for simulating these kind of systems [20,21]. For
PV applications, the temporal resolution requirements are even
more stringent, since the effects caused by cloud enhancement are
being studied at a time step of 3-s [19,22,23].

Hence, our main motivation is to develop a new separation
model valid for 1-min irradiation data (global, diffuse and direct),
and able to capture transient effects of irradiance, such as cloud
enhancement. Modelling cloud enhancement in a separationmodel
is not new, it was first introduced in Ref. [24], where the author
proposed a separation model based in a generalized logistic func-
tion, and considering a new predictor and a linear correction to
account the cloud enhancement events. This new predictor con-
templates the deviation between the clearness index and the clear
index of a clear-sky, while the linear correction is an offset term
based on the ratio between actual and clear-sky global horizontal
irradiance. The Ref. [24] model was recommended by Gueymard
and Ruiz-Arias [6] as one of the most accurate models, its success is
probably because it was derived from 1-min data. Based on the
poor results of Engerer model for Brazil and to a certain extent for
Australia when considering indicators of distribution similitude, it
is most likely that the linear correction used by Engerer to account
the cloud enhancements events is not enough to model this
phenomenon.

Therefore, the main goal of this study is to derive a separation
model, based on a logistical function using 1-min global, diffuse
and direct irradiance data. The model should be able to capture
transient effects of irradiance, providing accurate and consistent
results. The choice of a logistical function is based on the recent
achievements of this kind of models [15,16,24], comprising an
exceptional performance, and a much simpler approach than other
models. However, the sigmoidal shape of the logistical function
makes impossible for the BRL model to capture the cloud
enhancement events, i.e. the increase in the diffuse fraction for
clearness index higher than 0.8. To overcome this, we propose to
add modelled clear-sky irradiance (CSI) as a predictor and use a
piecewise function. The intervals of the function's domain are
defined by the ratio between global horizontal and global clear-sky
irradiances. For the sake of simplicity, the same logistical equation
is used in both sub-domains. To assess the performance of this new
model a formal error analysis is performed, based on comparisons
between our work and the models of Ridley [15], Engerer [24],
Skartveit et al. [25] and Perez et al. [4].

The BRL separation model [15] (Ridley2) is adopted as basis for
the model proposed herein, but introducing modifications to
consider the phenomena related to fast transients. The choice for
the BRL (Ridley2) [15] model instead of Boland5 [16] (as originally
suggested in Ref. [6]), is due to two reasons. The first one is that the
Boland5 model [16] shows that the use of a logistical model for
directly calculating DNI from GHI provides marginal differences
between DNI values calculated using diffuse fraction estimates
from the (BRL) Ridley2 model. The second reason is our preference
for using the classical approach of developing a model to calculate
the diffuse fraction (d¼DIFF/GHI), and then calculating the DNI
from the relation (DNI ¼ (1-d)GHI/sin a).

2. BRL logistic model for minute irradiance

Boland et al. [26] demonstrated with statistical rigour the use-
fulness of employing a logistical instead of piecewise linear or
simple nonlinear functions for modelling diffuse fraction. After-
wards, Ridley et al. [15] proposed the generic multiple predictor
logistic model, known as the BolandeRidleyeLauret (BRL) model,
given by,

bd ¼ 1
1þ eðb0þb1kTþb2ASTþb3aþb4KTþb5jÞ

¼ 1
1þ eð�5:38þ6:63kTþ0:006AST�0:007aþ1:75KTþ1:31jÞ (1)

where bd is the modelled diffuse fraction, kT is the hourly clearness
index, defined as the ratio of the global irradiance on a horizontal
surface (Ig) to the extraterrestrial irradiance at the top of the at-
mosphere (I0), also on a horizontal surface. AST is the apparent solar
time, a is the solar altitude, KT is the daily clearness index, and j is a
persistence factor defined in Ref. [15]. The numerical values of the
coefficients (b0, b1, …, b5) in Equation (1) are also derived in Ref. [15]
using data from three meteorological stations in the southern
hemisphere and four in the northern hemisphere. This model aims
to use a minimum of measured variables; therefore, all the pre-
dictors can easily be calculated by well-known functions of solar
geometry [27] (i.e. apparent solar time (AST), solar altitude ðaÞ,
extraterestrial irradiance), and measurements of global, direct and



Fig. 1. Observed d-kT envelop of 1-min irradiance data from Florianopolis e Brazil; (a)
the colormap denotes the density of points (counts number). Four regions are high-
lighted: overcast, partly cloudy, clear-sky and cloud enhancements events; (b) overlaid
with BRL generic multiple predictor logistical model.
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diffuse irradiance (to calculate clearness index, daily clearness in-
dex and persistence factor).

Fig. 1a depicts the relationship between diffuse fraction and
clearness index (kT). Four regions are observed in the d-kT envelop,
there are overcast, partly cloudy, clear-sky and cloud enhancements
conditions. It can be seen that the overcast and clear-sky regions
have a significant larger concentration of data points, being fol-
lowed by the partly cloudy region. However, the cloud enhance-
ment region has as many occurrences as partly cloudy, showing
that this phenomenon should be considered in analysis of 1-min
irradiance data. Additionally, Fig. 1b depicts the d-kT envelope for
Florianopolis (Brazil), as well as the diffuse fraction estimated by
the BRL model. It is observed that the logistical form of BRL model
captures the shape of the envelope for values for kT close to 0.8. For
higher values of kT, the BRL model underestimates the diffuse
fraction in the region characterised by the cloud enhancement
phenomena.

Although the sigmoidal shape of the BRLmodel can't completely
capture the shape of 1-min data, Lemos et al. [3] demonstrated that
the BRL model is able to capture the larger spread of data observed
in 1-min measurements, and properly fit the data if the cloud en-
hancements events are removed using estimations of clear-sky
irradiance. That approach allowed the researchers to validate the
usefulness of the model and extend its applications for modelling
solar irradiance in shorter time-steps.

In order to predict the phenomena observed in 1-min data, a
piecewise logistical function is proposed, where the domain break
point is defined by the parameter KCSI, which is defined as the ratio
of the global horizontal irradiance (GHI) and global clear-sky irra-
diance (CSI). Therefore, it is possible to separate the model ac-
counting for cloud enhancement events as a particular case.
Moreover, the global clear-sky irradiance is added as a predictor
because, as pointed out in Ref. [6], themodels that take into account
this parameter are in better agreement with experimental data.
Thus, the diffuse fraction estimated by BRL-minute model is given
by,
bd ¼

8>><
>>:

1

1þ eðb0þb1kTþb2ASTþb3aþb4KTþb5jþb6CSIÞ
; KCSI <1:05

1

1þ eðb7þb8kTþb9ASTþb10aþb11KTþb12jþb13CSIÞ
; KCSI � 1:05 and kT >0:65

(2)
where bd is the modelled diffuse fraction, from the newmodel, kT is
the hourly clearness index, AST is the apparent solar time, a is the
solar altitude, KT is the daily clearness index, and j is the persis-
tence factor, CSI is the clear-sky irradiance and KCSI is defined as the
ratio of the measured global horizontal irradiance (GHI) and the
modelled global clear-sky irradiance (CSI). The numeric values of
the coefficients (b0, b1, …, b13) in Equation (2) will be derived using
irradiance data from eight meteorological stations.

The choice of using KCSI for splitting the sub-domains is due to
its clear and intuitive interpretation, since values higher than unity
means cloud enhancement events (CEE). The numerical value of
1.05 is established to avoidmisleading classification, since clear-sky
models have some approximation errors and can underestimate
the clear-sky values. Clearness index higher than 0.65 (kT > 0.65) is
considered to ensure that the second function does not affect non-
cloud enhancement events. Both values (1.05 and 0.65) are chosen
because of their physical significance: (i) GHI higher than CSI, (ii)
physical impossibility of existence of CEE for clearness index lower
than 0.65. Hence, this value is a conservative one, in comparison to
the one suggested by Gueymard [18], who assumed kT > 0.8, as the
definition for CEE. Moreover, based on the analysis conducted
herein, these two values do not depend on the particular location
being analysed, and therefore they can be assumed as general
constraints.

The proposed BRL-minute model was developed using CSI
calculated by the broadband simplified analytical version of the
Solis model [28]. This model estimates clear-sky irradiance at the
evaluated site by multiplying the extraterrestrial irradiance
(calculated using site latitude and longitude) by a correction factor
that is a function of aerosol optical depth, atmosphere water vapor
content and site altitude. The aerosol optical depth and atmo-
spheric water-vapor content were taken from the MACC-II project
database [29,30], which provides atmospheric composition data
from 2003 up to 2012. However, for stations with data extending
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beyond 2012, the information of the last year is used as an
approximation to the atmospheric composition of the following
years. This simplification has aminor impact in the proposedmodel
as further discussed. The adoption of the broadband simplified Solis
model is justified because it can be easily implemented, it is a fast
algorithm and provides roughly the same level of performance as
other models [31], such as McClear [32] or REST2 [33].
3. Methodology

To build the BRL-minute model the fourteen parameters b0; b1;
…b13 are estimated through a least-square regression, considering
measured minute data (global, diffuse and direct irradiance). The
least-square procedure is fully described in Ref. [15], while the
construction of a logistical separation models using minute data is
described in Ref. [3]. For that purpose, two thirds of the data points
were randomly selected from the set and used to determine the
new bi coefficients. The resulting correlation was then applied to
the remaining third of the data to validate themodel and determine
the agreement through error indicators. Hence, to assess the per-
formance of the model, irradiance data from eight radiometric
stations were considered, as described in Table 1. Note that data
from specified periods were used, but they are not necessary
continuous.

It is worth mentioning that the separation model proposed in
the present study is empirically derived from measurements, as is
any other model. Therefore, the quality of the model depends on
the limitation and experimental error of the measured 1-min
irradiance data, in these case all three components (global, direct
and diffuse irradiance) [6]. This means that the raw data should be
initially filtered and validated, in order to guarantee the quality of
the database, and ensuring that inconsistent and suspicious data
would be removed.
3.1. Data and quality control

Recently, Lemos et al. [3] developed a robust procedure for
quality control, which consists of nine steps: first filters (physical
limits and solar altitude limit), plausibility check, consistency
check, tracker off test, data variability test, overcast test, Rayleigh
limit, clear-sky comparison and outlier removal. In the present
work, the first seven steps are considered. The clear-sky compari-
son is unnecessary because cloud enhancements are considered in
the present model. In addition, the outlier removal is not applied
since the previous steps already removed most of the suspicions
data. Thus, the numeric values presented in the last column (N) of
Table 1 denote the number of points in which the three irradiance
components were flagged as qualified after quality control is car-
ried out, and used in further analysis.
Table 1
Information on the eight station used for validation and creating the models.

Code Station Lat. (�) Long. (�) El

ADL Adelaide �34.92 138.60 5
DAR Darwin �12.45 130.83 3
MGA Mount Gambier �37.83 140.78 6
WOO Woomera �31.20 136.82 16
FLN Florianopolis �27.60 �48.52 3
SMS S~ao Martinho da Serra �29.44 �53.82 78
BRB Brasilia �15.60 �47.71 57
PTR Petrolina �9.06 �40.32 38

a Australian Government Bureau of Meteorology (BOM).
b Baseline Surface Radiation Network (BSRN).
c Number of points where the three components (global, direct and diffuse irradiance
3.2. Statistical indicators

Gueymard [34] presented a complete review of performance
indicators that can be used in radiation models for validations
purposes. Among those, four statistical indicators were considered
for the formal error analysis: normalized MAD, normalized RMSE,
normalized MBE, and the Combined Performance Index (CPI),
introduced in Ref. [35]. The first three indicators are classified by
Gueymard [34] as Class A (indicators of dispersion), while the last
one is considered Class C (indicators of cumulative distribution
function (CDF) similitude). Being the CPI recommended in the cases
where only one statistical indicator had to be selected. These in-
dicators are defined as follows,

MAD ¼ 100

d

hPn
i¼1

��� bdi � di
���i

n
(3)

RMSE ¼ 100

d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

� bdi � di
�2

n

vuut
(4)

MBE ¼ 100

d

hPn
i¼1

� bdi � di
�i

n
(5)

CPI ¼ ðKSI þ OVERþ 2RMSEÞ=4 (6)

where di is the actual value of the diffuse fraction calculated from
measurement i, of a set of n measurements, bdi is the estimated
value of the diffuse fraction for the point i calculated using the
separation model (e.g. Equation (2)), and d is the mean value of the
diffuse fraction of the measurements data set. The CPI combines
standard statistical measurements (RMSE) and two measurements
of similarity between CDF (KSI and OVER), where the three values
are expressed in percentages. The main advantage of the CPI is the
high degree of discrimination between different models, as estab-
lished in Ref. [34]. The KolmogoroveSmirnov test Integral (KSI) was
proposed in Ref. [36] as a measure to compute the differences be-
tween CDFs, and is expressed as follows,

KSI ¼ 100
ac

Zxmax

xmin

Dndx (7)

where xmin and xmax are the limiting values of the independent
variable, while Dn is the difference between the CDF of the mea-
surements and the estimated values. The ac parameter is defined as
ac ¼ Vcðxmax � xminÞ. The critical value Vc depends on the popula-
tion size n and is calculated for a 99% level of confidence as Vc ¼
ev. (m) Source Period Qualified data points (Nc)

0 BOMa 2003e2005 298,990
7 BOM 1999e2003 346,666
9 BOM 1999e2005 194,662
9 BOM 2012e2013 178,126
1 BSRNb 2013e2016 449,351
9 BSRN 2006e2014 1,185,670
4 BSRN 2004e2014 1,145,663
7 BSRN 2004e2014 932,693

) are simultaneously flagged as valid, as described in Ref. [3].



Fig. 2. Diffuse fraction data overlaid with the BRL-minute model for: (a) Adelaide, (b) Darwin, (c) Mount Gambier, (d) Woomera, (e) Florianopolis, (f) S~ao Martinho da Serra, (g)
Brasilia, and (h) Petrolina.
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Table 2
Error analysis for the “on-site” BRL and BRL-minute models, for Florianopolis and
Adelaide.

Florianopolis Adelaide

d DNI d DNI

MAD (%) BRL local 14.92 15.23 29.53 11.42
BRL-minute 12.56 12.22 24.51 9.19

RMSE (%) BRL local 21.27 23.89 43.80 17.32
BRL-minute 18.50 18.87 37.77 13.88

MBE (%) BRL local �1.09 3.60 �0.49 0.39
BRL-minute 0.62 1.68 0.83 �0.27

CPI (%) BRL local 201.41 243.17 295.43 163.59
BRL-minute 219.95 193.27 237.16 169.61
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1:63=
ffiffiffi
n

p
; n � 35. With a KSI equal to zero the distributions are

equivalent, and for larger values of KSI the model is considered non
fitting to the dataset.

The OVER indicator was also proposed by Espinar et al. [36],
which is based on the KSI test. OVER accounts for the differences
between two CDFs when they exceed a critical limit ðVcÞ, therefore,
it can be calculated in percentage as follows,

OVER ¼ 100
ac

Zxmax

xmin

maxðDn � Vc;0Þdx (8)

4. Model validation

The model was initially adjusted for each particular station to
perform a graphical comparison, which is depicted in Fig. 2. As
observed in the figure, the proposed model shows a good fit for the
complete data set, capturing the “high clearness index e interme-
diate diffuse fraction” values.

Table 2 summarizes the formal error analysis of the proposed
BRL-minute model and the “on-site” adjusted hourly BRL model
[15] (BRL-local), for selected stations. The “on-site” BRL model is
used as reference to illustrate the improvements of the proposed
model. As observed in the table, the new model performs better
than the reference, reducing all indicators of dispersion (Class A).
Moreover, it shows significant improvements on the DNI estima-
tions. Regarding the similitude between the distributions, both the
BRL-local model and the proposed BRL-minute present almost the
same CPI value for diffuse fraction in Florianopolis, but the BRL-
minute have a significant improvement on the CPI value for DNI.
For Adelaide, the new model also shows a significant improvement
on the CPI value for diffuse fraction, while the DNI presents
equivalent values.

Comparing Fig. 2 against the logistical format of BRL model in
Fig.1b, the newmodel offers a better similitude of the distributions,
ratified by the indicators in Table 2. Despite the similitude of dis-
tributions, the new model is evidently better than the BRL-local
model, due to the capture of cloud enhancement events (CEE),
that is not reflected in the values depicted in Table 2. Those un-
satisfactory results are explained by the small quantity of CEE
points observed in Fig. 1a.

The site-specific models (b parameters), formal error analysis of
the newmodel and the reference models (Ridley [15], Engerer [24],
Skartveit et al. [25] and Perez et al. [4]) are provided as
Supplementary Material. A closer look at the individual results in
the Supplementary Material shows that new model performs
significantly better than the original BRL, Engerer, Skartveit and
Perez models, for both diffuse fraction and DNI, and for all stations
considered herein. The new BRL-minute model shows similar
dispersion indicators of the Perez model, however with a signifi-
cant lower CPI. Concerning the b parameters for each station, it is
also observed that they are similar enough to conclude that it is
possible to create a general model for each country.

5. Results

The previous section presented further developments for the
BRL model, showing its potential for modelling diffuse fraction on
1-min time scales. The present model showed significant im-
provements for “on-site” analysis, performing better than all other
models it was compared to. The outstanding performance of the
new model encourages developing a generic model suitable for
more locations. However, since the number of stations considered
herein is limited, it is only possible to propose generic models for
Australia and Brazil.

Ridley et al. [15] developed a robust method for estimating the
parameters of logistical separation models, which consists of
merging the qualified data from individual stations in a single data
set and submitting it to a nonlinear least-square regression. To
avoid location bias in the regression, the same amount of data from
each station should be considered for each country, and then
subjected to the amalgamation process. After such procedure, a
new set of bi coefficients for each of Australia and Brazil was esti-
mated, as described in the following sections.

After the development of the model using the amalgamated
data of each country, the model is then applied to the data of each
station separately, where a graphical performance and a formal
error analysis were performed. Furthermore, the present model
was compared against estimated data from well-kwon separation
models. All the parameters for the different models and the results
are given in the supplementary material, depicting statistical in-
dicators, such as KSI, OVER and coefficient of determination (R2).
5.1. Australia

The parameters estimated for Australian locations are listed in
Table 3. Those values, along with Equation (2), define the Australian
BRL-minute model.

A graphical comparison of the diffuse fraction and DNI esti-
mated by Australian BRL-minute model is shown in Figs. 3 and 4,
for Adelaide. The estimates delivered by the new and reference
models are overlaid with actual data in a d-kT envelop and DNI-kT
envelop. The proposed model presents a good agreement for the
complete data set, as observed in Figs. 3a and 4a, and evidenced in
Table 4 (detailed below). The original BRL model seems to fit the
data reasonably well; however, it underestimates the diffuse frac-
tion for high clearness index. The Engerer model also presents a
good fit, capturing the shape of the data, yet it underestimates the
diffuse fraction in the region where a large quantity of measure-
ments is available (0.5� kT � 0.8). Skartveit's model seems to fit the
data reasonably well, capturing all the regions of data, but it is not
able to capture the overall dispersion. Finally, Perez's model also
shows good fitness, nevertheless it shows sequential points, almost
creating lines, featuring an unusual behaviour. Regarding the DNI
estimates (Fig. 4), the BRL-minute depicts a fine adjustment to the
data set, including the cloud enhancements events. The original
BRL model overestimates the DNI values for high clearness index
and the Engerer model seems to underestimate the DNI values over
the complete data set. Finally, Skartveit's and Perez's models seem
to finely capture the tendencies of the data, but similar to the other
models they do not capture the dispersion.

Regarding the formal error analysis, Table 4 presents a com-
parison between the BRL, Engerer, Perez, Skartveit and the new



Table 3
Parameters of Equation (2) determined for Australia, hereafter known as the BRL-minute model for Australia.

b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 b13

�6.70407 6.99137 �0.00048 0.03839 3.36003 1.97891 �0.96758 0.15623 �4.21938 �0.00207 �0.06604 2.12613 2.56515 1.62075

Fig. 3. Adelaide diffuse fraction data with estimates from different models overlaid.
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Fig. 4. Adelaide DNI data with estimates from different models overlaid.
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BRL-minute models, against the actual diffuse fraction and DNI data
from Australia. The performance of the models was assessed in
terms of the MAD, RMSE, MBE and CPI. The results for the diffuse
fraction show that the BRL-minute model performs similarly to the
Perez model, and bothmodels perform significantly better than the
other ones analysed herein. However, when comparing the errors
for DNI estimates, it is clearly seen that the proposed model per-
forms better than the other models considered, showing significant
improvements in similarity between distribution of data (CPI).
Inspecting the MBE values for the BRL-minute model, it reflects a
non-consistent improvement in the model performance, since
some locations present a significant reduction, and others do not.
One possible reason for this behaviour is due to the fact that the
model was developed for a generic country, rather than a climate
model, as suggested by Gueymard [6].
5.2. Brazil

The new separation model was also employed for developing a
model adjusted for Brazilian conditions, where the parameters
estimated are presented in Table 5. A graphical comparison in terms
of diffuse fraction and DNI for Florianopolis is presented in Figs. 5
and 6, respectively. The new BRL-minute presents a fine adjust-
ment to the complete data set, while the original BRL model



Table 4
Error analysis of diffuse fraction and DNI estimates for the Australian BRL-minute, BRL, Engerer, Perez and Skartveit models, all against the actual data for each location in
Australia.

Diffuse fraction Direct normal Irradiance

Adelaide Darwin Mount
Gambier

Woomera Adelaide Darwin Mount
Gambier

Woomera

MAD (%) BRL 30.9 27.8 27.4 33.1 12.0 11.1 10.3 10.1
Engerer 30.4 29.5 31.2 37.0 11.5 11.5 11.8 11.0
Perez 24.6 18.8 24.0 24.2 20.9 18.6 18.4 17.4
Skartveit 26.9 22.5 27.0 24.3 10.1 8.9 9.8 7.0
BRL-min 25.0 20.9 24.3 24.9 9.4 8.1 8.9 7.2

RMSE (%) BRL 45.8 35.7 41.8 48.5 18.5 14.6 16.2 15.2
Engerer 42.2 38.6 41.5 47.3 15.5 14.5 14.8 13.6
Perez 37.9 28.5 35.4 38.9 34.0 30.1 30.7 31.1
Skartveit 44.8 36.4 43.5 44.4 16.9 14.8 15.5 12.9
BRL-min 38.3 30.2 36.4 39.5 14.0 11.5 12.9 11.2

MBE (%) BRL �4.0 9.3 �7.3 0.2 1.88 �3.25 3.02 0.22
Engerer 10.3 16.2 12.9 20.9 �3.90 �6.00 �5.02 �6.26
Perez 0.9 0.1 1.3 1.4 �7.03 �9.29 �4.91 �8.57
Skartveit �17.6 �8.8 �18.5 �12.8 7.20 4.23 7.55 4.25
BRL-min 0.1 5.3 �3.2 1.1 �0.02 �1.86 1.17 �0.35

CPI (%) BRL 647.5 631.3 539.6 416.2 390.2 467.0 343.1 207.5
Engerer 672.5 933.9 610.4 715.6 514.6 680.9 514.0 554.1
Perez 411.4 267.2 338.8 263.7 1796.2 1220.5 1658.7 1047.9
Skartveit 912.1 538.5 781.7 425.8 797.9 476.9 662.1 368.0
BRL-min 424.2 350.9 394.7 310.5 302.9 233.9 270.9 203.0

Table 5
Parameters of Equation (2) determined for Brazil, hereafter known as the BRL-minute model for Brazil.

b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 b13

�6.37505 6.68399 0.01667 0.02552 3.32837 1.97935 �0.74116 0.19486 �3.52376 �0.00325 �0.03737 2.68761 1.60666 1.07129
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underestimates the diffuse fraction and overestimates the DNI. In
turn, Engerer's model overestimate the diffuse fraction, and clearly
overestimates the DNI. Finally, although it appears that Skartveit's
and Perez's models fit reasonably well the data, neither can capture
all the dispersion of points.

Formal error analysis for Brazilian stations is presented in
Table 6, in terms of the four error indicators, and comparing the
results between the BRL, Engerer, Perez, Skartveit and the new BRL-
minute models. As observed for the Australia model, the BRL-
minute model performs similarly to the Perez model in terms of
diffuse fraction, with the exception of the MBE, which is slightly
higher than Perez's. However, for DNI estimates, the BRL-minute
performs significantly better than all other models, which is
depicted by all the indicators considered and for all locations ana-
lysed. It is worth mentioning that the proposed model showed
notable improvements in terms of CPI (reducing to half for diffuse
fraction and to one third for DNI), indicating high similitude be-
tween data distributions.
5.3. Influence of CSI model

Using clear-sky irradiance as a model predictor increases the
complexity of the model, which is not desirable. Additionally,
creating a diffuse fraction model that can only be used with a
specific clear-sky model, generates a constraint that narrows the
versatility of the model. The present analysis assessed the de-
pendency of the proposed model to the model which delivers the
CSI estimates (broadband simplified Solis clear-sky model). In that
context, the impact of using different clear-sky models to evaluate
the proposed minute diffuse fraction model was assessed, the aim
being to verify if only the broadband simplified Solis model should
be used to evaluate the BRL-minute model. For that purpose, the
use of simple clear-sky models was considered, such as
PerezeIneichen [4] or Bird [37]. The inputs for the Perez-Ineichen
model (i.e. Linke turbidity factor) were taken from the SoDa ser-
vice [38], as described in Ref. [39]. To avoid implementation mis-
takes the model was downloaded from PV_LIB Toolbox [40],
developed at Sandia National Laboratories. The Bird model also
requires aerosol optical depth values and atmospheric water-vapor
content as inputs, which were obtained from the MACC-II database,
being the aerosol optical depth calculated for the specific wave-
length using two values available on the database.

The BRL-minute model of each country is re-calculated for each
station, but considering the clear-sky global irradiance from Bird
and Ineichen-Perez, rather than the broadband simplified Solis
model. Table 7 summarizes the results of this analysis for one sta-
tion in Australia and Brazil, while the results for all stations are
presented in the Supplementary Material.

As observed in Table 7 the different inputs delivered by the
clear-sky models do not affect the MAD and RMSE indicators.
However, they do affect the mean bias error (MBE) and the simili-
tude of data distribution (CPI). Yet, those differences are small,
indicating that other clear-sky models could be used e recalling
that more precise models should help to deliver precise results.
Taking a closer look into the error indicators for all stations
(supplementary material), it is possible to confirm that larger dif-
ferences occur in the MBE and CPI, with slightly differences on the
MAD and RMSE. Finally, itis worth mentioning that in the case of
using less precise clear-sky models, it is possible to change the
breakpoint of the proposed piece-wise function ðKCSI � 1:05Þ in
Equation (2). This is possible because KCSI is only used to classify if
the event is a cloud enhancement or not. Therefore, the accuracy of
the CSI models has a minor effect when using a small offset (around
1.05) for the piece-wise breakpoint.



Fig. 5. Florianopolis diffuse fraction data with estimates from different models overlaid.
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6. Conclusions

Accurate information about the three components of solar
irradiance is fundamental for the correct design and performance
assessment of solar energy systems. Yet, measuring the three
irradiance components is expensive, requiring complex tracking
devices and significant operational efforts. A common approach to
overcome the lack of reliable information is using some sort of
separation model to estimate both diffuse and direct components
from global horizontal irradiance (GHI) observations. Taking these
facts into consideration, the objective of this study is to derive a
separation model based on a logistical function using 1-min data,
which should be able to capture transient effects of irradiance,
providing accurate and consistent results. To do so, we propose
using a piecewise logistical function and add the clear-sky irradi-
ance (CSI) as a predictor.

The results showed that for the “on-site” analysis, the proposed
model performs better than the adjusted BRL model, capturing the
cloud enhancement events (CEE). This result is evidenced analysing
the KSI values for both adjusted BRL and BRL-minute models for
each station (Supplementary Material), which depict reductions of
up to 200%. Compared to other models, the new model performs



Fig. 6. Florianopolis DNI data with estimates from different models overlaid.
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significantly better than the original BRL, Engerer, Skartveit and
Perez models, for both diffuse fraction and DNI, and for all stations
considered herein. The new BRL-minute model presents similar
dispersion indicators to the Perez model, but a significantly lower
CPI.

Because of the similarity between the adjusted coefficients for
each station, a general model for each country, Brazil and Australia,
was also proposed, and then compared against traditional models,
such as: BRL, Engerer, Skartveit and Perez. The results for the diffuse
fraction shows that BRL-minute model performs similarly to the
Perez model, and both models perform significantly better than the
other analysed herein. However, when comparing the errors for
DNI estimates, it is clearly seen that the proposed model performs
better than the other models considered, including the Perez
model, showing significant improvements in similarity with
respect to the data distribution (CPI). For Australia, the BRL-minute
model (DNI estimates) performs with MAD ranging from 7 to 9%,
RMSE from 11 to 14%,MBE from�2 to 2% and CPI from 230 to 350%.
For Brazil, the BRL-minute model (DNI estimates) performs with
MAD ranging from 10 to 13%, RMSE from 15 to 20%,MBE from�5 to
5% and CPI from 270 to 800%.

Finally, the influence of the clear-sky irradiance estimates on the
proposed BRL-minute models is assessed. The models were built
using broadband simplified Solis model, and then assessed with



Table 6
Error analysis of diffuse fraction and DNI estimates for the Brazilian BRL-minute, BRL, Engerer, Perez and Skartveit models, all against the actual data for each location in Brazil.

Diffuse fraction Direct normal Irradiance

Florianopolis S~ao Martinho
da Serra

Brasilia Petrolina Florianopolis S~ao Martinho
da Serra

Brasilia Petrolina

MAD (%) BRL 16.7 17.4 17.9 36.4 17.0 11.9 14.8 18.5
Engerer 16.2 21.3 17.5 33.8 15.6 13.1 12.7 16.9
Perez 12.6 13.0 12.9 22.5 20.9 20.5 20.0 26.7
Skartveit 14.4 13.2 14.8 29.2 15.0 11.4 13.5 14.3
BRL-min 13.0 13.6 12.8 25.0 12.9 10.2 11.0 12.5

RMSE (%) BRL 22.5 23.9 24.0 43.0 25.2 19.7 22.8 21.9
Engerer 22.4 28.2 25.6 43.4 22.5 18.6 19.2 20.6
Perez 18.5 19.9 19.3 30.8 37.1 38.3 34.8 35.6
Skartveit 22.0 21.8 23.1 38.1 24.6 18.9 21.8 18.2
BRL-min 19.1 20.5 19.6 32.6 19.7 15.9 17.0 15.6

MBE (%) BRL �1.4 1.8 0.3 16.4 3.7 4.0 4.3 �9.8
Engerer 6.5 14.4 10.2 21.2 �4.1 �5.9 �3.8 �11.7
Perez 0.6 0.6 �0.5 �0.4 �1.8 �6.2 �6.3 �19.0
Skartveit �6.2 �2.9 �2.8 0.1 10.2 8.5 8.3 �1.6
BRL-min �2.6 �0.3 �1.6 6.3 4.5 5.1 5.3 �5.4

CPI (%) BRL 534.4 815.5 772.5 1955.1 612.4 856.0 799.7 1770.9
Engerer 751.2 2267.4 1702.0 2283.9 629.4 868.6 702.5 1796.8
Perez 391.5 624.2 626.3 574.0 2365.9 4961.7 3841.9 1472.2
Skartveit 777.0 642.0 978.2 720.7 1132.1 2565.5 2551.6 579.9
BRL-min 549.5 697.7 578.9 839.0 278.0 543.6 700.6 850.5

Table 7
Error analysis of BRL-minute model considering different clear-sky models.

Clear-sky model Florianopolis Adelaide

d DNI d DNI

MAD (%) Solis 13.0 12.9 25.0 9.4
Bird 13.6 13.1 26.1 9.4
Ineichen-Perez 13.2 13.8 25.9 9.6

RMSE (%) Solis 19.1 19.7 38.3 14.0
Bird 19.4 19.5 38.8 13.6
Ineichen-Perez 19.5 21.6 38.9 14.2

MBE (%) Solis �2.6 4.5 0.1 �0.02
Bird �1.5 3.0 2.9 �1.2
Ineichen-Perez �3.2 5.8 1.4 �0.6

CPI (%) Solis 549.5 278.0 424.2 302.9
Bird 602.8 362.3 493.4 382.6
Ineichen-Perez 517.3 280.7 475.3 351.3
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clear-sky estimated provided by Bird and Ineichen-Perez models.
The results indicate that the use of different models does not affect
the MAD and RMSE indicators, but has a minor influence on the
mean bias error (MBE) and the similitude of data distribution (CPI).
This is because KCSI is only used to classify if the event is a cloud
enhancement or not (piece-wise breakpoint). Moreover, if a less
accurate CSI models is used, and it uncertainty is well known, the
user can just readjust the offset of the breakpoint ð1:05KCSIÞ.
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Nomenclature

AST Apparent Solar Time (h)
CPI Combined Performance Index (%)
d Diffuse fraction calculated with measured data (�)bd Diffuse fraction calculated with model estimated data

(�)
I0 Extraterrestrial irradiance at the top of the atmosphere

(W/m2)
Ig Global irradiance on a horizontal surface (W/m2)
KCSI Ratio between GHI and CSI (�)
kT Clearness index (�)
KT Daily clearness index (�)
KSI Kolmogorov-Smirnoff test Integral (%)
MAD Mean Absolute Difference (%)
MBE Mean Bias Error (%)
OVER Ratio of the
RMSE Root Mean Square Error (%)

Acronyms
BOM Australian Government Bureau of Meteorology
BRL Boland - Ridley - Lauret
BSRN Baseline Surface Radiation Network
CDF Cumulative Distribuction Function
CEE Cloud Enhancement Event
CPV Concentrating Photovoltaics
CSI Clear-sky Irradiance
CSP Concentrating Solar Power
DIF Diffuse Horizontal Irradiance
DNI Direct Normal Irradiance
GHI Global Horizontal Irradiance
GTI Global Tilted Irradiance
INMET National Institute of Meteorology
MACC II Monitoring Atmospheric Composition and Climate

Interim Implementation
PV Photovoltaics
SONDA Brazilian Environmental Data Organization System
TMY Typical Meteorological Year
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Greek
a Solar altitude angle (deg)
b Coefficients of separation model (�)
j Persistence factor (�)

Appendix A. Supplementary data

Supplementary data related to this article can be found at
https://doi.org/10.1016/j.renene.2018.02.107.
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